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We investigate the problem of stabilizing an unknown networked linear system under communication con-

straints and adversarial disturbances. We propose the first provably stabilizing algorithm for the problem.

The algorithm uses a distributed version of nested convex body chasing to maintain a consistent estimate of

the network dynamics and applies system level synthesis to determine a distributed controller based on this

estimated model. Our approach avoids the need for system identification and accommodates a broad class of

communication delay while being fully distributed and scaling favorably with the number of subsystems.
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1 INTRODUCTION
Large-scale networked dynamical systems play a crucial role in many emerging engineering systems

such as the power grid [26], autonomous vehicles [50], and swarm robots [57]. Motivated by the

success of learning-based control methods for single-agent (centralized) linear systems, there has

been growing interest in learning distributed controllers for unknown networked systems composed

of interconnected and spatially distributed linear time-invariant (LTI) subsystems [16, 31, 32, 52, 87].

However, since most existing literature ports centralized learning-based control techniques over

to the distributed setting, almost all previous work assumes that the underlying dynamics are stable,

or that a stabilizing and distributed controller is known. For a large-scale networked system, such

assumptions are often unrealistic, because designing stabilizing distributed controllers itself is a

significant task even if the dynamics model is available [7, 30, 35, 64, 81, 92].

Recent work has begun to lift the assumption of the knowledge of a stabilizing controller in the

centralized case, e.g. [18, 40, 70]. This line of work follows the approach of system identification,

either by letting the unstable system run open-loop or by exciting the system via control inputs.
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Table 1. Maximum and top 90% infinity norm of the state (∥𝑥 (𝑡)∥∞) for different disturbance profiles
averaged over 10 runs. Simulation details are provided in Section 5.

Algorithm Correlated Gaussian (Top 90%) Uniform (Top 90%) State-dependent (Top 90%)

This work 1.21 × 101 (0.31 × 101) 2.30 × 101 (0.36 × 101) 7.14 × 101 (0.54 × 101)
SysID 5.12 × 1011 (1.71 × 1011) 5.12 × 1011 (1.71 × 1011) 5.12 × 1011 (1.71 × 1011)

However, such approaches induce explosive transient behaviors due to the instability of the under-

lying system. Without proper generalization to the networked setting, such explosive behavior can

cause catastrophic system degradation before a proper stabilizing controller can be learned.

Further, until now, scalability and information constraints have only been considered separately

in learning-based distributed controller design; no general approach exists. On the other hand,

information constraints and scalability have been the central topics in distributed control for the

past decade due to their theoretical challenge and practical importance [56, 63, 72, 72, 82, 93].

Therefore, it is crucial to simultaneously consider such constraints when designing learning-based

distributed control algorithms for networked systems.

1.1 Contributions
In this work, we overcome the aforementioned challenges by leveraging recent advances in online

learning and distributed control. In particular, we propose an approach that combines a distributed

version of nested convex body chasing (NCBC), in order to maintain a consistent estimate of

the network dynamics, with system level synthesis (SLS), in order to determine a distributed

controller based on the selected consistent model. This combination yields the first online algorithm

that provably stabilizes a networked LTI system with information constraints under adversarial

disturbances (Theorem 4.4). The proposed algorithm (Algorithm 2) is distributed and scales favorably

to the number of subsystems in the network.

The proposed approach in this paper is fundamentally different than traditional system identifica-

tion based methods, which incur prohibitively large state norm under adversarial disturbances, even

in the simplest setting (see Table 1). The reason is that system identification-based approaches seek

to learn the full system dynamics, which requires full excitation of the system against worst-case

disturbances. On the other hand, our approach does not require precise knowledge of the system.

Instead, we maintain model estimates that are consistent with the observations generated by the

unknown system at all times. A consequence of focusing on consistency is a natural endogenous

exploration-exploitation scheme where our algorithm performs well (small state norm) while the

selected model stays consistent, and gains information about the system whenever it observes a

large state norm that renders the selected model inconsistent.

The main result of this paper is an input-to-state stability guarantee (Theorem 4.4), where we

draw novel connections between the path length property of NCBC techniques and system stability

analysis. This follows from a set of novel technical results for SLS in the learning-based control

context. In particular, we generalize a previous result [7] on the characterization of the closed loop

under SLS controllers that are synthesized from an arbitrary and potentially incorrect system model

(Lemma 3.2). This result enables the analysis of our algorithm when each subsystem uses local,

asynchronous, and wrong model information for local controller synthesis. Further, we derive a

novel perturbation result with explicit constants for finite-horizon SLS synthesis (Theorem 3.4) that

globally bounds the sensitivity of the optimal solution to the SLS problem (a quadratic program

with equality and sparsity constraints) with respect to the model. This result is also applicable in

other contexts such as a class of MPC problems studied in [6, 15, 68].
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1.2 Related work
This work contributes to a large and growing body of work on the topics related to learning-based

control design, online control, and distributed control. We briefly review the literature most related

to this work below.

Stabilization of unknown systems. Stabilizing unknown linear systems has long been a

fundamental problem studied in adaptive control theory [42]. It recently reemerged as a learning

problem and received considerable attention from the machine learning community [40, 59, 75, 91].

Most works have been developed under single-agent setting, with a no-noise assumption [47, 74] or

Gausssian noise models [28, 46]. Under the adversarial noise setting, which is the focus of this paper,

the only work that guarantees stabilization for LTI systems is [18], with a system identification-

based approach that achieves order-optimal regret. In contrast, we propose a novel framework

for stabilization under adversarial noise that does not rely on accurate identification of the true

dynamics. In particular, our method is the first algorithm to stabilize a networked LTI system under

adversarial disturbances with information constraints while simultaneously achieving magnitudes

of improvement in empirical performance over the state-of-the-art identification-based approach

[18] in the single-agent setting, despite the regret-optimal guarantee in [18].

Distributed control. Motivated by large-scale cyberphysical systems that are composed of

physically distributed subsystems with local dynamical interactions, there is a large body of work

on control design for networked systems [7, 45, 92]. Cyberphysical systems such as the power grid

are commonly constrained by a communication layer that allows specific structure of information

exchange among the subsystems. such information structure imposes significant challenges for

optimal control design, often rendering the problem NP-hard [76]. In [64], it was shown that a large

class of practically relevant distributed control problems is convex and tractable to solve. Since

then, many works have focused on this class of problems [30, 48]. However, [83] observes that the

complexity of computation and implementation of distributed controllers developed under this

setting can be prohibitively expensive, thus not scalable to large-scale systems. The System Level

Synthesis (SLS) framework is developed as a scalable alternative to distributed control design [7].

In particular, SLS allows order-constant complexity for synthesis and implementation, due to its

special parameterization and implementation of the feedback controller. As a result, many works

have adopted SLS as the basis for novel (learning-based) control algorithms in both distributed and

centralized setting [6, 21, 24, 79]. We contribute to the literature on SLS by developing a suit of

technical results for SLS controllers that can find applications beyond the setting of this work.

Learning distributed controllers. Many learning-based control algorithms for networked

systems adopt a centralized learning or computational approach with the objective of regret

minimization, e.g., [16, 27, 31, 32, 87]. All prior work use the stochastic noise or no-noise model and

assume a known stabilizing distributed controller is given [4–6, 44, 52, 73]. As far as we are aware,

no previous work accommodates communication delay while doing both learning and control. The

most related to our work are [37] and [31], where learning-based SLS controllers are designed to

control unknown networked systems. Both of the methods require the knowledge of a stabilizing

and distributed controller. [37] is only applicable to small-uncertainty scenarios, while [31] requires

a stabilizing distributed controller and performs centralized learning. In this work, we focus on

stabilization and propose the first distributed learning-based control algorithm that guarantees

stability for unknown networked systems under adversarial disturbances.

Online learning. The problem of online stabilization for unknown dynamical systems is an

instance of online decision making problems, where an agent makes a sequence of decisions based

on the feedback from an unknown environment with the goal of cost minimization. Online decision

making is studied extensively in the online learning literature, with a line of work [34, 53, 66, 88] that
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makes interesting connections between convex function and body chasing [9, 10] and linear control

theory. In particular, [38] proposes an online nonlinear robust control method based on convex

body chasing that guarantees finite mistakes under adversarial disturbances without the need for

system identification. While [38] considers binary cost functions, we present novel technical results

that establish the first connection between convex body chasing and stability analysis for both

single-agent and networked linear dynamical systems.

1.3 Notation
Let ∥ · ∥ be the ℓ2 norm and ∥ · ∥𝐹 be the Frobenius norm. We denote the (𝑖, 𝑗)th position of a

matrix𝑀 as𝑀 (𝑖, 𝑗) and use𝑀 (:, 𝑗), 𝑀 (𝑖, :) for the 𝑗th column and 𝑖th row of𝑀 respectively. We

use [𝑁 ] for the set of positive integers up to 𝑁 . Positive integers are denoted as N+. Bold face

lower cases are reserved for vector signal of the form x := [𝑥 (0)𝑇 , 𝑥 (1)𝑇 , . . . ]𝑇 with 𝑥 (𝑡) ∈ R𝑛 is

an infinite sequence of vectors indexed by time 𝑡 . We reserve bold face capital letters for causal

linear operators/transfer matrices with components 𝐾 [0], 𝐾 [1], . . . , such that

K :=


𝐾 [0] 0 . . .

𝐾 [1] 𝐾 [0] 0 . . .
...

. . .
. . .

. . .

 .
We write y = Gx to mean that 𝑦 (𝑡) = ∑𝑡

𝑘=0𝐺 [𝑘]𝑥 (𝑡 − 𝑘). Given any binary matrix C ∈ {1, 0}𝑁×𝑁 ,
we say 𝑀 ∈ C for a matrix 𝑀 ∈ R𝑁×𝑁 if the sparsity of 𝑀 is C. We use {𝑒 𝑗 }𝑛𝑗=1 for the standard
basis in R𝑛 .

2 PRELIMINARIES AND PROBLEM SETUP
We consider the task of stabilizing an unknown networked system made up of 𝑁 interconnected,

heterogeneous linear time-invariant (LTI) subsystems, illustrated in Figure 1(a). For each subsystem

𝑖 ∈ [𝑁 ], let 𝑥𝑖 (𝑡) ∈ R𝑛𝑖 ,𝑢𝑖 (𝑡) ∈ R𝑚𝑖
,𝑤 𝑖 (𝑡) ∈ R𝑛𝑖 be the local state, control, and disturbance vectors

respectively. Each subsystem 𝑖 has dynamics,

𝑥𝑖 (𝑡 + 1) =
∑︁

𝑗 ∈N(𝑖)

(
𝐴𝑖 𝑗𝑥 𝑗 (𝑡) + 𝐵𝑖 𝑗𝑢 𝑗 (𝑡)

)
+𝑤 𝑖 (𝑡), (1)

where we write 𝑗 ∈ N (𝑖) if the states or control actions of subsystem 𝑗 affect those of subsystem 𝑖

through the open-loop network dynamics (𝑖 ∈ N (𝑖)). Concatenating all the subsystem dynamics,

we can represent the global dynamics as

𝑥 (𝑡 + 1) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) +𝑤 (𝑡), (2)

where 𝑥 (𝑡) ∈ R𝑛𝑥 , 𝑢 (𝑡) ∈ R𝑛𝑢 , 𝑤 (𝑡) ∈ R𝑛𝑥 , with 𝑛𝑥 =
∑𝑁

𝑖=1 𝑛𝑖 and 𝑛𝑢 =
∑𝑁

𝑖=1𝑚𝑖 , and we define

𝐴𝑖 𝑗 , 𝐵𝑖 𝑗 ≡ 0 for all 𝑗 ∉ N(𝑖). The networked LTI model (1) has been extensively studied in the

networked control literature for various applications such as robotic swarms [58], voltage control

for the distribution network of the power grid [88], and many other large-scale cyber-physical

systems [49, 90]. An example is the linearized swing equation for power systems, where the global

system is composed of a mesh of interacting buses [33, 80]. In this setting, the states 𝑥𝑖 of each bus

𝑖 is two-dimensional and corresponds to the phase angle relative to some given setpoint and the

associated frequency. The input 𝑢𝑖 at bus 𝑖 is the controllable load, while𝑤 𝑖
is the bounded load

disturbances that are often correlated in space and time.

We assume that the topology among the subsystems is known, i.e., the sets N(𝑖) for 𝑖 ∈ [𝑁 ]
are known. However, the parameters of the dynamics (entries of matrices 𝐴𝑖 𝑗

, 𝐵𝑖 𝑗 ) are unknown.

Let \ 𝑖 denote the unknown local parameter for subsystem 𝑖 , i.e., \ 𝑖 :=
(
𝐴𝑖 𝑗 , 𝐵𝑖 𝑗

)
𝑗 ∈N(𝑖) . Further, let

Θ := (\1, . . . , \𝑁 ) be the global parameter. We write 𝐴(Θ) and 𝐵(Θ) (equivalently 𝐴𝑖 𝑗 (\ 𝑖 ), 𝐵𝑖 𝑗 (\ 𝑖 ))
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Dynamics
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(b) 𝐴, 𝐵 matrix with pa-

rameter Θ.
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(c) Adjacency matrix C.

Fig. 1. Example networked LTI system with information constraints.

to emphasize that𝐴 and 𝐵 are matrices constructed with appropriate zeros according to the network

topology (known), and the nonzero entries specified by Θ (unknown).

Example 1. Consider the networked system in Figure 1(a) where each subsystem 𝑖 ∈ [6] has
𝑥𝑖 (𝑡) ∈ R and 𝑢𝑖 (𝑡) ∈ R. For each 𝑖 , the set N(𝑖) contains the subsystems that has a dashed arrow
pointing towards 𝑥𝑖 in the figure. For example, N(6) = {1, 3, 5, 6}. Each 𝐴𝑖 𝑗 and 𝐵𝑖 𝑗 for 𝑗 ∈ N (𝑖) is
a scalar. The stacked global dynamics has matrix 𝐴 and 𝐵 with structure shown in Figure 1(b). The
unknown local parameter \ 𝑖 corresponds to the ∗ entries of the 𝑖 th row of 𝐴 and 𝐵, while the global
parameter Θ is a vector containing ∗ entries in matrix 𝐴 and 𝐵.

We now introduce three core assumptions needed for our algorithm and analysis. As we highlight

below, these are standard assumptions in the learning-based control literature.

Assumption 1 (Adversarial disturbances). ∥𝑤 (𝑡)∥∞ ≤𝑊 for (2).

Assumption 2 (Compact Parameter Set). The network structure N(𝑖) for 𝑖 ∈ [𝑁 ] is known.
The true system parameter Θ★ :=

(
\1,★, . . . , \𝑁,★

)
is an element of a known compact convex set

P0 = P1
0 × · · · × P𝑁

0 , which is a product space of local parameter sets where \ 𝑖,∗ ∈ P𝑖
0. The known

parameter set is bounded such that there exists a known constant ^ > 0 where ∥ [𝐴 (Θ) 𝐵 (Θ)] ∥𝐹 ≤ ^
for all Θ ∈ P0.

Assumption 3 (Controllability). For all Θ ∈ P0, (𝐴(Θ), 𝐵(Θ)) is controllable.

Bounded adversarial disturbances is a common model in the adversarial online learning and

control problems [2, 24, 36]. Since we make no assumptions on how large the bound on the distur-

bance𝑊 is, Assumption 1 models a variety of disturbance models, such as bounded and correlated

stochastic noise or state-dependent disturbances such as the linearization and discretization error

for nonlinear continuous dynamics [78]. Moreover, the known bound𝑊 can be relaxed to an

unknown parameter [ with [ ≤𝑊 for a known constant𝑊 to reduce conservatism for large𝑊 .

Assumptions 2 and 3 are standard in the learning-based control literature, e.g., see [2, 20]. We

impose controllability in Assumption 3 for ease of exposition but it can be relaxed to stabilizability

by adjusting the choice of model-based controller to an infinite-horizon controller such as the one

proposed in [89] for the algorithm.

2.1 Stability
One of the fundamental goals for control design is to ensure stability. In this paper, we aim to learn

a stabilizing controller for the networked linear system (2) in the sense of input to state stability

(ISS) [71]. ISS is one of the main notions of stability for both linear and nonlinear systems [13, 43].

Here we adapt the ISS definition to the ℓ∞-norm.
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Definition 2.1 (ISS). A dynamical system of the form (2) is said to be input to state stable (ISS) if

there exist functions 𝛽 : R+ × N→ R+ that is continuous, strictly increasing, and bijective with

respect to the second argument with lim𝑡→∞ 𝛽 (𝑎, 𝑡) = 0 for all 𝑎 ≥ 0, 𝑡 ∈ N, and𝛾 : R+ → R+ that is
continuous, strictly increasing, and bijective such that for all initial state 𝑥 (0), disturbance sequence
w, and time 𝑡 ≥ 𝑡0 for 𝑡0 ∈ N+, we have ∥𝑥 (𝑡)∥∞ ≤ 𝛽 (∥𝑥 (𝑡0)∥∞ , 𝑡 − 𝑡0) + 𝛾 (sup𝑡 ≥𝑡0 ∥𝑤 (𝑡)∥∞).

2.2 Distributed design and information constraints
For large-scale networks such as the power grid with state dimension in the orders of thousands

to millions, it is unrealistic and prohibitively costly for a central agent to learn a global policy

online. A promising remedy is to decompose the global policy learning into a local one, where each
subsystem in the network learns a local policy in a distributed fashion. In this work, we propose a

distributed learning-based control algorithm for the networked linear system (2) that guarantees

stability of the global system.

In addition to distributed design, networks of the form (1) are often modelled with additional

information constraints that require careful consideration. In this work we consider two common

information constraints. The first is communication delay, where the dynamical system is endowed

with a communication network that specify delayed information transmission among subsystems.

The second is local information, where each subsystem only computes with (delayed) local informa-

tion within a specified neighborhood, and discard information outside of the neighborhood. We

come back to these information constraints and present definitions in Sections 4.1 and 4.2.

2.3 Algorithm preliminaries
Our proposed algorithm makes use of two emerging techniques, one from the learning community,

i.e., nested convex body chasing (NCBC), and one from the control community, i.e., system level

synthesis (SLS). We provide important background on each below before introducing our algorithm

in the next section.

2.3.1 Preliminaries on NCBC. The Nested Convex Body Chasing (NCBC) problem is a well-studied

online learning problem [12, 17]. At every round 𝑡 , the player is presented a convex body K𝑡 ⊂ R𝑛
which is nested in the previous body, e.g., K𝑡 ⊆ K𝑡−1. The player selects a point 𝑞𝑡 ∈ K𝑡 with the

objective of minimizing the total path length of the selection for 𝑇 rounds, e.g.,

∑𝑇
𝑡=0 ∥𝑞𝑡+1 − 𝑞𝑡 ∥.

There are many algorithms for the NCBC problem such as greedy projection of the previously

selected point onto the current body [11]. Among these, the Steiner point selector has been shown

to achieve optimal competitive ratio against the offline optimal selector [17]. The Steiner point of a

convex body K can be interpreted as the average of the extreme points and is defined as

St(K) := E𝑣:∥𝑣 ∥≤1 [𝑔K (𝑣)] ,
where𝑔K (𝑣) := argmax𝑥 ∈K𝑣

⊤𝑥 and the expectation is takenwith respect to the uniform distribution

over the unit ball. The Steiner point selector achieves the following total path length,

𝑇∑︁
𝑡=0

∥St(K𝑡 ) − St(K𝑡+1)∥ ≤ 𝑛 · diam(K0), for all 𝑇 ∈ N+. (3)

We note that the Steiner point can be approximated with any accuracy by solving sampling based

linear programs, [12, Algorithm 3].

2.3.2 Preliminaries on SLS. Even when the dynamics (1) is known, it remains challenging to design

distributed and localized control policies that accommodates communication delay and information

constraints due to nonconvexity and computational scalability issues. Motivated by this problem,

[83] introduces the SLS framework that synthesizes distributed controllers by parameterizing
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controllers with the closed-loop system responses induced under them. In [22, 23, 31], SLS plays a

central role for model-based learning algorithm design and analysis.

We illustrate SLS via a simple example. Consider a fixed static controller 𝐾 ∈ R𝑛𝑢×𝑛𝑥 such

that 𝑢 (𝑡) = 𝐾𝑥 (𝑡). Then the system (2) has the following closed-loop responses to the exogenous

disturbances w,

𝑥 (𝑡) =
𝑡∑︁

𝑘=0

(𝐴 + 𝐵𝐾)𝑘𝑤 (𝑡 − 𝑘 − 1), 𝑢 (𝑡) =
𝑡∑︁

𝑘=0

𝐾 (𝐴 + 𝐵𝐾)𝑘𝑤 (𝑡 − 𝑘 − 1), (4)

where we absorb the initial state 𝑥 (0) into𝑤 (−1). Instead of directly synthesizing 𝐾 , SLS optimizes

the linear operators that map w to x and u. Let Φ𝑥 [𝑘] := (𝐴 + 𝐵𝐾)𝑘 and Φ𝑢 [𝑘] := 𝐾 (𝐴 + 𝐵𝐾)𝑘 .
Then (4) can be written as 𝑥 (𝑡) = ∑𝑡

𝑘=0 Φ
𝑥 [𝑘]𝑤 (𝑡 − 𝑘 − 1) and 𝑢 (𝑡) = ∑𝑡

𝑘=0 Φ
𝑢 [𝑘]𝑤 (𝑡 − 𝑘 − 1). In

signal and transfer matrix form, x = Φxw and u = Φuw. We call Φx
and Φu

with components

Φ𝑥 [𝑘] and Φ𝑢 [𝑘] the closed-loop responses. More generally, for a fixed linear causal controller K,

the closed loop dynamics of (2) can be written in signal/transfer matrix notation as

x = ZAx + ZBu + w, u = Kx, (5)

whereZ is the block-downshift operator with identity matrices of size 𝑛𝑥 by 𝑛𝑥 in all the first block

sub-diagonal positions and zeros everywhere else. Operator A,B are block diagonal matrices with

matrix 𝐴 and 𝐵 on the diagonal respectively. We can similarly derive the closed-loop responses

Φx : w→ x and Φu : w→ u from (5) as[
x
u

]
=

[
(𝐼 −Z(A + BK))−1

K (𝐼 −Z(A + BK))−1
]
w =

[
Φx

Φu

]
w.

Therefore, SLS uses the closed-loop responses Φx
and Φu

as the alternative parameterization for

controller K. The following theorem characterizes an affine subspace of the achievable system

responses Φx
and Φu

under some feedback linear controller K.

Theorem 2.2 (Adapted from [7]). For system (2), any linear causal operators Φx,Φu with finite
impulse response of horizon 𝐻 and satisfying the following

Φ𝑥 [0] = 𝐼 , Φ𝑥 [𝑘 + 1] = 𝐴Φ𝑥 [𝑘] + 𝐵Φ𝑢 [𝑘] , for 𝑘 = 0, . . . , 𝐻 − 1 (6a)

Φ𝑥 [𝜏] = 0 for 𝜏 ≥ 𝐻 (6b)

are closed-loop responses for (2) under a stabilizing linear controller K. Moreover, given any linear
causal operators Φx, Φu that satisfy (6), the following SLS controller constructed using Φx, Φu,

𝑤 (𝑡) = 𝑥 (𝑡) −
𝐻−1∑︁
𝑘=1

Φ𝑥 [𝑘]𝑤 (𝑡 − 𝑘) (7a)

𝑢 (𝑡) =
𝐻−1∑︁
𝑘=0

Φ𝑢 [𝑘]𝑤 (𝑡 − 𝑘) (7b)

with𝑤 (0) = 𝑥 (0) achieves the desired closed-loop response prescribed by Φx, Φu.

We remark that here we are restricting to the space of linear causal operators with finite impulse
responses (FIR) up to horizon 𝐻 , instead of the entire space of linear causal operators. The horizon

𝐻 is a system-dependent design parameter relating to controllability of (2). Under Assumption

3, 𝐻 ≤ 𝑛𝑥 . Moreover, (6) provides affine constraints on finite number of nonzero parameters of

the closed-loop responses. Therefore, one can tractably optimize the closed-loop responses with
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respect to a convex cost. A common choice is the Linear Quadratic Regulator (LQR) cost on the

state and input expressed in terms of the closed-loop responses, e.g.,

min
Φx,Φu

∞∑︁
𝑘=0

[𝑄1/2 0
0 𝑅1/2

] [
Φ𝑥 [𝑘]
Φ𝑢 [𝑘]

]
𝐹

s.t. (6) . (8)

In this work, we leverage the SLS controllers (7) that is parameterized by and constructed from

the operators Φx
, Φu

. The interpretation of (7) is intuitive. When Φx
, Φu

satisfy (6), they are

valid closed-loop responses, mapping w to x and u under (2). Then equation (7a) estimates the

disturbance entering the state in the last time step by computing the difference between the

currently observed state 𝑥 (𝑡) and the counterfactual state

∑𝐻−1
𝑘=1 Φ𝑥 [𝑘]𝑤 (𝑡 − 𝑘) that should have

been observed according to the closed-loop repsonse Φx
if there were no disturbance. Indeed,

a simple calculation using substitution will reveal that 𝑤 (𝑡) = 𝑤 (𝑡 − 1), i.e., that the estimated

disturbance from an SLS controller constructed with operators that satisfy (6) is the perfect one-step

delayed estimation of the true disturbances. Then (7b) computes the control action to attenuate the

estimated disturbance according to the prescription of the closed-loop responses Φu
.

Distributed controller synthesis and implementation. A feature of SLS is that both the

closed-loop response synthesis (8) and the controller implementation (7) can be performed in a

distributed manner, unlike the commonly adopted optimal LQR control method via the Riccati

equation [69]. This is crucial for scalability of the control algorithm for large-scale systems.

Observe that (8) is a column separable problem. This means that we can partition matrix variables

Φ𝑥 [𝑘], Φ𝑢 [𝑘] into columns such as Φ𝑥 [𝑘] (:, 𝑖), Φ𝑢 [𝑘] (:, 𝑖) corresponding to each subsystem 𝑖 . We

refer to [82] for the definition of column separability and the verification of (8) as a column

separable problem. Thus, subsystem 𝑖 only needs to solve the column subproblems corresponding

to its dynamics (1) in the global dynamics (2) as follows. Let 𝝓𝑖,𝑥 and 𝝓𝑖,𝑢 denote the 𝑖th column of

Φx
and Φu

respectively and let 𝝓𝑖 collectively stand for 𝝓𝑖,𝑥 , 𝝓𝑖,𝑢 . The 𝑖th column subproblem is

min
𝝓 𝒊

∞∑︁
𝑘=0

[𝑄1/2 0
0 𝑅1/2

] [
𝜙𝑖,𝑥 [𝑘]
𝜙𝑖,𝑢 [𝑘]

]
𝐹

s.t. 𝜙𝑖,𝑥 [𝑘 + 1] = 𝐴𝜙𝑖,𝑥 [𝑘] + 𝐵𝜙𝑖,𝑢 [𝑘] for 𝑘 = 0, . . . , 𝐻 − 1
𝜙𝑖,𝑥 [0] = 𝑒𝑖 , 𝜙𝑖,𝑥 [𝐻 ] = 0 ,

(9)

where the constraints in (9) is the column-wise decomposition of the constraints (6) for the closed-

loop repsonse synthesis (8). It is straightforward to see that stacking the solutions to the column

subproblems recovers the optimal solution to (8).

When the dynamics interaction among subsystems (1) is sparse, additional sparsity can be

imposed on the closed-loop responses during synthesis (8). With sparse Φx
and Φu

, the implemen-

tation of the controller (7) can be distributed in a similar decomposition as the synthesis procedure.

In particular, each subsystem computes a disjoint subset of coordinates of𝑤 (𝑡). Due to sparsity,
such local computation for subsystem 𝑖 only requires the solutions to the column subproblems

from the local neighbors of 𝑖 via communication instead of from the entire network.

3 ONLINE STABILIZATION UNDER ADVERSARIAL DISTURBANCES
In this section, we propose a novel online algorithm presented in Algorithm 1 that stabilizes an

unknown networked linear system (2) under bounded and potentially adversarial disturbances. The

algorithm selects hypothesis models using methods for NCBC and constructs an SLS distributed

controller based on the hypothesis model. Our approach is distinguished from prior learning-based

control methods in that it does not perform system identification as part of the algorithm.
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Algorithm 1: Online stabilization under adversarial disturbances

Input: Parameter set P0
Initialize: 𝑡 = 0, 𝑢 (0) = 0

1 for 𝑡 = 1, 2, . . . do
2 Observe 𝑥 (𝑡)

/* CONSIST: Select consistent models */

3 Construct P𝑡 with (10)

4 if Θ𝑡−1 ∈ P𝑡 then Θ𝑡 ← Θ𝑡−1
5 else Θ𝑡 ← St(P𝑡 )

/* CONTROL: Perform model-based control with SLS */

6 Synthesize Φx
t , Φ

u
t using (8) based on Θ𝑡

7 Compute 𝑢 (𝑡) using the SLS controller (7) with Φx
t , Φ

u
t

8 end

We first introduce our algorithm without any communication or localization constraints. Then,

in Section 4, we extend the algorithm to a distributed one that accommodates communication delay

and local information (Algorithm 2). Though inspired by the approach in [38], Algorithms 1 and 2

are the first to consider the control goal of stabilization, which can not be subsumed under the

framework proposed in [38] where only binary cost functions are considered. To cast stabilization in

terms of a binary cost function, one needs to specify the largest norm of the state and control input

of the closed-loop system, which is unavailable a priori
1
. Moreover, our algorithms perform both

the parameter selection and the model-based control design distributedly for each local subsystem

based on delayed information from other subsystems, whereas [38] is a single-agent algorithm.

Algorithm 1 starts with the construction of a set of candidate models that are consistent with

the online data (line 3) after observing the latest state transition (line 2). A hypothesis model is

selected from the set of candidate models with NCBC techniques (line 5) if the previously selected

hypothesis model is invalidate by the new observation (line 4). Based on the selected hypothesis

model, model-based control design is performed using the SLS procedure introduced in Section 2.3.2

(line 6 - 7). We discuss the details of Algorithm 1 in the following subsections.

3.1 CONSIST: Consistent hypothesis model selection
The first component of Algorithm 1 is to select a hypothesis model Θ𝑡 in order to perform model-

based control. We name this component CONSIST. Due to the potentially adversarial disturbances

such as state-dependent noise, standard identification methods such as linear regression do not

guarantee accurate estimation of the model. Instead, we leverage NCBC for hypothesis selection.

After observing the latest state transition from 𝑥 (𝑡 −1), 𝑢 (𝑡 −1) to 𝑥 (𝑡), the algorithm constructs

the set of all Θ’s such that 𝐴(Θ), 𝐵(Θ) satisfy (2) with some admissible disturbances defined in

Assumption 1. In particular, each observed transition defines a set of linear constraints on Θ and

we construct the consistent parameter set, P𝑡 at each time 𝑡 , as

P𝑡 := {Θ ∈ P𝑡−1 : ∥𝑥 (𝑡) − (𝐴(Θ)𝑥 (𝑡 − 1) + 𝐵(Θ)𝑢 (𝑡 − 1))∥∞ ≤𝑊 } (10)

withP0 as the local initial parameter set defined in Assumption 2. Note that the consistent parameter

set P𝑡 is always convex, and nested within the parameter set P𝑡−1 recursively. Moreover, P𝑡 is
nonempty for all 𝑡 ∈ N+ because the true parameter Θ★

belongs to every P𝑡 . The key property

1
A crude approximation of the largest norm can be achieved by computing the worst-case state norm over all systems in

the initial parameter set P0, but such approximation results in significant conservatism and requires the knowledge of

control theoretical constants of the controller, e.g., SLS controllers, that may not always be available.
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of P𝑡 is that for all 𝑡 , any Θ𝑡 ∈ P𝑡 could have generated the observed trajectory up to 𝑥 (𝑡) and is

equally likely to be the true system model. By construction, the observed state trajectory can be

written as

𝑥 (𝑡) = 𝐴(Θ★)𝑥 (𝑡 − 1) + 𝐵(Θ★)𝑢 (𝑡 − 1) +𝑤★(𝑡 − 1) (11a)

= 𝐴(Θ𝑡 )𝑥 (𝑡 − 1) + 𝐵(Θ𝑡 )𝑢 (𝑡 − 1) +𝑤 (𝑡 − 1), (11b)

where𝑤★(𝑡) is the true disturbance and {𝑤 (𝑘)}∞𝑡=0 is some admissible disturbance sequence such

that ∥𝑤 (𝑡)∥∞ ≤𝑊 . We say a model is consistent with observations up to time 𝑡 if it belongs to P𝑡 .
Among all consistent models, we need to select a hypothesis model Θ𝑡 in order to perform model

based control. An ideal candidate is one that can remain inside of future consistent parameter sets.

To see why, consider an extreme case where the first selected parameter Θ1 stays consistent for the

entire online operation as we apply control actions generated based on Θ1. Since the consistent

model (11b) generates the same trajectory as the true model (11a), any guarantees that the model-

based control policy has for Θ1 will manifest in the observation. Note Θ1 does not necessarily have

to be close to Θ★
. We remark that P𝑡 is called the membership set in control literature [3, 14], where

most work study the convergence properties of P𝑡 to Θ★
in the context of system identification

given input-output data. In contrast, we construct P𝑡 not to identify the system but to use it for

downstrem control tasks in the online interactive setting.

This intuition motivates us to select a Θ𝑡 that could remain an element of the (yet unknown)

future consistent parameter set. In particular, if the hypothesis model selected at a previous time is

consistent for the current observation, we continue to use it. If the previous hypothesis model is

invalidated by the new observation, then we want to select a new Θ𝑡 ’s from the nested and convex

body P𝑡 with the objective of moving as little as possible for future bodies. This is an instance

of NCBC introduced in Section 2.3.1. The total path length cost function in NCBC formalizes a

measure of model consistency in our case: the less the a selector moves, the longer the selected

points stay consistent overall. In Algorithm 1, we select the Steiner point of P𝑡 as the hypothesis
model. The finite path length guarantee of Steiner point in (3) can be interpreted as a finite budget

for the adversarial disturbances: If the disturbances try to make the state norm large, then the

selected (wrong) hypothesis model will be quickly invalidated thanks to the excitation from the

disturbances. This will make CONSIST frequently re-select new hypothesis models. However, such

inconsistent model selection has bounded occurrences due to the finite path length guarantee (3)

of the Steiner point, i.e., CONSIST gains information and stops moving eventually.

3.2 CONTROL: Model-based control with SLS
After the selection of a hypothesis model Θ𝑡 from the consistent parameter set, Algorithm 1

performs the SLS closed-loop response synthesis (8) and implementation (7) based on Θ𝑡 . We name

this component of the algorithm CONTROL.

3.3 Distributed implementation of Algorithm 1
Per discussion in Section 2.3.2, it is straight forward to see that Algorithm 1 can be implemented

by each subsystem in a distributed fashion. In particular, in the CONSIST component, subsystem

𝑖 constructs a local consistent parameter set P𝑖
𝑡 based on the local observations generated from

the local dynamics (1). Subsystem 𝑖 then selects the Steiner point of P𝑖
𝑡 as its local hypothesis

model \ 𝑖𝑡 . In the CONTROL component, all subsystems collects the local hypothesis models from

other subsystems and construct a global estimate Θ𝑡 = (\1𝑡 , . . . , \𝑁𝑡 ) since we assume no commu-

nication delay here. Based on Θ𝑡 , each subsystem synthesizes columns of Φx
t and Φu

t by solving

the subproblems decomposed from (8). After collecting and assembles the column solutions via
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instantaneous communication, each subsystem computes a disjoint subset of coordinates of𝑤 (𝑡)
and 𝑢 (𝑡), corresponding to the positions of the local states 𝑥𝑖 (𝑡) and input 𝑢𝑖 (𝑡) in the global

dynamics (2) respectively.

3.4 Stability guarantee
Our main results in this section is the following ISS guarantee for Algorithm 1.

Theorem 3.1. Under Assumption 1-3, Algorithm 1 guarantees the stability of the closed loop of (2)

in the sense of ISS such that for all 𝑡 ≥ 𝑡0

max{∥𝑥 (𝑡)∥∞, ∥𝑢 (𝑡)∥∞} ≤ 𝑂
(
𝑒𝑛𝑥

5/2
)
·
(
𝑒−(𝑡−𝑡0)/𝐻𝑥 (𝑡0) + sup

𝑡0≤𝑘<𝑡
∥𝑤 (𝑘)∥∞

)
,

where 𝑥 (𝑡0) is the initial condition, 𝑛𝑥 is the total state dimension of the global network (2), and 𝐻 is
the finite impulse response horizon for the SLS model-based control synthesis.

We remark that the decay factor 𝑒−𝑡/𝐻 corroborates the fact that 𝐻 quantifies the controllability

of the parameter set P0. Intuitively, the smaller 𝐻 can be for the SLS synthesis (20) to be feasible,

the easier the systems in the set can be learned and controlled.

Proof. The main idea of the proof is as follows. First, we characterize the closed loop dynamics

of (2) under any SLS controllers constructed with arbitrary linear causal operators (Lemma 3.2).

We then relax the original SLS condition (6) in Theorem 2.2 to a sufficient condition for ISS of the

closed-loop dynamics under bounded adversarial disturbances (Lemma 3.3). Crucially, we show

that the bounded path length property (3) of the selected hypothesis models in Algorithm 1 implies

the satisfaction of the sufficient condition for closed-loop stability. This implication is established

through a novel perturbation analysis (Theorem 3.4) of the SLS closed-loop response synthesis

problem (8). We defer the proofs of the helper lemmas used here to Appendix B.

Specifically, we show that given arbitrary Φx, Φu
with FIR horizon 𝐻 , the closed-loop dynamics

of (2) under an SLS controller constructed from Φx, Φu
is characterized as follows.

Lemma 3.2 (Closed-loop characterization). The closed loop of (2) under Algorithm 1 is char-
acterized as follows for all time 𝑡 ∈ N:

𝑥 (𝑡) =
𝐻−1∑︁
𝑘=0

Φ𝑥
𝑡 [𝑘]𝑤 (𝑡 − 𝑘), 𝑢 (𝑡) =

𝐻−1∑︁
𝑘=0

Φ𝑢
𝑡 [𝑘]𝑤 (𝑡 − 𝑘) (12a)

𝑤 (𝑡) =
𝐻∑︁
𝑘=1

(
𝐴Φ𝑥

𝑡−1 [𝑘 − 1] + 𝐵Φ𝑢
𝑡−1 [𝑘 − 1] − Φ𝑥

𝑡 [𝑘]
)
𝑤 (𝑡 − 𝑘) +𝑤 (𝑡 − 1). (12b)

where𝐴, 𝐵 are the truemodel parameters from (2)while𝑤 (𝑡) is the true unknown bounded disturbances
with ∥𝑤 (𝑡)∥∞ ≤𝑊 . The linear causal operators Φx

t , Φ
u
t are synthesized via (8) based on the selected

hypothesis model at 𝑡 and𝑤 (𝑡) is the estimated disturbance from the SLS controller (7).

This result generalizes Theorem 2.2 where we characterize the closed loop behaviour of SLS

controllers constructed from any linear casual operators, not necessarily those satisfying (6a).

Under Algorithm 1, we can further replace the true model in (12b) with the selected hypothesis

model (Steiner point of the consistent set) Θ𝑡 , i.e.,

(12b) =

𝐻∑︁
𝑘=1

(
𝐴(Θ𝑡 )Φ𝑥

𝑡−1 [𝑘 − 1] + 𝐵(Θ𝑡 )Φ𝑢
𝑡−1 [𝑘 − 1] − Φ𝑥

𝑡 [𝑘]
)
𝑤 (𝑡 − 𝑘) +𝑤 (𝑡 − 1),

with admissible disturbances such that ∥𝑤 ∥∞ ≤𝑊 due to the consistency property (11) of Θ𝑡 .
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Moreover, Lemma 3.2 leads to a simple sufficient condition for stability of the closed loops under

any SLS controllers. To see this, we first argue that there exist constants that bound the decay rate

of the closed loop responses synthesized from (8). In particular, due to the finite impulse response

property imposed by (6b) of the synthesized closed-loop responses, there always exists a large

enough 𝐶 > 0 and 𝜌 ∈ (0, 1) such that[𝜙𝑖,𝑥 [𝑘]𝜙𝑖,𝑢 [𝑘]

]
𝐹

≤ 𝐶𝜌𝑘 for all closed-loop responses satisfying (6b).

This property is commonly employed in SLS-based analysis [21, 23, 31]. We use 𝐶 and 𝜌 for the

sake of proof here and does not require the knowledge of them for Algorithm 1 to run.

With the decay property, according to Lemma 3.2, if ∥𝑤 (𝑡)∥∞ ≤ �̂�∞ for some �̂�∞ > 0, then we

can bound the global state via (12a) as follows,

∥𝑥 (𝑡)∥∞ ≤ �̂�∞
𝐻−1∑︁
𝑘=0

Φ𝑥
𝑡 [𝑘]


∞ ≤ �̂�∞𝐶

1/2𝑛𝑥
1/2 1

1 − 𝜌1/2
.

The bound on control input ∥𝑢 (𝑡)∥∞ follows analogously. Therefore, the stability of the closed loop

reduces to the boundedness of𝑤 (𝑡) in (12b). To show this, we prove the following.

Lemma 3.3 (Sufficient condition for 𝐻 -convolution ISS). Let 𝐻 ∈ N+. For 𝑘 ∈ [𝐻 ], let
{𝑎𝑡 [𝑘]}∞𝑡=1 and {𝑤𝑡 }∞𝑡=0 be positive sequences. Let {𝑠𝑡 }∞𝑡=0 be a positive sequence such that

𝑠𝑡 ≤
𝐻∑︁
𝑘=1

𝑎𝑡−1 [𝑘] · 𝑠𝑡−𝑘 +𝑤𝑡−1 . (13)

Then {𝑠𝑡 }∞𝑡=0 is ISS if
∑∞

𝑡=0

∑𝐻
𝑘=1 𝑎𝑡 [𝑘] ≤ 𝐿 for some 𝐿 ∈ R+. In particular, for all 𝑡 ≥ 𝑡0,

𝑠𝑡 ≤ 𝑒−(𝑡−𝑡0)/𝐻 · 𝑒𝐿𝑠𝑡0 +
(
𝑒𝐿 + 𝑒 − 1

)
𝑒 − 1 sup

𝑡0≤𝑘<𝑡
𝑤𝑘 . (14)

The above sufficient condition is suitable for analyzing dynamical evolution under adversarial

inputs. Consider taking the norm on both sides of (12b). Then Lemma 3.3 is immediately applicable

with 𝑠𝑡 = ∥𝑤 (𝑡)∥∞, and

𝑎𝑡 [𝑘] =
𝐴(Θ𝑡 )Φ𝑥

𝑡−1 [𝑘 − 1] + 𝐵(Θ𝑡 )Φ𝑢
𝑡−1 [𝑘 − 1] − Φ𝑥

𝑡 [𝑘]

∞ . (15)

Therefore, a sufficient condition for ISS of (2) under Algorithm 1 is the boundedness of (15) summing

over time 𝑡 ∈ N+ and horizon 𝑘 ≤ 𝐻 . This quantity represents the total error of the implemented

closed-loop responses Φx
t , Φ

u
t synthesized from the selected hypothesis dynamics model Θ𝑡 , with

respect to the correct closed-loop responses generated from the true model Θ★
.

To bound (15), we make a crucial connection between the total path length of the Steiner point

model selection in Algorithm 1 and (15). This is established via the following perturbation result

for the SLS closed-loop response synthesis problem (8), where the formal statement (Theorem D.10)

and proof is presented in Appendix D.

Theorem 3.4 (Informal, Perturbation bound). Let 𝜙★(𝐴, 𝐵) := [x★,⊤, u★,⊤]⊤ denote the con-
catenated optimal solution to the following optimization problem

min
𝑥,𝑢

𝐻∑︁
𝑡=0

𝑥 (𝑡)𝑇𝑄𝑥 (𝑡) + 𝑢 (𝑡)𝑇𝑅𝑢 (𝑡)

s.t. 𝑥 (𝑡 + 1) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡), 𝑥 (0) = 𝑥0, 𝑥 (𝐻 ) = 0 ,

(16)
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with 𝑄, 𝑅 ≻ 0. Let (𝐴1, 𝐵1) and (𝐴2, 𝐵2) be two system matrices such that (16) is feasible. Then the
corresponding optimal solutions 𝜙★(𝐴1, 𝐵1) and 𝜙★(𝐴2, 𝐵2) satisfy

∥𝜙★(𝐴1, 𝐵1) − 𝜙★(𝐴2, 𝐵2)∥𝐹 ≤ Γ

[𝐴1 −𝐴2

𝐵1 − 𝐵2

]
𝐹

,

where
𝜙★(𝐴, 𝐵)

𝐹
:=

∑𝐻
𝑘=0 ∥ [𝑥 (𝑘)⊤, 𝑢 (𝑘)⊤] ∥𝐹 . Constant Γ > 0 involves the system theoretical

quantities for 𝐴1, 𝐴2, 𝐵1, 𝐵2, 𝑄, 𝑅.

The quadratic program (16) corresponds to the column-wise decomposed subproblems of the

SLS closed-loop response synthesis (8). Therefore, (15) can be bounded as follows.

(15) =
𝐴(Θ𝑡 ) (Φ𝑥

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘 − 1]) + 𝐵(Θ𝑡 ) (Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑢
𝑡 [𝑘 − 1])


∞

≤ 2𝑛𝑥^

[Φ𝑥
𝑡−1 [𝑘 − 1] − Φ𝑥

𝑡 [𝑘 − 1]
Φ𝑢
𝑡−1 [𝑘 − 1] − Φ𝑢

𝑡 [𝑘 − 1]

]
𝐹

,

where the equality is due to the constraint (6) during the model-based control step in Line 5 of

Algorithm 1. The inequality invokes Assumption 2. Finally we show the total error summing (15)

over all time step 𝑡 and horizon 𝑘 ≤ 𝐻 is bounded by the total path length of the selected hypothesis

models via the Steiner point.

∞∑︁
𝑡=0

𝐻∑︁
𝑘=1

(15) ≤ 2𝑛𝑥^
∞∑︁
𝑡=0

𝐻∑︁
𝑘=1

[Φ𝑥
𝑡−1 [𝑘 − 1] − Φ𝑥

𝑡 [𝑘 − 1]
Φ𝑢
𝑡−1 [𝑘 − 1] − Φ𝑢

𝑡 [𝑘 − 1]

]
𝐹

≤ 2𝑛3/2𝑥 ^Γ
∞∑︁
𝑡=0

∥Θ𝑡−1 − Θ𝑡 ∥𝐹 ≤ 2𝑛5/2𝑥 ^Γdiam(P0), (17)

where we use Theorem 3.4 for the second inequality and the total path length bound (3) of the

Steiner point selector for the last inequality. Finally, we plug the total bound (17) in (14) for an ISS

bound on𝑤 (𝑡), which gives the desired state and control input bound in Theorem 3.1. □

Remark 1. NCBC algorithms other than the Steiner point selector can be substituted in Algorithm 1
as long as the finite path length guarantee (3) holds. Therefore, we can use a more computationally
efficient algorithm with respect to the number of constraints in (10), such as greedy projection, at the
expense of a larger worst-case path length bound. Such trade-off is potentially important since the
number of constraints in (10) grows linearly with time. A topic of continuing work is to find an efficient
representation of (10) that does not involve linear growth in the number of constraints.

Comparison of Theorem 3.1 with previous results. Compared to the state-of-art system identification-

based algorithm for online control under adversarial disturbances given in [18], which induces

Ω(2𝑛) state and control input norm, our algorithm also incur state norms that are exponential-

polynomial in the global dimension. However, our bound is a worst-case guarantee which is on

average not achieved during deployment. On the other hand, the exponential bound in [18] is

qualitatively obtained, since system identification-based methods require full excitation of the

system despite adversarial disturbances [18, Lemma 14]. This is the reason behind the orders of

magnitude of performance improvement of our algorithm over system identification-based methods

observed in the numerical study shown in Table 1.

Comparison of Theorem 3.4 with previous results. The Lipschitz continuity of optimal control

problems, similar to (16), has been investigated in learning-based LQR literature, e.g., [29, 77].

However, our perturbation result Theorem 3.4 (formal statement in Theorem D.10) is with regard

to a finite-horizon quadratic program with terminal state constraints, whereas previous Lipschitz

continuity analysis is performed with respect to the infinite-horizon LQR optimal gain. As a result,
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we use a different set of tools from matrix theory, unlike the Riccati equation (value function) based

analysis for infinite-horizon LQR problems in previous works. In Section 4, we further generalize

the perturbation result to handle sparsity constraints.

4 ADVERSARIAL STABILIZATIONWITH INFORMATION CONSTRAINTS
The implementation of Algorithm 1 assumes that each subsystem has instantaneous access to the

information from other subsystems, such as the local consistent hypothesis models, and the column

solutions to the subproblems decomposed from (8). Such instantaneous information sharing is

often unrealistic in large-scale networked control systems. Therefore, in this section we extend the

presentation in Section 3 to a fully distributed algorithm, shown in Algorithm 2, that for the first

time guarantees the stability of unknown interconnected LTI systems with information constraints

under bounded adversarial disturbances. These results are the main contributions of the paper.

Specifically, we consider two classes of information constraints, namely communication delay
and local information, which we define formally below. After defining these information constraints,

we describe the adjustments to Algorithm 1 and present our main result.

4.1 Communication delay
A key feature of large-scale networked systems is that information observed locally at each subsys-

tem cannot be immediately available to the global network. Instead, information sharing among

subsystems is constrained by communication limitations. Such limitations often lead to delayed

partial observation and pose further challenges for learning-based algorithm design [6, 52, 87]. To

formalize the communication constraints, we define a communication graph G𝐶 = (𝑉𝐶 , 𝐸𝐶 ) for (2),
where𝑉𝐶 = [𝑁 ] and 𝐸𝐶 is the set of directed communication link from one subsystem to the other.

Self-loops at all vertices are included in 𝐸𝐶 and they represent zero delay. The communication graph

is demonstrated by the solid blue lines in Figure 1(a). We use C ∈ {1, 0}𝑁×𝑁 to denote the adjacency

matrix associated with the communication graph G𝐶 . Moreover, we define the information delay

induced by G𝐶 as follows.

Definition 4.1 (Information delay). The information delay from subsystem 𝑖 to 𝑗 is defined to be

the total distance of the shortest path from 𝑖 to 𝑗 according to G𝐶 and is denoted as 𝑑 (𝑖 → 𝑗).

Globally, the 𝑘th power of the adjacency matrix C𝑘 has nonzero (𝑖, 𝑗)th entry if subsystem 𝑖

gets 𝑘-delayed information from subsystem 𝑗 . Locally, at time step 𝑡 , subsystem 𝑖 has access to

subsystem 𝑗 ’s full information up to time 𝑡 − 𝑑 ( 𝑗 → 𝑖). Moreover, 𝑑 ( 𝑗 → 𝑖) is the smallest integer

such that C𝑑 ( 𝑗→𝑖) (𝑖, 𝑗) ≠ 0. With slight abuse of notation, we write C𝑘 to mean the support of the

matrix so C𝑘 ∈ {1, 0}𝑁×𝑁 .

Example 2. Consider the system in Figure 1(a) where the solid blue line denotes the communication
among subsystems. The adjacency matrix C is depicted in Figure 1(c). Observe that C(1, 3) = 0 but
C2 (1, 3) ≠ 0. Therefore, the delay from subsystem 3 to subsystem 1 is 𝑑 (3→ 1) = 2.

Given G𝐶 , we make a mild assumption on the communication delay. This assumption ensures

that the graph describing the global dynamics is a subgraph of the communication graph. Such an

assumption ensures nested information structure [39] and is commonly adopted [48, 87]. It holds

true for systems where communication operates at least as fast as the dynamical propagation.

Assumption 4 (Communication Topology). C(𝑖, 𝑗) = 1 for all 𝑗 ∈ N (𝑖).

The communication delay model considered here is well-established in the distributed control

literature [48, 65, 86] and is applicable to many engineering systems [55, 67]. We refer interested

readers to [63] for a detailed discussion on information structures and their consequences for
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distributed control design. While we specify the communication delay to be synchronous with the

discrete time dynamics propagation for ease of exposition, our results can be readily applied to

systems with faster communication than the dynamics propagation.

4.2 Local information
Even though communication delay causes asynchronous partial information for each subsystem,

eventually each subsystem can obtain the delayed global information. However, due to the scale

of the global network, it can be prohibitively costly for subsystems to compute their local control

actions using such delayed global information. Moreover, a larger delay between subsystems

means, intuitively, that they are more dynamically decoupled due to Assumption 4. Therefore,

by discarding information from far-away subsystems, each subsystem has a smaller and more

up-to-date information set. A common approach is to require each subsystem 𝑖 to only use delayed

information from a local neighborhood. In this work, we define three neighborhoods, Din (𝑖),
Dout (𝑖), andM (𝑖) that subsystem 𝑖 is allowed to access information from. This is sometimes

referred to as localized control in multi-agent reinforcement learning [54, 60, 61] and distributed

control [6, 82] as a method for ensuring a scalable implementation of the control policy in large-scale

networked systems. Below we define each of the neighborhoods.

Definition 4.2 (𝑑-incoming/outgoing neighbors). The 𝑑-incoming and outgoing neighbors of sub-

system 𝑖 according to G𝐶 are respectively

Din (𝑖) = { 𝑗 ∈ [𝑁 ] : 𝑑 ( 𝑗 → 𝑖) ≤ 𝑑} , Dout (𝑖) = { 𝑗 ∈ [𝑁 ] : 𝑑 (𝑖 → 𝑗) ≤ 𝑑} .
The localization parameter 𝑑 is a design choice that is network structure dependent. Here we

focus on the cases where the dynamics topology and communication graph have sparse enough

edges that the network structure can be leveraged to design a localization parameter 𝑑 (given) that

is much smaller than the size of the global network and scales well with the number of subsystems.

Definition 4.3 (𝑑-interaction neighbors). The 𝑑-interaction neighbors of subsystem 𝑖 according to

local interaction (1) and G𝐶 is defined as

M (𝑖) = {ℓ ∈ [𝑁 ] : 𝑗 ∈ N (ℓ) for some 𝑗 ∈ Dout (𝑖)} .
The intuition behindM (𝑖) is that any subsystem ℓ ∈ M (𝑖) is dynamically influence by sub-

system 𝑗 because 𝑗 ∈ N (ℓ). Furthermore, 𝑗 makes local decisions such as 𝑢 𝑗 (𝑡) based on the

information from subsystem 𝑖 because 𝑗 ∈ Dout (𝑖). Therefore, it is sensible for subsystem 𝑖 to take

the information from ℓ into consideration during decision making, since ℓ will be indirectly affected

by decisions made at 𝑖 through information sharing and dynamical interaction via 𝑗 .

Finally, we make the following feasibility assumption.

Assumption 5 (Feasibility). For all Θ ∈ P0, there exists a stabilizing controller for 𝐴(Θ), 𝐵(Θ)
such that each agent with local dynamics (1) uses delayed and locally available information from its
𝑑-interaction, incoming, and outgoing neighbors according to G𝐶 .

Assumption 5 ensures the well-posedness of the distributed controller learning problem and is

commonly employed [1, 41, 51]. If a parameter set P0 has a few singular points where (𝐴, 𝐵) loses
feasibility such as when 𝐵 = 0, a simple heuristic is to ignore these points in the algorithm since

we assume the underlying system is controllable. We discuss the case of nonconvex parameter sets

in Appendix E.

4.3 A fully distributed and localized algorithm
We now describe how to extend Algorithm 1 to handle communication delay and localized control

constraints. To do this we add additional information exchange steps to Algorithm 1 in each of
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Algorithm 2: Distributed online stabilization under information constraints

Input: Parameter set P0
Initialize: 𝑡 = 0, 𝑢 (0) = 0, I(𝑖, 0) = ∅ for 𝑖 ∈ [𝑁 ]

1 for 𝑡 = 1, 2, . . . do
2 for Subsystem 𝑖 = 1, 2, . . . , 𝑁 do
3 Observe 𝑥𝑖 (𝑡)

/* CONSIST: Select consistent models */

4 Construct P𝑖𝑡 with (18)

5 if \𝑖
𝑡−1 ∈ P

𝑖
𝑡 then \

𝑖
𝑡 ← \𝑖

𝑡−1
6 else \𝑖𝑡 ← St(P𝑖𝑡 )

/* CONTROL: Perform model-based control with SLS */

7 Assemble local estimate of the global model 𝐴

(
Θ̂𝑖
𝑡

)
, 𝐵

(
Θ̂𝑖
𝑡

)
with (19)

8 Synthesize closed-loop response columns 𝝓𝑖𝑡 using (20) based on 𝐴

(
Θ̂𝑖
𝑡

)
, 𝐵

(
Θ̂𝑖
𝑡

)
9 Assemble delayed local column solutions

⋃
𝑗 ∈Din (𝑖) 𝝓

𝑗

𝑡−𝑑 ( 𝑗→𝑖)
10 Compute local control action 𝑢𝑖 (𝑡) using (21) with the assembled column solutions

11 end
12 end

the two components. The full algorithm is shown in Algorithm 2. For ease of exposition, we let

the subsystems have scalar state and fully actuated control actions (𝑛𝑥 = 𝑛𝑢 = 𝑁 ) in order to

minimize notation. It is straight-forawrd to generalize the presented algorithm and analysis to

vector subsystems.

4.3.1 CONSIST. This component of Algorithm 2 is identical to that of the distributed implementa-

tion of Algorithm 1 discussed in Section 3.3. Formally, subsystem 𝑖 constructs the local consistent
parameter set, P𝑖

𝑡 according to local dynamics (1) as

P𝑖
𝑡 :=

\ 𝑖 ∈ P𝑖
𝑡−1 :

𝑥𝑖 (𝑡) − ©«
∑︁

𝑗 ∈N(𝑖)
𝐴𝑖 𝑗 (\ 𝑖 )𝑥 𝑗 (𝑡 − 1) + 𝐵𝑖 𝑗 (\ 𝑖 )𝑢 𝑗 (𝑡 − 1)ª®¬


∞

≤𝑊
 (18)

with P𝑖
0 as the local initial parameter set defined in Assumption 2. The communication delay

pattern allows the construction of P𝑖
𝑡 because each subsystem 𝑖 precisely has access to 𝑥 𝑗 (𝑡 − 1)

and 𝑢 𝑗 (𝑡 − 1) from its immediate dynamical interaction neighbors N(𝑖) by Assumption 4.

Analogous to Algorithm 1, each subsystem 𝑖 selects the Steiner point of P𝑖
𝑡 as the local hypothesis

model if the previous selection is invalidated by the latest observation.

4.3.2 CONTROL. Since the local hypothesis models are no longer shared instantly among subsys-

tems due to the communication delay and local information constraints, we modify the model-based

control component of Algorithm 1 and carefully keep track of the available information. To give

an overview, at every step 𝑡 , subsystem 𝑖 first assembles a local estimate of the “global” model

using delayed information from other subsystems (line 7). Based on the estimated global model,

subsystem 𝑖 synthesizes the 𝑖th column of the SLS closed-loop responses by solving the column

subproblem of (8) as discussed in Section 3.3 (line 8). Then, subsystem 𝑖 assembles a local SLS

controller with the local column solutions 𝝓𝑖𝑡 computed from the previous step and the delayed

column solutions from other subsystems (line 9). Finally, the local control action is computed using

the locally assembled SLS controller (21) (line 10).
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Local estimate of the global model (line 7). After selecting a local hypothesis model, Sub-

system 𝑖 assembles a local estimate of the “global” parameter by collecting the available (delayed)

local hypothesis models from its neighbors inM (𝑖),

Θ̂𝑖
𝑡 :=

(
\
𝑗

𝑡−𝑑 ( 𝑗→𝑖)

)
𝑗 ∈M(𝑖)

, (19)

where the local neighborhoodM (𝑖) (Definition 4.3) represents the the set of neighbors whose

model information 𝑖 needs for synthesizing its local column solution later in (20).

Local column synthesis (line 8). Analogous to line 6 in Algorithm 1, subsystem 𝑖 now performs

model-based control via SLS by solving the column subproblem (9) with additional communication

delay and local information constraints based on the locally estimated “global” parameter Θ̂𝑖
𝑡 . It

is well-established that information constraints described in Sections 4.1 and 4.2 becomes convex

sparsity constraints on Φx
and Φu

[83]. In particular, these information constraints can be repre-

sented as binary matrices C𝑘 (for delay) and C𝑑 (for local information) with 𝑘 ∈ [𝐻 ]. Now, the
column subproblem for subsystem 𝑖 changes from (9) to

min
𝝓𝑖,𝑥
𝑡 ,𝝓𝑖,𝑢

𝑡

∞∑︁
𝑘=0

[𝑄1/2 0
0 𝑅1/2

] [
𝜙
𝑖,𝑥
𝑡 [𝑘]
𝜙
𝑖,𝑢
𝑡 [𝑘]

]
𝐹

(20a)

s.t. 𝜙
𝑖,𝑥
𝑡 [𝑘 + 1] = 𝐴

(
Θ̂𝑖
𝑡

)
𝜙
𝑖,𝑥
𝑡 [𝑘] + 𝐵

(
Θ̂𝑖
𝑡

)
𝜙
𝑖,𝑢
𝑡 [𝑘] , for 𝑘 = 0, 1, . . . , 𝐻 − 1 (20b)

𝜙
𝑖,𝑥
𝑡 [0] = 𝑒𝑖 , 𝜙

𝑖,𝑥
𝑡 [𝐻 ] = 0 (20c)

𝜙
𝑖,𝑥
𝑡 [𝑘], 𝜙

𝑖,𝑢
𝑡 [𝑘] ∈ C𝑘 (:, 𝑖) ∩ C𝑑 (:, 𝑖) , for 𝑘 = 0, 1, . . . , 𝐻 − 1. (20d)

where (20a)-(20b) are the same LQR cost and closed-loop response characterization in (9). The

communication and local information constraints are introduced via (20d). We refer interested

readers to [80, 89] for a standard derivation on how (20d) is equivalent to the information constraints

specified in Sections 4.1 and 4.2. The problem (20) is always feasible due to Assumption 3 and 5.

Delay in the local parameter information results in differently synthesized columns of different

Φx,Φu
for different subsystems. This contrasts Algorithm 1 where all subsystems use the same

global model as input to the local synthesis problems and output a column of the same Φx,Φu
.

Asynchronous closed-loop response assembly (line 9). Once local closed-loop columns are

synthesized, subsystem 𝑖 has to assemble other relevant columns from subsystem 𝑗 from Din (𝑖) in
order to perform the downstream task of local control action computation via the local version of the

SLS controller (7), shown in (21). In particular, (21) requires the 𝑖th element of every column 𝑗 such

that C𝑑 (𝑖, 𝑗) ≠ 0. By definition, Din (𝑖) (Definition 4.2) is the set of 𝑗 ’s such that C𝑑 has nonzero

(𝑖, 𝑗)th element. Thus, only closed-loop columns from 𝑗 ∈ Din (𝑖) are required. The assembled

closed-loop responses for each subsystem has asynchronous columns with varying delays.

Local Control Action Computation (line 10). The final step in CONTROL is to compute a

local control action, where each subsystem 𝑖 plugs the assembled closed-loop responses into the

SLS controller (7). Due to the sparsity constraints (from information constraints) enforced on the

column solutions during the synthesis (20), the matrix-vector computation in (7) does not require

the entire network’s delayed column solution. Instead, subsystem 𝑖 computes a local version of (7),

𝑤 𝑖 (𝑡) = 𝑥𝑖 (𝑡) −
∑︁

𝑗 ∈Din (𝑖)

𝐻−1∑︁
𝑘=1

𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖) ·𝑤
𝑗 (𝑡 − 𝑘) (21a)

𝑢𝑖 (𝑡) =
∑︁

𝑗 ∈Din (𝑖)

𝐻−1∑︁
𝑘=0

𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖) ·𝑤
𝑗 (𝑡 − 𝑘), (21b)
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where 𝑥𝑖 (𝑡), 𝑢𝑖 (𝑡),𝑤 𝑖 (𝑡) ∈ R are the local state, control action, and estimated disturbance respec-

tively. The local controllers are initiated with𝑤 𝑖 (0) = 𝑥𝑖 (0). Similar to the global controller (7), the

intuition behind (21) is that each subsystem 𝑖 counterfactually assumes that the global closed loop

of (2) behaves exactly as the columns 𝝓 𝑗

𝑡−𝑑 ( 𝑗→𝑖) prescribe. In particular, the 𝑖th position of the 𝑗th

column solution 𝝓𝒋
𝒕−𝒅 (𝒋→𝒊)

maps the 𝑗 th position of w (w 𝑗
) to the 𝑖th position of x and u (x𝑖 and u𝑖 ).

Therefore, (21a) estimates the local disturbances by comparing observed local state 𝑥𝑖 (𝑡) and the

counterfactual state computed with 𝝓 𝑗

𝑡−𝑑 ( 𝑗→𝑖) ’s. Then (21b) acts upon the computed disturbance.

In this step, the errors caused by the delayed information propagate further during (21) when

each subsystem computes control action using the assembled closed-loop column solutions from

different sets of sub-controllers in (19). This contrasts the setting in Algorithm 2, where without

communication delay, all subsystems use the globally agreed closed-loop operators Φx
,Φu

to

compute the local control action using (7).

Thanks to (20d), regardless of the delay, all closed-loop columns has the correct sparsity required

by the communication and locality constraints. Consequently, any assembled closed loop columns

used for (21) at each subsystem preserve the required sparsity. Therefore, the SLS controller

implemented with these column solutions conforms to the information constraints.

4.4 Stability guarantee
We now present the main result of this paper. This is the first stabilization result for a distributed

policy (Algorithm 2) in a networked setting with unknown dynamics, communication delay, local

information constraint and adversarial disturbances.

Theorem 4.4 (Stability). Under Assumptions 1-5, Algorithm 2 guarantees the ISS of the closed
loop of (2) such that for all 𝑡 ≥ 𝑡0,

max{∥𝑥 (𝑡)∥∞, ∥𝑢 (𝑡)∥∞} ≤ 𝑂
(
𝑒 (𝑛)

9/2𝑑
) (
𝑒−(𝑡−𝑡0)/𝐻𝑥 (𝑡0) + sup

𝑡0≤𝑘≤𝑡
∥𝑤 (𝑘)∥∞

)
,

where 𝑥 (𝑡0) is the initial condition, local dimension 𝑛 = max{∥C𝑑 ∥1, ∥C𝑑 ∥∞, max𝑗 |M ( 𝑗) |} repre-
sents the total state dimension in the 𝑑-neighborhood specified by the dynamics interaction (1) and the
communication graph G𝐶 . Parameter 𝑑 is the largest local delay each subsystem allows for delayed
information, and 𝐻 is the SLS closed-loop response finite impulse horizon.

Theorem 4.4 highlights that only the local constants 𝑑 and 𝑛 impact the stability guarantee,

in contrast to the dependence on the global network dimension in Algorithm 1 and in system-

identification based approaches [18]. Further, the result makes explicit that communication delay

adds an exponential factor of error on the state deviation from the desired steady state compared

to Theorem 3.1. When the network connectivity is sparse, local constants 𝑛 and 𝑑 can remain small

even if the number of subsystems in the network is large and growing [80, 85].

Proof Outline. The proof of Theorem 4.4 follows a similar structure as that of Theorem 3.1. We

defer formal proofs to Appendix C. The main challenge here is to characterize the error caused by

asynchronous information at different subsystems throughout the algorithm due to delay.

To begin, we use Lemma 3.2 and show that despite the fact that each subsystem in Algorithm 2

uses differently delayed information to compute the local parameter, sub-controller, and control

actions, the closed loop for the global system under such distributed policy can be characterized with

a simple global representation. In particular, denote the actual closed-loop response implemented

by Algorithm 2 as Φx
t , Φ

u
t . By observation, each element of Φ𝑥

𝑡 [𝑘], Φ𝑢
𝑡 [𝑘] is

Φ𝑥
𝑡 [𝑘] (𝑖, 𝑗) := 𝜙

𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖), Φ𝑢
𝑡 [𝑘] (𝑖, 𝑗) := 𝜙

𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖) .
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Therefore, the closed loop of (2) under Algorithm 2 can be characterized by (12) with Φx
t , Φ

u
t . It

follows from Lemma 3.3 that as long as the error term

∞∑︁
𝑡=1

𝐻∑︁
𝑘=1

𝐴(Θ𝑡 )Φ𝑥
𝑡−1 [𝑘 − 1] + 𝐵(Θ𝑡 )Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]


∞ (22)

is bounded, then the closed loop is ISS. Here Θ𝑡 is the consistent global model constructed from the

local consistent hypothesis models selected by all subsystems at time 𝑡 . In Appendix C, we quantify

the effect of delay that manifests in Φx
t and Φu

t .

To bound (22), we extend the perturbation bound in Theorem 3.4 to accommodate the additional

sparsity constraints in (20) (Corollary C.3). This result allows us to make a connection between (22)

and the total path length of each subsystem;s local parameter selection. Furthermore, Corollary C.3

has potential application for a class of SLS-based distributed and localized MPC problems [6, 68].

5 NUMERICAL EXAMPLES
The main contribution of this work focuses on deriving a stability guarantee for the proposed

method under adversarial disturbances and information constraints. In this section, we provide a

preliminary numerical exploration of the performance improvement of our approach compared

the state-of-the-art adversarial control method in the single-agent case in Section 5.1. We further

test our method on a mesh network of discretized swing dynamics for power systems, where we

demonstrate near-optimal performance of Algorithm 1 and Algorithm 2 compared to the offline

optimal controller synthesized according to the true dynamics in Section 5.2. Further, we study the

effect of the localization parameter and the network size under correlated Gaussian noise.

5.1 Single-agent: Double integrator dynamics
We consider the classic double integrator dynamics [62],[

𝑥1

𝑥2

]
(𝑡 + 1) =

[
1 1
0 1

] [
𝑥1

𝑥2

]
(𝑡) +

[
0
1

]
𝑢 (𝑡) +

[
𝑤1

𝑤2

]
(𝑡),

where 𝑥 (𝑡) = [𝑥1, 𝑥2]𝑇 (𝑡) ∈ R2, 𝑢 (𝑡) ∈ R. Disturbance 𝑤 (𝑡) ∈ R2 is the bounded (∥𝑤 (𝑡)∥∞ ≤ 1).
The system models a unit mass vehicle with position (𝑥1) and velocity (𝑥2) as its state under force

𝑢.

To the best of our knowledge, the only online algorithm that guarantees stability under bounded

adversarial disturbances is [18], where system identification is performed before a certainty-

equivalent controller is synthesized based on the estimated dynamics. Therefore, we study the per-

formance of our algorithm and that of [18]. The results are summarized in Table 1, where we report

the averaged maximum and top 90% state deviation from origin, i.e. max𝑡 ∥𝑥 (𝑡)∥∞ across 10 runs

under three different disturbance profiles. In particular, we generate correlated (across coordinates)

Gaussian noise projected to −1 and 1, the uniform disturbance, and the projected state-dependent

adversarial disturbance, where the adversary chooses𝑤 (𝑡) = sign

(
𝐴(Θ★)𝑥 (𝑡) + 𝐵(Θ★)𝑢 (𝑡)

)
.

To instantiate [18], we use exact system theoretical constants required for the algorithm and

perform the black-box system identification algorithm in [18, Algorithm 2] with identification

accuracy set to be 10−2 (largest error tolerable by the algorithm). Then, we generate a stabilizing

controller with [18, Algorithm 3]. For the proposed approach, we use the optimal LQR feedback

gain in place of the centralized SLS controller (8) and (7), since under Assumption 3, the SLS

controller synthesized under with LQR cost is equivalent to the optimal LQR feedback [7]. We

remark that for all disturbance profiles and regardless of the choice of stabilizing controller, the

system identification algorithm of [18] always requires control inputs in the order of 1011. Therefore,
across all disturbances, the trajectories generated by [18] are nearly identical.
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(a) 5 by 5 mesh network (b) State trajectory of the optimal distributed controller, Algorithm 1, 2.

Fig. 2. Example networked LTI system with information constraints.

5.2 Multi-agent:Discretized swing dynamics in a power system
We now consider a power network with randomly generated sparse edges representing dynamical

interactions over a 5 by 5 mesh, where each vertex represents a bus, illustrated in Figure 2(a). The

local dynamics at bus 𝑖 is given by the two-state discretized swing equations [7],

𝑥𝑖 (𝑡 + 1) =
[

1 Δ𝑡

−
∑

𝑗∈N(𝑖 ) 𝑘𝑖 𝑗
𝑚𝑖

Δ𝑡 1

]
𝑥𝑖 (𝑡) +

∑︁
𝑗 ∈N(𝑖)

[
0 0

−𝑘𝑖 𝑗

𝑚𝑖
Δ𝑡 0

]
𝑥 𝑗 (𝑡) +

[
0
1

] (
𝑢𝑖 (𝑡) +𝑤 𝑖 (𝑡)

)
where the states are the phase angle (first state) and frequency (second state) deviation from the

set point (origin), Δ𝑡 = 0.1s is the discretization time step, and𝑚𝑖 , 𝑘𝑖 𝑗 , 𝑢
𝑖 , 𝑤 𝑖 , are the inertia, line

susceptance between bus 𝑖 and 𝑗 , control action, and external disturbance respectively. We assume

each bus has a phase measurement unit and a frequency sensor to measure 𝑥𝑖 .

We randomly generate each 𝑘𝑖 𝑗 between [0.1, 1] and𝑚𝑖 between [0.1, 10], and assume these

parameters are unknown to the algorithm except their bounds. The global network is generated

to be open-loop unstable. We use correlated (across buses) Gaussian disturbances with a known

bound. In Figure 2(b) we compare the performance of Algorithm 1 (information shared globally

and without delay), Algorithm 2, and the offline optimal distributed SLS controller synthesized

from (8) with the knowledge of 𝑘𝑖 𝑗 ’s and𝑚𝑖 ’s, all subject to the same distributed control design

requirements. Specifically, the communication network is assume to be the same as the dynamical

interactionmesh graph, and we choose the localization parameter to be𝑑 = 3, which is much smaller

compared to the network size of 25. The centralized algorithm where no communication delay is

present matches closely with the trajectory generated by the offline optimal controller, whereas

the presence of the information constraints for Algorithm 2 degrades the performance. However,

we highlight that despite the exponential dependency on the local dimensions in Theorem 4.4, the

actual performance of Algorithm 2 in this case is significantly better than the theoretical guarantee.

Furthermore, we compare the effects of different localization parameter choices. On the one hand,

larger 𝑑 results in larger worst-case guarantee in Theorem 4.4 due to delayed information for local

computation. On the other, larger 𝑑 means that each agent in the network can access more (delayed)

information. This trade-off manifests on the left of Table 2, where 𝑑 = 5 appears to achieve lower

average state norm over 4 random runs with correlated Gaussian noises, slightly outperforming

controllers with 𝑑 = 3 (too little information) and 𝑑 = 10 (too much delay from far-away neighbors).

On the right of Table 2, we corroborate Theorem 4.4 where the stability guarantee only depends on

local constants 𝑑 and 𝑛. We randomly generate 3x3, 5x5, and 6x6 mesh networks of similar network

structure, and the resulting state norm does not scale with the network size.
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Table 2. Comparison of the state norm (∥𝑥 (𝑡)∥∞) for different localization parameters 𝑑 on the 5 by 5 network
(left) and comparison for different network sizes with 𝑁 agents with fixed localization parameter 𝑑 = 3 (right).

Localization parameter Mean Top 95% Network Size Mean Top 95%

𝑑 = 3 3.98 14.02 𝑁 = 9 2.96 10.28

𝑑 = 5 3.85 14.18 𝑁 = 25 3.98 14.02

𝑑 = 10 4.19 14.08 𝑁 = 36 4.27 14.05

6 CONCLUDING REMARKS
In this work, we propose the first learning-based algorithm that provably achieves online stabiliza-

tion for networked LTI systems subject to communication delays under adversarial disturbances.

We leverage nested convex body chasing and distributed control. The novel approach achieves

orders of magnitude of performance improvement over state-of-the-art methods for single-agent

systems and handles information delays for networked multi-agent systems. Since most systems

are time-varying in nature, an immediate extension of this work is to combine general convex

body chasing and model-based control methods to handle time-varying dynamical systems. Future

directions include extending the communication model to incorporate stochastic and time-varying

delays among agents as well as exploring connections to emerging results in function and body

chasing, such as when predictions are available [19].
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A NOTATION SUMMARY

Table 3. Notations and definitions for the model setup, algorithms, and proofs

Notation Meaning

𝑥𝑖 (𝑡), 𝑢𝑖 (𝑡),𝑤 𝑖 (𝑡) Local state (R𝑛𝑖 ), control action (R𝑚𝑖
), and disturbances (R𝑛𝑖 ) at subsystem 𝑖;

N(𝑖) Dynamical neighbors of subsystem 𝑖 where 𝑥 𝑗 (𝑡 − 1) affects 𝑥𝑖 (𝑡) for 𝑗 ∈ N (𝑖);
𝑥 (𝑡), 𝑢 (𝑡),𝑤 (𝑡) Global state, control action, and disturbance vector concatenated from the local

ones in (1);

𝐴𝑖 𝑗
, 𝐵𝑖 𝑗 Local dynamics matrices describing how states and control action of subsystem

𝑗 affects subsystem 𝑖 for 𝑗 ∈ N (𝑖) in (1);

𝐴, 𝐵 Concatenated global dynamics matrices from 𝐴𝑖 𝑗
’s and 𝐵𝑖 𝑗 ’s ;

\ 𝑖 The parameters for the nonzero locations in local dynamics matrices and we

write 𝐴𝑖 𝑗 (\ 𝑖 ), 𝐵𝑖 𝑗 (\ 𝑖 ). In particular, \ 𝑖 ∩ \ 𝑗 = ∅ for all 𝑖 ≠ 𝑗 ;

Θ The concatenated local parameters for the global dynamics withΘ :=
⋃

𝑖∈[𝑁 ] \
𝑖
;

P0 The known initial compact convex parameter set where the true dynamics

parameter lies;

G𝐶 Communication graph defined over system (2) with vertices 𝑉𝐶
corresponding

to subsystems and directed edges 𝐸𝐶 ;

C The adjecency matrix of G𝐶 ;
𝑑 (𝑖 → 𝑗) Communication delay from subsystem 𝑖 to subsystem 𝑗 defined as the graph

distance from 𝑖 to 𝑗 according to G𝐶 ;
Din (𝑖) 𝑑-incoming neighbors of subsystem 𝑖 where Din (𝑖) := { 𝑗 ∈ [𝑁 ] : 𝑑 ( 𝑗 → 𝑖) ≤

𝑑}. In particular, 𝑗 ∈ Din (𝑖) if C𝑑 (𝑖, 𝑗) ≠ 0;
Dout (𝑖) 𝑑-outgoing neighbors of subsystem 𝑖 where Dout (𝑖) := { 𝑗 ∈ [𝑁 ] : 𝑑 (𝑖 → 𝑗) ≤

𝑑}. In particular, 𝑗 ∈ Din (𝑖) if C𝑑 ( 𝑗, 𝑖) ≠ 0;
M (𝑖) Subsystems whose model information is needed for sub-controller

synthesis at subsystem 𝑖 with Algorithm 2 where M (𝑖) =

{ℓ ∈ [𝑁 ] : 𝑗 ∈ N (ℓ) for some 𝑗 ∈ Dout (𝑖)};
𝑑-neighbor of 𝑖 The union of all subsystems in Din (𝑖), Dout (𝑖),M (𝑖);
P𝑖
𝑡 Local consistent parameter set constructed by subsystem 𝑖 at time 𝑡 with (18);

\ 𝑖𝑡 Local consistent parameter for subsystem 𝑖 for 𝐴𝑖 𝑗
and 𝐵𝑖 𝑗 constructed with

Algorithm 2;

Θ̂𝑖
𝑡 The assembled local estimate of the "global" parameter where Θ̂𝑖

𝑡 :=⋃
𝑗 ∈M(𝑖) \

𝑗

𝑡−𝑑 ( 𝑗→𝑖) ;

𝝓𝑖𝑡 Local column solutions generated by subsystem 𝑖 at time 𝑡 from (20);

𝝓𝑖,𝑥𝑡 , 𝝓𝑖,𝑢𝑡 The 𝑥 and 𝑢 components of 𝝓𝑖𝑡 , respectively. They are synthesized from (20);

Θ𝑡 The collection of all local consistent parameters at time 𝑡 where Θ𝑡 =
⋃𝑁

𝑖=1 \
𝑖
𝑡 ;

𝐴𝑡 , 𝐵𝑡 ,𝑤 (𝑡) The global consistent matrices 𝐴(Θ𝑡 ), 𝐵(Θ𝑡 ), and corresponding admissible

disturbance;

𝑎𝑖𝑡 , 𝑏
𝑖
𝑡 The 𝑖th row of 𝐴𝑡 , 𝐵𝑡 respectively;

𝑤 (𝑡) Concatenated global estimated disturbance from𝑤 𝑖 (𝑡) in (21);

Φx
t Concatenated global closed loop operators where Φ𝑥

𝑡 [𝑘] (𝑖, 𝑗) := 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖)
from (21) ;

Φu
t Concatenated global closed loop operators where Φ𝑢

𝑡 [𝑘] (𝑖, 𝑗) := 𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖)
from (21) ;
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Table 4. Constants used throughout the paper

Constants Meaning

𝑁 Number of subsystems in the global dynamics (2);

𝑛𝑖 ,𝑚𝑖 Local state and control action dimension for subsystem 𝑖 in (1);

𝑛𝑥 , 𝑛𝑢 Global state and control dimension with 𝑛𝑥 =
∑𝑁

𝑖=1 𝑛𝑖 and 𝑛𝑢 =
∑𝑁

𝑖=1𝑚𝑖 ;

𝑊 The known bound on the true disturbances such that ∥𝑤 (𝑡)∥∞ ≤𝑊 ;

^ The bound on all possible system matrices where ∥𝐴(Θ)∥2, ∥𝐵(Θ)∥2 ≤ ^ for

all Θ ∈ P0;
𝑑 The localization parameter such that each subsystem is constrained to only use

information from its 𝑑-neighbors in Algorithm 2;

𝑛 The largest total local state dimension for the 𝑑-neighbors of the subsystems

where 𝑛 = max{∥C𝑑 ∥1, ∥C𝑑 ∥∞, max𝑗 |M ( 𝑗) |} ;
𝐶 , 𝜌 The decay rate for the closed-loop columns 𝝓𝑖𝑡 synthesized in (20) such that𝜙𝑖𝑡 [𝑘]2 ≤ 𝐶𝜌𝑘 ;
B PROOFS FOR SECTION 3
Below we restate and prove the auxiliary results needed for the proof of Theorem 3.1 in Section 3.

Lemma B.1 (Closed loop Dynamics). The closed loop of (2) under Algorithm 1 is characterized as
follows for all time 𝑡 ∈ N+:

𝑥 (𝑡) =
𝐻−1∑︁
𝑘=0

Φ𝑥
𝑡 [𝑘]𝑤 (𝑡 − 𝑘), 𝑢 (𝑡) =

𝐻−1∑︁
𝑘=0

Φ𝑢
𝑡 [𝑘]𝑤 (𝑡 − 𝑘) (23a)

𝑤 (𝑡) =
𝐻∑︁
𝑘=1

(
𝐴(Θ𝑡 )Φ𝑥

𝑡−1 [𝑘 − 1] + 𝐵(Θ𝑡 )Φ𝑢
𝑡−1 [𝑘 − 1] − Φ𝑥

𝑡 [𝑘]
)
𝑤 (𝑡 − 𝑘) +𝑤 (𝑡 − 1). (23b)

where𝐴, 𝐵 are the truemodel parameters from (2)while𝑤 (𝑡) is the true unknown bounded disturbances
with ∥𝑤 (𝑡)∥∞ ≤𝑊 . The linear causal operators Φx

t , Φ
u
t are synthesized via (8) based on the selected

hypothesis model at 𝑡 and𝑤 (𝑡) is the estimated disturbance from the SLS controller (7).

Proof. First, we write out the global closed-loop dynamics of (2) under the SLS controller (7)

with the synthesized closed-loop responses,

𝑥 (𝑡) = 𝐴
(
Θ★

)
𝑥 (𝑡 − 1) + 𝐵

(
Θ★

)
𝑢 (𝑡 − 1) +𝑤 (𝑡 − 1) (24a)

𝑤 (𝑡) = 𝑥 (𝑡) −
𝐻−1∑︁
𝑘=1

Φ𝑥
𝑡 [𝑘]𝑤 (𝑡 − 𝑘) (24b)

𝑢 (𝑡) =
𝐻−1∑︁
𝑘=0

Φ𝑢
𝑡 [𝑘]𝑤 (𝑡 − 𝑘), (24c)

where (24a) is the global dynamics (2) while (24b) and (24c) are the implemented SLS controller. Now,

we use the consistency property of all the consistent hypothesis model Θ𝑡 selected by Algorithm 1

and represent dynamics (24a) in terms of the global consistent parameter 𝐴𝑡 := 𝐴(Θ𝑡 ), 𝐵𝑡 := 𝐵(Θ𝑡 ),
𝑥 (𝑡) = 𝐴𝑡𝑥 (𝑡 − 1) + 𝐵𝑡𝑢 (𝑡 − 1) +𝑤 (𝑡 − 1), (25)

with admissible consistent disturbances ∥𝑤 (𝑡)∥∞ ≤𝑊 for all time 𝑡 . The replacement of (𝐴
(
Θ★

)
,

𝐵
(
Θ★

)
),𝑤 (𝑡)) with (𝐴𝑡 , 𝐵𝑡 ,𝑤 (𝑡)) is by definition of the consistent set (10). Next, observe that by
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moving 𝑥 (𝑡) to the left side, (24b) becomes:

𝑥 (𝑡) =
𝐻−1∑︁
𝑘=1

Φ𝑥
𝑡 [𝑘]𝑤 (𝑡 − 𝑘) +𝑤 (𝑡)

=

𝐻−1∑︁
𝑘=0

Φ𝑥
𝑡 [𝑘]𝑤 (𝑡 − 𝑘) , (26)

where in the last equality we used the fact that each Φ𝑥
𝑡 [0] = 𝐼 by the constraint (6). Now we

substitute (25) into (24b) to get

𝑤 (𝑡) = 𝑥 (𝑡) −
𝐻−1∑︁
𝑘=1

Φ𝑥
𝑡 [𝑘]𝑤 (𝑡 − 𝑘) (27a)

= 𝐴𝑡𝑥 (𝑡 − 1) + 𝐵𝑡𝑢 (𝑡 − 1) −
𝐻−1∑︁
𝑘=1

Φ𝑥
𝑡 [𝑘]𝑤 (𝑡 − 𝑘) +𝑤 (𝑡 − 1) (27b)

= 𝐴𝑡

𝐻−1∑︁
𝑘=0

Φ𝑥
𝑡−1 [𝑘]𝑤 (𝑡 − 1 − 𝑘) + 𝐵𝑡

𝐻−1∑︁
𝑘=0

Φ𝑢
𝑡−1 [𝑘]𝑤 (𝑡 − 1 − 𝑘) −

𝐻−1∑︁
𝑘=1

Φ𝑥
𝑡 [𝑘]𝑤 (𝑡 − 𝑘)

+𝑤 (𝑡 − 1) (27c)

=

𝐻−1∑︁
𝑘=1

(
𝐴𝑡Φ

𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]

)
𝑤 (𝑡 − 𝑘)

+
(
𝐴𝑡Φ

𝑥
𝑡−1 [𝐻 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝐻 − 1] − Φ𝑥
𝑡−1 [𝐻 ]

)
𝑤 (𝑡 − 𝐻 ) +𝑤 (𝑡 − 1) (27d)

=

𝐻∑︁
𝑘=1

(
𝐴𝑡Φ

𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]

)
𝑤 (𝑡 − 𝑘) +𝑤 (𝑡 − 1), (27e)

where in (27c) we substituted (26) and (24c) into 𝑥 (𝑡 − 1) and 𝑢 (𝑡 − 1) respectively. In (27d),

we grouped the terms according to𝑤 (𝑡 − 𝑘) and used the fact that the closed-loop responses are

synthesized in (8) such thatΦ𝑥
𝑡−1 [𝐻 ] = 0 for all 𝑡 . Together, (24c),(26), and (27e) are as requested. □

Lemma B.2 (Sufficient condition for 𝐻 -convolution ISS). Let 𝐻 ∈ N. For 𝑘 ∈ [𝐻 ], let
{𝑎𝑡 [𝑘]}∞𝑡=1 and {𝑤𝑡 }∞𝑡=1 be positive sequences. Let {𝑠𝑡 }∞𝑡=0 be a positive sequence such that

𝑠𝑡 ≤
𝐻∑︁
𝑘=1

𝑎𝑡−1 [𝑘] · 𝑠𝑡−𝑘 +𝑤𝑡−1 . (28)

Then {𝑠𝑡 }∞𝑡=0 is bounded if
∑∞

𝑡=0

∑𝐻
𝑘=1 𝑎𝑡 [𝑘] ≤ 𝐿 for some 𝐿 ∈ R+. In particular, for all 𝑡 ≥ 𝑡0,

𝑠𝑡 ≤ 𝑒−(𝑡−𝑡0)/𝐻 · 𝑒𝐿𝑠𝑡0 +
(
𝑒𝐿 + 𝑒 − 1

)
𝑒 − 1 sup

𝑡0≤𝑘<𝑡
𝑤𝑘 .

Proof. Fix 𝑡0 and 𝑡 ≥ 𝑡0. Denote {𝑧𝑡𝑖 } as a finite subsequence of {𝑠𝜏 }𝑡𝜏=𝑡0 such that

𝑧𝑡𝑁 = 𝑠𝑡

𝑧𝑡𝑖−1 = max
𝑡𝑖−𝐻 ≤𝜏≤𝑡𝑖−1

𝑠𝜏 , for 𝑖 = 𝑁, 𝑁 − 1, . . . , 1,
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with 𝑡𝑁 = 𝑡 and 𝑧𝑡𝑖 = 𝑠𝑡𝑖 . This construction of the {𝑧𝑡𝑖 } has to terminate at 𝑧𝑡0 = 𝑠𝑡0 . Therefore, 𝑁 is

at least
(𝑡−𝑡0)
𝐻

and at most 𝑡 − 𝑡0. By the recursive relationship of 𝑠𝑡 in (28), we have for any 𝑖 ,

𝑧𝑡𝑖 = 𝑠𝑡𝑖 ≤
𝐻∑︁
𝑘=1

𝑎𝑡𝑖−1 [𝑘]𝑠𝑡𝑖−𝑘 +𝑤𝑡𝑖−1

≤
(

𝐻∑︁
𝑘=1

𝑎𝑡𝑖−1 [𝑘]
)
𝑧𝑡𝑖−1 +𝑤𝑡𝑖−1

= 𝑎𝑡𝑖−1 · 𝑧𝑡𝑖−1 +𝑤𝑡𝑖−1, (29)

where we use the fact that 𝑎𝑡 [𝑘] ≥ 0 for all 𝑡 and 𝑘 . We also denote 𝑎𝑡𝑖−1 =

(∑𝐻
𝑘=1 𝑎𝑡𝑖−1 [𝑘]

)
for the

last equality. By the recursion (29), we have

𝑠𝑡 = 𝑧𝑡𝑁 ≤
𝑁∏
𝑖=1

𝑎𝑡𝑖−1 · 𝑧𝑡0 +
(
sup

𝑡0≤𝑘<𝑡
𝑤𝑘

) (
1 +

𝑁∑︁
𝑗=1

𝑁∏
𝑖=𝑗

𝑎𝑡𝑖−1

)
(30)

Now,

∏𝑁
𝑖=𝑗 𝑎𝑡𝑖−1 =

∏𝑁
𝑖=𝑗

( (
𝑎𝑡𝑖−1 − 1

)
+ 1

)
≤ ∏𝑁

𝑖=𝑗 𝑒
𝑎𝑡𝑖−1−1 = 𝑒

∑𝑁
𝑖=𝑗 (𝑎𝑡𝑖−1−1) ≤ 𝑒𝐿−(𝑁−𝑗+1) , where the

last inequality is due to the hypothesis that

∑∞
𝑡=0 𝑎𝑡 ≤ 𝐿. Plug this inequality for

∏𝑁
𝑖=𝑗 𝑎𝑡𝑖−1 back to

(30), we continue with

𝑠𝑡 ≤ 𝑒−(𝑡−𝑡0)/𝐻 · 𝑠𝑡0𝑒𝐿 +
(
sup

𝑡0≤𝑘<𝑡
𝑤𝑘

) (
1 +

𝑁∑︁
𝑗=1

𝑒𝐿−(𝑁−𝑗)

)
≤ 𝑒−(𝑡−𝑡0)/𝐻 · 𝑠𝑡0𝑒𝐿 +

(
sup

𝑡0≤𝑘<𝑡
𝑤𝑘

) (
1 + 𝑒𝐿

𝑁−1∑︁
𝑗=0

𝑒−𝑗

)
≤ 𝑒−(𝑡−𝑡0)/𝐻 · 𝑠𝑡0𝑒𝐿 +

(
sup

𝑡0≤𝑘<𝑡
𝑤𝑘

) (
1 + 𝑒𝐿 1

𝑒 − 1

)
,

where we used 𝑧𝑡0 = 𝑠𝑡0 and that 𝑁 is at least (𝑡 − 𝑡0)/𝐻 . This is the required bound, which holds

for any 𝑡, 𝑡0 ∈ N. □

C PROOF OF THEOREM 4.4
Theorem C.1 (Stability, Scalar Subsystems). Under Assumptions 1-5, Algorithm 2 guarantees

the ISS of the closed loop of (2) with

max{∥𝑥 (𝑡)∥∞, ∥𝑢 (𝑡)∥∞} ≤ 𝑂
(
𝑒 (𝑛)

9/2𝑑
) (
𝑒−(𝑡−𝑡0)/𝐻𝑥 (𝑡0) + sup

𝑡0≤𝑘≤𝑡
∥𝑤 (𝑘)∥∞

)
,

where 𝑥 (𝑡0) is the initial condition, local dimension 𝑛 = max{∥C𝑑 ∥1, ∥C𝑑 ∥∞, max𝑗 |M ( 𝑗) |} repre-
sents the total state dimension in the 𝑑-neighborhood specified by the dynamics interaction (1) and the
communication graph G𝐶 . Parameter 𝑑 is the largest local delay each subsystem allows for delayed
information, and 𝐻 is the SLS closed-loop response finite impulse horizon.

Proof. We first characterize the closed loop dynamics of (2) under Algorithm 2. In particular,

despite the fact that each subsystem uses differently delayed information to compute the local

parameter, column solutions to the closed-loop responses, and control actions, the closed loop for
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the global system under such distributed policy can be simply characterized as

𝑥 (𝑡) =
𝐻−1∑︁
𝑘=0

Φ𝑥
𝑡 [𝑘]𝑤 (𝑡 − 𝑘), 𝑢 (𝑡) =

𝐻−1∑︁
𝑘=0

Φ𝑢
𝑡 [𝑘]𝑤 (𝑡 − 𝑘) (31a)

𝑤 (𝑡) =
𝐻∑︁
𝑘=1

(
𝐴𝑡Φ

𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]

)
𝑤 (𝑡 − 𝑘) +𝑤 (𝑡 − 1), (31b)

by Lemma B.1. Here 𝑢 (𝑡), 𝑤 (𝑡) are concatenated control action and estimated disturbance from

(21). 𝐴𝑡 , 𝐵𝑡 are the global consistent parameter concatenated with the local consistent parameters

𝐴𝑖 𝑗 (\ 𝑖𝑡 ), 𝐵𝑖 𝑗 (\ 𝑖𝑡 ). Vector 𝑤 (𝑡) are the admissible consistent disturbances corresponding to 𝐴𝑡 , 𝐵𝑡
with the property that ∥𝑤 (𝑡)∥∞ ≤ 𝑊 for all time 𝑡 . Operators Φx

t ,Φ
u
t are shorthand for global

closed-loop operators when (21) is implemented, with

Φ𝑥
𝑡 [𝑘] (𝑖, 𝑗) := 𝜙

𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖), Φ𝑢
𝑡 [𝑘] (𝑖, 𝑗) := 𝜙

𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖) .

We follow similar procedure in the proof of Theorem 3.1 and bound ∥𝑤 (𝑡)∥∞ from (31b) by

examining the following dynamical evolution,

∥𝑤 (𝑡)∥∞ ≤
𝐻∑︁
𝑘=1

𝐴𝑡Φ
𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]


∞ ∥𝑤 (𝑡 − 𝑘)∥∞ + ∥𝑤 (𝑡 − 1)∥∞ . (32)

By Lemma B.2, as long as

∑∞
𝑡=1

∑𝐻
𝑘=1

𝐴𝑡Φ
𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]


∞ ≤ 𝐿 for some

positive constant 𝐿, then we can bound (32) with

∥𝑤 (𝑡)∥∞ ≤ 𝑒−(𝑡−𝑡0)/𝐻 · 𝑒𝐿𝑥 (𝑡0) + sup
𝑡0≤𝑘<𝑡

∥𝑤 (𝑡)∥∞
(
𝑒𝐿 + 𝑒 − 1

)
𝑒 − 1 .

Therefore, what’s left is to show

∞∑︁
𝑡=1

𝐻∑︁
𝑘=1

𝐴𝑡Φ
𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]


∞ ≤ 𝐿 ,

which is proved in Proposition C.2 where 𝐿 = 𝑂
(
poly (𝑛) 𝑑

)
. This concludes the proof. □

Lemma C.2 (Bounded error for closed loop operators). Let Φx
t ,Φ

u
t denote the global closed

loop operators concatenated from sub-controllers generated with Algorithm 2 where Φ𝑥
𝑡 [𝑘] (𝑖, 𝑗) :=

𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖) and Φ𝑢
𝑡 [𝑘] (𝑖, 𝑗) := 𝜙

𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖). Denote matrices 𝐴𝑡 , 𝐵𝑡 as the global consistent
parameter concatenated with local consistent parameters 𝐴𝑖 𝑗 (\ 𝑖𝑡 ), 𝐵𝑖 𝑗 (\ 𝑖𝑡 ). Then we have

∞∑︁
𝑡=1

𝐻∑︁
𝑘=1

𝐴𝑡Φ
𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]


∞ (33)

≤ (𝑑 + 3)𝑛3diam(P0)
(
^𝑛

3
2 Γ𝐻 + 𝐶

1 − 𝜌

)
,

where 𝑛 = max{∥C𝑑 ∥1, ∥C𝑑 ∥∞, max𝑗 |M ( 𝑗) |}, and 𝑑 is the largest local delay each subsystem
considers for the algorithm, while 𝐻 is SLS controller horizon. Here, Γ is a system-theoretical constant
that does not depend on the global dynamics properties detailed in Theorem D.10.

Proof. To ease notation, we use 𝑎𝑖𝑡 and 𝑏
𝑖
𝑡 to denote the 𝑖th row of 𝐴𝑡 and 𝐵𝑡 respectively.

Proc. ACM Meas. Anal. Comput. Syst., Vol. 7, No. 1, Article 26. Publication date: March 2023.



26:30 Jing Yu, Dimitar Ho, and Adam Wierman

Our strategy is to bound each term in (33) for a fixed 𝑡 and 𝑘 . We will see that the summation of

these terms over all 𝑘 and 𝑡 remain bounded. Each term in (33) can be bounded as follows.𝐴𝑡Φ
𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]


∞

=max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

���������
(
𝑎𝑖𝑡

)𝑇
Φ𝑥
𝑡−1 [𝑘 − 1] (:, 𝑗) +

(
𝑏𝑖𝑡

)𝑇
Φ𝑢
𝑡−1 [𝑘 − 1] (:, 𝑗) − Φ𝑥

𝑡 [𝑘] (𝑖, 𝑗)︸       ︷︷       ︸
Defined to be 𝜙

𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖 ) [𝑘 ] (𝑖)

��������� . (34)

Due to the sparsity constraints that correspond to the information constraints placed on the closed-

loop responses during synthesis (20), the only nonzero elements in a particular row 𝑖 of Φ𝑥
𝑡 [𝑘]

are the positions at 𝑗 ∈ Din (𝑖). Hence, we can write sum of each row 𝑖 as sum of the elements in

position (𝑖, 𝑗) where 𝑗 ∈ Din (𝑖) in (34). Recall that 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) are synthesized in (20) such that

𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘] (𝑖) =
(
𝑎𝑖
𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)

)𝑇
𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]

+
(
𝑏𝑖
𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)

)𝑇
𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1] (35)

because 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) is synthesized by 𝑗 at time 𝑡 −𝑑 ( 𝑗 → 𝑖). The 𝑖th position of 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) in particular

uses model information from subsystem 𝑖 , which is transmitted to 𝑗 from 𝑖 with delay 𝑑 (𝑖 → 𝑗).
Therefore, we substitute (35) into (34) to get

(34) =max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

����� (𝑎𝑖𝑡 )𝑇 Φ𝑥
𝑡−1 [𝑘 − 1] (:, 𝑗) −

(
𝑎𝑖
𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)

)𝑇
𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]

+
(
𝑏𝑖𝑡

)𝑇
Φ𝑢
𝑡−1 [𝑘 − 1] (:, 𝑗) −

(
𝑏𝑖
𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)

)𝑇
𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]
����� (36)

Adding and subtracting

(
𝑎𝑖𝑡

)𝑇
𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1] and
(
𝑏𝑖𝑡

)𝑇
𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1] in (36), we can group

terms and get

(36) ≤ max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

����� (𝑎𝑖𝑡 )𝑇 (
Φ𝑥
𝑡−1 [𝑘 − 1] (:, 𝑗) − 𝜙

𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]
)

+
(
𝑏𝑖𝑡

)𝑇 (
Φ𝑢
𝑡−1 [𝑘 − 1] (:, 𝑗) − 𝜙

𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]
) ����� (37a)

+ max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

����� (𝑎𝑖𝑡 − 𝑎𝑖𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)

)𝑇
𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]

+
(
𝑏𝑖𝑡 − 𝑏𝑖𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)

)𝑇
𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]
�����. (37b)
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We now consider (37a) and (37b) separately. For the remainder of the proof, we use 𝝓 𝑗,𝑥
𝑡 and 𝝓 𝑗,𝑢

𝑡 as

shorthand for the 𝑗th column of Φx
t and Φu

t respectively. Apply Cauchy-Schwarz,

(37a) ≤ max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

𝑎𝑖𝑡2 𝜙 𝑗,𝑥

𝑡−1 [𝑘 − 1] − 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]

2

+
𝑏𝑖𝑡2 𝜙 𝑗,𝑢

𝑡−1 [𝑘 − 1] − 𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]

2

(38a)

(by Assumption 2) ≤ ^ · max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

𝜙 𝑗,𝑥

𝑡−1 [𝑘 − 1] − 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]

2

+
𝜙 𝑗,𝑢

𝑡−1 [𝑘 − 1] − 𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]

2

(38b)

= ^ · max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

©«
∑︁

ℓ∈Dout ( 𝑗)

���𝜙 𝑗,𝑥

𝑡−1 [𝑘 − 1] (ℓ) − 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1] (ℓ)
���2ª®¬

1/2

+ ©«
∑︁

ℓ∈Dout ( 𝑗)

���𝜙 𝑗,𝑢

𝑡−1 [𝑘 − 1] (ℓ) − 𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1] (ℓ)
���2ª®¬

1/2

(38c)

= ^ · max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

©«
∑︁

ℓ∈Dout ( 𝑗)

���𝜙 𝑗,𝑥

𝑡−1−𝑑 ( 𝑗→ℓ) [𝑘 − 1] (ℓ) − 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1] (ℓ)
���2ª®¬

1/2

+ ©«
∑︁

ℓ∈Dout ( 𝑗)

���𝜙 𝑗,𝑢

𝑡−1−𝑑 ( 𝑗→ℓ) [𝑘 − 1] (ℓ) − 𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1] (ℓ)
���2ª®¬

1/2

,

(38d)

where to arrive at (38c) we used the fact that the nonzero elements in any column/sub-controller

synthesized or assembled at subsystem 𝑗 corresponds to the elements in Dout ( 𝑗). The last equality
comes from the definition of Φx

t−1,Φ
u
t−1. Continuing, we bound any sum using the largest summand

multiplied by the number of summands:

(37a) ≤ (38d) ≤ ^ · max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

(
𝑛 · max

ℓ∈Dout ( 𝑗)

𝜙 𝑗,𝑥

𝑡−1−𝑑 ( 𝑗→ℓ) [𝑘 − 1] − 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]
2
2

)1/2
+

(
𝑛 · max

ℓ′∈Dout ( 𝑗)

𝜙 𝑗,𝑢

𝑡−1−𝑑 ( 𝑗→ℓ′) [𝑘 − 1] − 𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]
2
2

)1/2
, (39a)

= ^𝑛3/2 · max
𝑖∈[𝑁 ]

max
𝑗 ∈Din (𝑖)

( (
max

ℓ∈Dout ( 𝑗)

𝜙 𝑗,𝑥

𝑡−1−𝑑 ( 𝑗→ℓ) [𝑘 − 1] − 𝜙
𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]
2
2

)1/2
+

(
max

ℓ′∈Dout ( 𝑗)

𝜙 𝑗,𝑢

𝑡−1−𝑑 ( 𝑗→ℓ′) [𝑘 − 1] − 𝜙
𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]
2
2

)1/2 )
. (39b)

Recall that 𝜙
𝑗

𝑡−1−𝑑 ( 𝑗→ℓ) are generated by subsystem 𝑗 using model information Θ̂𝑗

𝑡−1−𝑑 ( 𝑗→ℓ) dur-

ing synthesis procedure ((19), Algorithm 2). Similarly, 𝜙
𝑗

𝑡−𝑑 ( 𝑗→𝑖) are generated using Θ̂𝑗

𝑡−𝑑 ( 𝑗→𝑖) .
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Therefore, we can invoke Corollary C.3 and arrive at

(37a) ≤ (38d) ≤ (39b)

≤ ^𝑛3/2Γ max
𝑖∈[𝑁 ]

max
𝑗 ∈Din (𝑖)

( (
max

ℓ∈Dout ( 𝑗)

Θ̂𝑗

𝑡−1−𝑑 ( 𝑗→ℓ) − Θ̂
𝑗

𝑡−𝑑 ( 𝑗→𝑖)

2
𝐹

)1/2
+ max

ℓ′∈Dout ( 𝑗)

(Θ̂𝑗

𝑡−1−𝑑 ( 𝑗→ℓ′) − Θ̂
𝑗

𝑡−𝑑 ( 𝑗→𝑖)

2
𝐹

)1/2 )
(40)

For any fixed 𝑖 , 𝑗 , ℓ , ℓ ′, the following holds true.

(40) = ^𝑛3/2Γ
(Θ̂𝑗

𝑡−1−𝑑 ( 𝑗→ℓ) − Θ̂
𝑗

𝑡−𝑑 ( 𝑗→𝑖)


𝐹
+

Θ̂𝑗

𝑡−1−𝑑 ( 𝑗→ℓ′) − Θ̂
𝑗

𝑡−𝑑 ( 𝑗→𝑖)


𝐹

)
= ^𝑛3/2Γ

∑︁
𝑚∈M( 𝑗)

\𝑚𝑡−1−𝑑 ( 𝑗→ℓ)−𝑑 (𝑚→𝑗) − \
𝑚
𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑚→𝑗)


𝐹

+
∑︁

𝑚∈M( 𝑗)

\𝑚𝑡−1−𝑑 ( 𝑗→ℓ′)−𝑑 (𝑚→𝑗) − \
𝑚
𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑚→𝑗)


𝐹

≤ ^𝑛3/2Γ
∑︁

𝑚∈M( 𝑗)

©«
min(𝑡1,𝑡2)+𝛿𝑡+1∑︁
𝑝=min(𝑡1,𝑡2)

\𝑚𝑡−𝑝+1 − \𝑚𝑡−𝑝
𝐹
+

min(𝑡 ′1,𝑡2)+𝛿′𝑡+1∑︁
𝑝=min(𝑡 ′1,𝑡2)

\𝑚𝑡−𝑝+1 − \𝑚𝑡−𝑝
𝐹

ª®¬ , (41)

where we define 𝑡1 = 1+𝑑 ( 𝑗 → ℓ) +𝑑 (𝑚 → 𝑗), 𝑡 ′1 = 1+𝑑 ( 𝑗 → ℓ ′) +𝑑 (𝑚 → 𝑗), 𝑡2 = 1+𝑑 ( 𝑗 → 𝑖) +
𝑑 (𝑚 → 𝑗), and 𝛿𝑡 = |𝑑 ( 𝑗 → 𝑖) − 𝑑 ( 𝑗 → ℓ) − 1|, 𝛿𝑡 ′ = |𝑑 ( 𝑗 → 𝑖) − 𝑑 ( 𝑗 → ℓ ′) − 1|. We stop at (41)

for the moment for our bound for (37a) and change course to bound the other term (37b) in (37).

We start with cauchy-schwarz for (37b).

(37b) ≤ max
𝑖∈[𝑁 ]

∑︁
𝑗 ∈Din (𝑖)

𝑎𝑖𝑡 − 𝑎𝑖𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)


2

𝜙 𝑗,𝑥

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]

2

+
𝑏𝑖𝑡 − 𝑏𝑖𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)


2

𝜙 𝑗,𝑢

𝑡−𝑑 ( 𝑗→𝑖) [𝑘 − 1]

2

≤ 𝐶𝜌𝑘−1𝑛 · max
𝑖∈[𝑁 ]

max
𝑗 ∈Din (𝑖)

𝑎𝑖𝑡 − 𝑎𝑖𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)


2
+

𝑏𝑖𝑡 − 𝑏𝑖𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)


2

= 𝐶𝜌𝑘−1𝑛 · max
𝑖∈[𝑁 ]

max
𝑗 ∈Din (𝑖)

\ 𝑖𝑡 − \ 𝑖𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)


2

(42)

Here we have used the decay property of the finite-impulse-response closed-loop responses to

bound the decay rate of the sub-controllers. The last equality holds by recalling that we have

defined 𝑎𝑖𝑡 and 𝑏
𝑖
𝑡 to be the 𝑖th row of the 𝐴𝑡 and 𝐵𝑡 respectively, which is constructed from the

global consistent parameter Θ𝑡 = ∪𝑁𝑖=1\ 𝑖𝑡 . Therefore, by definition, [𝑎𝑖𝑡 , 𝑏𝑖𝑡 ] = \ 𝑖𝑡 .
We now return to bound

∑∞
𝑡=0

∑𝐻
𝑘=1

𝐴𝑡Φ
𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]


∞. In particular,

we have so far showed that

∞∑︁
𝑡=0

𝐻∑︁
𝑘=1

𝐴𝑡Φ
𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]


∞ ≤

∞∑︁
𝑡=0

𝐻∑︁
𝑘=1

(41) + (42). (43)
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Therefore, our goal is to bound each component of the right hand side. Specifically,

∞∑︁
𝑡=0

𝐻∑︁
𝑘=1

(41)

≤
∞∑︁
𝑡=0

𝐻∑︁
𝑘=1

^𝑛3/2Γ
∑︁

𝑚∈M( 𝑗)

©«
min(𝑡1,𝑡2)+𝛿𝑡+1∑︁
𝑝=min(𝑡1,𝑡2)

\𝑚𝑡−𝑝+1 − \𝑚𝑡−𝑝
𝐹
+

min(𝑡 ′1,𝑡2)+𝛿′𝑡+1∑︁
𝑝=min(𝑡 ′1,𝑡2)

\𝑚𝑡−𝑝+1 − \𝑚𝑡−𝑝
𝐹

ª®¬ ,
(44)

for a different tuple of (𝑖 ∈ [𝑁 ], 𝑗 ∈ Din (𝑖) , ℓ ∈ Dout ( 𝑗) , ℓ ′ ∈ Dout ( 𝑗)) at each 𝑡 . However, for
any (𝑖, 𝑗, ℓ, ℓ ′), the following holds.
∞∑︁
𝑡=0

𝐻∑︁
𝑘=1

(41)

≤ ^𝑛3/2Γ
𝐻∑︁
𝑘=1

∑︁
𝑚∈M( 𝑗)

©«
min(𝑡1,𝑡2)+𝛿𝑡+1∑︁
𝑝=min(𝑡1,𝑡2)

∞∑︁
𝑡=0

\𝑚𝑡−𝑝+1 − \𝑚𝑡−𝑝
𝐹
+

min(𝑡 ′1,𝑡2)+𝛿′𝑡+1∑︁
𝑝=min(𝑡 ′1,𝑡2)

∞∑︁
𝑡=0

\𝑚𝑡−𝑝+1 − \𝑚𝑡−𝑝
𝐹

ª®¬ ,
≤ 2^𝑛9/2Γ𝐻diam(P0)

(
max

𝑖∈[𝑁 ] , 𝑗 ∈Din (𝑖), ℓ∈Dout ( 𝑗)
(1 + 1 + |𝑑 ( 𝑗 → 𝑖)) − 𝑑 ( 𝑗 → ℓ) − 1|

)
(45a)

≤ 2^𝑛9/2Γ𝐻diam(P0) (𝑑 + 3). (45b)

Here we have used in the competitiveness of each local Steiner point selector via (3) in (45a) with

competitive ratio of 𝑛/2. Furthermore, by definition of Din (𝑖) and Dout ( 𝑗), we know that the

largest delay for 𝑑 ( 𝑗 → 𝑖) and 𝑑 ( 𝑗 → ℓ) for any choice of 𝑖, 𝑗, ℓ is less than 𝑑 .

Finally, we investigate the second component of the right hand side of (43).

∞∑︁
𝑡=0

𝐻∑︁
𝑘=1

(42) =

∞∑︁
𝑡=0

𝐻∑︁
𝑘=1

𝐶𝜌𝑘−1𝑛 · max
𝑖∈[𝑁 ]

max
𝑗 ∈Din (𝑖)

\ 𝑖𝑡 − \ 𝑖𝑡−𝑑 ( 𝑗→𝑖)−𝑑 (𝑖→𝑗)


2

(46a)

≤
𝐻∑︁
𝑘=1

𝐶𝜌𝑘−1𝑛 max
𝑖∈[𝑁 ]

max
𝑗 ∈Din (𝑖)

𝑑 ( 𝑗→𝑖)+𝑑 (𝑖→𝑗)+1∑︁
𝑝=0

∞∑︁
𝑡=0

\ 𝑖𝑡−𝑝+1 − \ 𝑖𝑡−𝑝
2

(46b)

≤ 𝐶𝑛3diam(P0) (𝑑 + 1)/(1 − 𝜌) (46c)

where we once again used the competitive ratio of the local Steiner point selector (3). Moreover, by

definition of Din (𝑖), the largest delay 𝑑 (𝑖 → 𝑗) for any 𝑗 ∈ Din (𝑖) is less than 𝑑 .
Finally, we have the bound on the target quantity with (45b) and (46c) and conclude

∞∑︁
𝑡=1

𝐻∑︁
𝑘=1

𝐴𝑡Φ
𝑥
𝑡−1 [𝑘 − 1] + 𝐵𝑡Φ𝑢

𝑡−1 [𝑘 − 1] − Φ𝑥
𝑡 [𝑘]


∞ ≤ (45b) + (46c)

≤ 2(𝑑 + 3)𝑛3diam(P0)
(
^𝑛

3
2 Γ𝐻 + 𝐶

1 − 𝜌

)
.

□

Corollary C.3 (of Theorem D.10, Structured SLS sensitivity). Consider the optimal solutions
𝜙 , 𝜙 ′ to (20) with two different parameters input Θ, Θ′ respectively. Then we have

∥𝜙 − 𝜙 ′∥2 ≤ Γ ∥Θ − Θ′∥2 ,
with Γ = 𝑂 (Γ𝐴 + Γ𝐵) where Γ𝐴 and Γ𝐵 are constants in Theorem D.10.
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Proof. The SLS synthesis problem that we consider in (20) has one additional sparsity constraints

than general SLS synthesis presented in (51) to which Theorem D.10 apples. Therefore, we need

to de-constrain the synthesis problem (20) and turn it into a problem of the form (51) in order

to apply Theorem D.10. To do so, we follow the procedure in section IV.A of [89], where a re-

parameterization of 𝝓 𝑗,𝑢
𝑡 is used to characterize all sparse 𝝓 𝑗,𝑢

𝑡 which will result in sparse 𝝓 𝑗,𝑥
𝑡

according to the dynamical evolution (20b). First, we rewrite (20b) with the nonzere variables

grouped together as follows.[
𝜙 𝑗,𝑥

𝜙
𝑗,𝑥

𝑏

]
[𝑘 + 1] =

[
𝐴
( 𝑗)
𝑛𝑛 𝐴

( 𝑗)
𝑛𝑏

𝐴
( 𝑗)
𝑏𝑛

𝐴
( 𝑗)
𝑏𝑏

] [
𝜙 𝑗,𝑥

𝜙
𝑗,𝑥

𝑏

]
[𝑘] +

[
𝐵
( 𝑗)
𝑛

𝐵
( 𝑗)
𝑏

]
𝜙 𝑗,𝑢 [𝑘] (47)

where 𝜙 𝑗,𝑥
denotes the vector of nonzero entries in 𝝓 𝑗,𝑥

𝑡 and 𝜙
𝑗,𝑥

𝑏
denotes the “boundary” positions

of 𝜙 𝑗,𝑥
. The “boundary” positions of 𝜙 𝑗,𝑥

corresponds to the positions in the vector that would

become nonzero from zero due to the dynamical evolution (20b) in one time step. We refer interested

reader to [89] for detailed setup/derivation for (47). We also partition𝐴,𝐵 in (20b) to correspond the

entries that are associated with 𝜙 𝑗,𝑥
and 𝜙

𝑗,𝑥

𝑏
. 𝜙 𝑗,𝑢

denote the reduced vector with only non-zero

entries of 𝜙
𝑖,𝑢
𝑡 .

Lemma C.4 (Lemma 2, [89]). If 𝐵 ( 𝑗)
𝑏
𝐵
( 𝑗)†
𝑏

= 𝐼 , then the vectors {𝑣 𝑗 [𝑘]} characterize all 𝜙 𝑗,𝑢 [𝑘] via

𝜙 𝑗,𝑢 [𝑘] = −𝐵 ( 𝑗),†
𝑏

𝐴
( 𝑗)
𝑏𝑛
𝜙 𝑗,𝑥 [𝑘] +

(
𝐼 − 𝐵 ( 𝑗),†

𝑏
𝐵
( 𝑗)
𝑏

)
𝑣 𝑗 [𝑘] . (48)

We remark that the pseudo-inverse condition in Lemma C.4 is equivalently to Assumption 5, as

observed in Yu et al. [89] and Anderson and Matni [8].

We can now substitute (48) into the synthesis problem (20) and obtain an SLS synthesis problem

in the same form as (51) with transformed dynamical evolution in terms of the new variables 𝜙 𝑗,𝑥 [𝑘]
and 𝑣 𝑗 [𝑘]. Consider the optimal solutions 𝜙 and 𝜙 ′ (concatenated from 𝜙 𝑗,𝑥

and 𝑣 𝑗 ) computed from

the de-constrained problem with two different model input Θ and Θ′. By Theorem D.10, we have𝜙 − 𝜙 ′
2
≤ (Γ𝐴 + Γ𝐵) ∥Θ − Θ′∥𝐹 . (49)

Observe that

𝜙 𝑗,𝑢 =

[
−𝐵 ( 𝑗),†

𝑏
𝐴
( 𝑗)
𝑏𝑛

(
𝐼 − 𝐵 ( 𝑗),†

𝑏
𝐵
( 𝑗)
𝑏

)]
𝜙.

Therefore, we could bound the sensitivity of the solution to (20) via

∥𝜙 − 𝜙 ′∥2 ≤

[

𝐼 0

−𝐵 ( 𝑗),†
𝑏

𝐴
( 𝑗)
𝑏𝑛

(
𝐼 − 𝐵 ( 𝑗),†

𝑏
𝐵
( 𝑗)
𝑏

)]
𝜙 −

[
𝐼 0

−𝐵
′ ( 𝑗),†
𝑏

𝐴
′ ( 𝑗)
𝑏𝑛

(
𝐼 − 𝐵

′ ( 𝑗),†
𝑏

𝐵
′ ( 𝑗)
𝑏

)]
𝜙 ′


2

≤
([ 0 0

−𝐵 ( 𝑗),†
𝑏

𝐴
( 𝑗)
𝑏𝑛
+ 𝐵

′ ( 𝑗),†
𝑏

𝐴
′ ( 𝑗)
𝑏𝑛

−𝐵 ( 𝑗),†
𝑏

𝐵
( 𝑗)
𝑏
+ 𝐵

′ ( 𝑗),†
𝑏

𝐵
′ ( 𝑗)
𝑏

] )
𝜙


2

+

[

𝐼 0

−𝐵
′ ( 𝑗),†
𝑏

𝐴
′ ( 𝑗)
𝑏𝑛

(
𝐼 − 𝐵

′ ( 𝑗),†
𝑏

𝐵
′ ( 𝑗)
𝑏

)] (
𝜙 − 𝜙 ′

)
2

≤ 4𝐶^

𝜎min (1 − 𝜌)
+

(
2 + 2^

𝜎min

)
(Γ𝐴 + Γ𝐵) ∥Θ − Θ′∥𝐹

= 𝑂 (Γ𝐴 + Γ𝐵) ∥Θ − Θ′∥𝐹 ,
where 𝜎min denotes the minimum singular value of the matrix 𝐵𝑏 for all 𝐵(\ 𝑖 ) with \ 𝑖 ∈ P𝑖

0. Note

that the left pseudo-inverse has the largest singular value of 1/𝜎min with 𝜎min the smallest singular

value of the original matrix. Due to Assumption 3 and Assumption 5, we know that 𝐵𝑏 has to be
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bounded from below so that (20) is feasible. We have also used the fact that norm of an lower

triangular block matrix is upperbounded by the sum of the norm of each component block. We

invoke the exponential decay property of the closed-loop responses to bound the decay rate of 𝜙

by relating the nonzero component of the solution to (20) and 𝜙 via (49). □

D PERTURBATION ANALYSIS OFH2-OPTIMAL SLS SYNTHESIS
D.1 FromH2-optimal control to Least Squares
This section presents results about general SLS synthesis. Due to notation overhead, we will drop

time indices and suppress the horizon index𝑘 ∈ [𝐻 ] in closed-loop operatorsΦ𝑥 [𝑘],Φ𝑥 [𝑘] andwrite
Φ𝑥
𝑘
, Φ𝑢

𝑘
instead. Let Φ𝑥

𝑘
∈ R𝑛×𝑛 and Φ𝑢

𝑘
∈ R𝑚×𝑛 and consider the following canonical SLS synthesis

problem with LQR cost for system matrices [𝐴, 𝐵] and weighting matrices 𝐶 ∈ R𝑛×𝑛, 𝐷 ∈ R𝑚×𝑚 :

𝑆 = min

[𝐶 0
0 𝐷

] [
Φ𝑥
1 Φ𝑥

2 . . . Φ𝑥
𝑇

Φ𝑢
1 Φ𝑢

2 . . . Φ𝑢
𝑇

]2
𝐹

(50)

s.t.: Φ𝑥
1 = 𝐼

Φ𝑥
𝑘+1 = 𝐴Φ𝑥

𝑘
+ 𝐵Φ𝑢

𝑘
, ∀ 𝑘 : 1 ≤ 𝑘 ≤ 𝐻

Φ𝑥
𝐻+1 = 0

The objective in (50) is equivalent to weightedH2 norm on the closed-loop operators Φx
and Φu

,

as well as the LQR cost on the state and control input weighed by 𝐶2
and 𝐷2

. Denote 𝜙
𝑗,𝑥

𝑘
∈ R𝑛 ,

𝜙
𝑗,𝑢

𝑘
∈ R𝑚 as the 𝑗 th column of Φ𝑥

𝑘
∈ R𝑛×𝑛 , Φ𝑢

𝑘
∈ R𝑚×𝑛 and 𝑒 𝑗 the unit vector in the 𝑗-th coordinate

axis. As described in Section 2.3.2, we can separate the problem by columns and can equivalently

restate (50) in terms of each column 𝜙
𝑗,𝑥

𝑘
and 𝜙

𝑗,𝑢

𝑘
:

𝑆 𝑗 := min

[𝐶 𝐷
] [
𝜙
𝑗,𝑥

1 𝜙
𝑗,𝑥

2 . . . 𝜙
𝑗,𝑥

𝐻

𝜙
𝑗,𝑢

1 𝜙
𝑗,𝑢

2 . . . 𝜙
𝑗,𝑢

𝐻

]2
𝐹

(51)

s.t.: 𝜙
𝑗,𝑥

1 = 𝑒 𝑗

𝜙
𝑗,𝑥

𝑘+1 = 𝐴𝜙
𝑗,𝑥

𝑘
+ 𝐵𝜙 𝑗,𝑢

𝑘
, ∀ 1 ≤ 𝑘 ≤ 𝐻

𝜙
𝑗,𝑥

𝐻+1 = 0

We will now fix 𝑗 and rewrite (51) further and introduce new variables to avoid tedious notation.

Define 𝑢𝑘 = 𝜙
𝑗,𝑢

𝑘
,∀1 ≤ 𝑘 ≤ 𝐻 , 𝒖 = [𝑢⊤1 , . . . , 𝑢⊤𝐻 ]⊤ and the block-lower-triangular matrix 𝑮𝑢 ∈

R𝐻𝑛×𝐻𝑚
, the vector b 𝑗 ∈ R𝐻𝑛

and the lifted weight matrices 𝑪 , 𝑫 as

𝑮𝑢 =


𝐵 0 0 . . . 0
𝐴𝐵 𝐵 0 . . . 0
𝐴2𝐵 𝐴𝐵 𝐵 . . . 0

. . . . . .

𝐴𝐻−1𝐵 𝐴𝐻−2𝐵 𝐴𝐻−3𝐵 . . . 𝐵


b 𝑗 =


−𝐴𝑒 𝑗
−𝐴2𝑒 𝑗
. . .

−𝐴𝐻𝑒 𝑗

 𝑪 = 𝐼𝐻 ⊗ 𝐶 𝑫 = 𝐼𝐻 ⊗ 𝐷, (52)

where 𝐼𝑘 is the identity matrix for R𝑘 . Denote by 𝑃𝑖 , 1 ≤ 𝑖 ≤ 𝐻 the 𝑖-th block-row of 𝑮𝑢 :

𝑃𝑖 = [𝐴𝑖−1𝐵,𝐴𝑖−2𝐵, . . . , 𝐵, 0, . . . , 0] (53)

Observe that with these definitions, it holds that for any feasible 𝜙
𝑗,𝑢

𝑘
, 𝜙

𝑗,𝑥

𝑘
and fro all ∀1 ≤ 𝑘 ≤ 𝐻 :

𝜙
𝑗,𝑥

𝑘+1 = −b 𝑗,𝑘 + 𝑃𝑘𝒖
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due to the constraints in (51). Now we can rewrite the subproblem 𝑆 𝑗 as

𝑆 𝑗 = min
𝒖

[𝑪𝑮𝑢

𝑫

]
𝒖 −

[
𝑪b 𝑗
0

]2
2

+ (𝐶⊤𝐶) 𝑗 𝑗 (54a)

s.t.: 0 = 𝐴⊤𝑒 𝑗 + 𝑃𝐻𝒖 (54b)

For large systems which consist of many interconnected (sparsely) small systems, it is often the

case that the overall system is 𝐻 -controllable for some suitable choice of 𝐻 ≪ 𝑛 where 𝑛 is the

global state dimension.

D.2 Representation as a Least-Squares problem
We now rewrite (54) as a least square problem. Define 𝒖∗𝑐 := 𝑃⊤

𝐻
(𝑃𝐻𝑃⊤𝐻 )−1𝐴⊤𝑒 𝑗 , which is the solution

to the optimization problem

min
𝒖

∥𝒖∥22
s.t. 0 = −𝐴⊤𝑒 𝑗 + 𝑃𝐻𝒖 .

We can interpret 𝒖∗𝑐 as the smallest control action, measured in ℓ2, that drives the system from the ori-

gin to−𝐴⊤𝑒 𝑗 in𝐻 time-steps. This relates to controllability grammians as described in [25]. Using𝑀+

to denote the Moore-Penrose Inverse of a matrix𝑀 , we can also write 𝒖∗𝑐 := 𝑃+
𝐻
𝐴⊤𝑒 𝑗 = 𝑃⊤𝐻𝑊

−1
𝐻
𝐴⊤𝑒 𝑗 ,

where𝑊𝐻 = 𝑃𝐻𝑃
⊤
𝐻
.

Let 𝐻 denote the FIR-Horizon of the problem, then define the matrices

𝑮𝑤 (𝐴) =


𝐼 0 0 . . . 0
𝐴 𝐼 0 . . . 0
𝐴2 𝐴 𝐼 . . . 0

. . . . . .

𝐴𝐻−1 𝐴𝐻−2 𝐴𝐻−3 . . . 𝐼


, 𝑮𝑢 (𝐴, 𝐵) =


𝐵 0 0 . . . 0
𝐴𝐵 𝐵 0 . . . 0
𝐴2𝐵 𝐴𝐵 𝐵 . . . 0

. . . . . .

𝐴𝐻−1𝐵 𝐴𝐻−2𝐵 𝐴𝐻−3𝐵 . . . 𝐵


.

(55)

and denote 𝑃𝑖 (𝐴, 𝐵) as the 𝑖th block matrix row of 𝑮𝑢 (𝐴, 𝐵):

𝑃𝑖 (𝐴, 𝐵) = [𝐴𝑖−1𝐵,𝐴𝑖−2𝐵, . . . , 𝐵, 0, . . . , 0] (56)

𝑮𝑢 (𝐴, 𝐵) can be written as 𝑮𝑢 (𝐴, 𝐵) = 𝑮𝑤 (𝐴) (𝐼𝐻 ⊗ 𝐵), where 𝐼𝐻 is the identity matrix in R𝐻 . Let
𝑍 ∈ R𝐻×𝐻 be defined as the nilpotent matrix

𝑍 =

[
0𝐻−1×1 𝐼𝐻−1

0 01×𝐻−1

]
, (57)

and notice it’s psuedo-inverse is 𝑍+ = 𝑍⊤. Using 𝑍 , it is easy to verify that 𝑮𝑤 (𝐴) can be expressed

as:

𝑮𝑤 (𝐴) =
(
𝐼𝐻 − 𝑍+ ⊗ 𝐴

)−1
. (58)

Ignoring the constant terms in (54a), we can reparametrize 𝒖 = −𝒖∗𝑐 + 𝒖 ′ where 𝒖 ′ ∈ null(𝑃𝐻 )
and describe (54) as the optimization problem:

𝑆 𝑗 := min
𝒖′∈null(𝑃𝐻 (𝐴,𝐵))

 [
𝑪 0
0 𝑫

] [
𝑮𝑢 (𝐴, 𝐵)

𝐼

]
(𝒖 ′ − 𝒖∗𝑐 (𝐴, 𝐵))

2
2
. (59)
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Let 𝒖∗ (𝐴, 𝐵) be a minimizer of the above problem for fixed 𝐴, 𝐵, we are interested in the SLS

solutions

𝜙∗𝑗 (𝐴, 𝐵) :=
[
𝜙
∗𝑗
𝑥 (𝐴, 𝐵)
𝜙
∗𝑗
𝑢 (𝐴, 𝐵)

]
=

[
𝑮𝑢 (𝐴, 𝐵)

𝐼

]
(𝒖∗ (𝐴, 𝐵) − 𝒖∗𝑐 (𝐴, 𝐵))

and how these solutions are perturbed with changes in 𝐴, 𝐵.

For the rest of the discussion, we will drop mentioning the explicit dependence on (𝐴, 𝐵) and
the column index 𝑗 to reduce the notational burden. First, we (over-)parametrize 𝒖 as

𝒖 = (𝐼 − 𝑃+𝐻𝑃𝐻 )𝜼,
to cast the above problem into an unconstrained one:

𝑆 𝑗 := min
𝜼

 [
𝑪 0
0 𝑫

] [
𝑮𝑢 (𝐴, 𝐵)

𝐼

]
(𝐼 − 𝑃+𝐻𝑃𝐻 )︸                                    ︷︷                                    ︸

𝑭

𝜼 −
[
𝑪 0
0 𝑫

] [
𝑮𝑢 (𝐴, 𝐵)

𝐼

]
𝒖∗𝑐 (𝐴, 𝐵)︸                                ︷︷                                ︸

𝒈

2
2

(60)

The unique min-norm solution [∗ to the above problem is [∗ = 𝑭 +𝒈 and therefore the optimal

solution 𝜙∗ takes the form

𝜙∗ =

[
𝑪−1 0
0 𝑫−1

]
(𝑭 𝑭 +𝒈 − 𝒈) =

[
𝑪−1 0
0 𝑫−1

]
(𝑭 𝑭 + − 𝐼 )𝒈︸       ︷︷       ︸

a∗

=:

[
𝑪−1 0
0 𝑫−1

]
a∗ (61)

D.3 Local lipshitzness ofH2-optimal closed-loop operators
Here, we perform perturbation analysis on the term a∗ = (𝑭 𝑭 + − 𝐼 )𝒈. Throughout the discussion,
we will make frequent use of the following identities:

Lemma D.1. For arbitrary matrices 𝑋,𝑌 ∈ R𝑛×𝑚 and 𝐴, 𝐵 ∈ R𝑛×𝑛 , it holds that
i) 𝐴𝑘

1 −𝐴𝑘
2 =

∑𝑘−1
𝑗=0 𝐴

𝑘−1−𝑗
1 (𝐴1 −𝐴2)𝐴 𝑗

2

ii) 𝑋𝑋 + − 𝑌𝑌 + = (𝐼 − 𝑋𝑋 +) (𝑋 − 𝑌 )𝑌 + + [(𝐼 − 𝑌𝑌 +) (𝑋 − 𝑌 )𝑋 +]⊤
iii) If 𝐴 and 𝐵 are invertible, then 𝐴−1 − 𝐵−1 = 𝐴−1 (𝐵 −𝐴)𝐵−1.

The following is a corollary from Theorem 4.1 in [84]:

Theorem D.2. Let 𝑋 and 𝑌 be matrices with equal rank, let ∥ · ∥2 denote the induced 2-norm and
∥ · ∥𝐹 denote the Frobenius norm. The following inequalities hold:

∥𝑋 + − 𝑌 +∥2 ≤ 𝜑 ∥𝑋 +∥2∥𝑌 +∥2∥𝑋 − 𝑌 ∥2
∥𝑋 + − 𝑌 +∥𝐹 ≤

√
2∥𝑋 +∥2∥𝑌 +∥2∥𝑋 − 𝑌 ∥𝐹

where 𝜑 =
1+
√
5

2 denotes the golden ratio constant.

Next we present the core theorem of the perturbation analysis: Given two arbitrary controllable

systems (𝐴1, 𝐵1) and (𝐴2, 𝐵2), (Thm.D.3) bounds the worst-case difference in solutions ∥𝜙∗1 − 𝜙∗2∥2
in terms of the differences in parameters space ∥𝐴1 −𝐴2∥2 and ∥𝐵1 − 𝐵2∥2 between both systems.

This result is the first perturbation bound forH2-optimal control with SLS (considering arbitrary

pairs of 𝐴1, 𝐴2 and 𝐵1, 𝐵2) .

Theorem D.3. Let 𝐶, 𝐷 ≻ 0, let (𝐴1, 𝐵1) and (𝐴2, 𝐵2) be two controllable pairs of system matrices
with FIR horizon 𝐻 and let 𝜙∗𝑗1 and 𝜙∗𝑗2 be the corresponding SLS-solutions to the subproblem 𝑆 𝑗 . Then,
it holds that:

∥𝜙 𝑗∗
1 − 𝜙

𝑗∗
2 ∥2 ≤ Γ𝐴∥𝐴1 −𝐴2∥𝐹 + Γ𝐵 ∥𝐵1 − 𝐵2∥𝐹 (62)
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where the Lipshitz-constants Γ𝐴, Γ𝐵 stand for

Γ𝐴 = ^𝐶𝐷Γ
′
1 + ^𝐶𝐷Γ′2∥𝐵1∥2∥𝑮𝑤 (𝐴1)∥2, ^𝐶𝐷 =

max{𝜎𝑚𝑎𝑥 (𝐶), 𝜎𝑚𝑎𝑥 (𝐷)}
min{𝜎𝑚𝑖𝑛 (𝐶), 𝜎𝑚𝑖𝑛 (𝐷)}

Γ𝐵 = ^𝐶𝐷Γ
′
2∥𝑮𝑤 (𝐴2)∥2

and Γ′1 and Γ′2 are defined as:

Γ′1 = 𝛼𝐻,1𝛼𝐻,2𝐻 (1 +
𝑮𝑢,2


2
)∥𝑃+𝐻,2∥2

Γ′2 = 𝛼𝐻,1∥𝑃+𝐻,1∥2
(
1 + 𝜑 ∥𝑃+𝐻,2∥2 + 𝜑 ∥𝑃+𝐻,2∥2

𝑮𝑢,2


2

)
+ ∥𝒈2∥2 (∥𝑭 +1 ∥2 + ∥𝑭 +2 ∥2) + . . .

+ 𝜑 ∥𝒈2∥2 (∥𝑭 +1 ∥2 + ∥𝑭 +2 ∥2)∥𝑃+𝐻,1∥2∥𝑃+𝐻,2∥2 (∥𝑃𝐻,1∥2 + ∥𝑃𝐻,2∥2) (1 + ∥𝑮𝑢,1∥2).

and 𝜑 =
1+
√
5

2 is the golden ratio.

Proof. Recall the identities of (Lem.D.1). Write a∗1 − a∗2 where a∗𝑖 is from (61) for (𝐴𝑖 , 𝐵𝑖 ) as
a∗1 − a∗2 = (𝑭1𝑭 +1 − 𝐼 ) (𝒈1 − 𝒈2) + (𝑭1𝑭 +1 − 𝑭2𝑭 +2 )𝒈2

∥a∗1 − a∗2∥2 ≤ ∥𝒈1 − 𝒈2∥2 + ∥𝑭1𝑭 +1 − 𝑭2𝑭 +2 ∥2∥𝒈2∥2, (63)

where we used the fact that (𝑭1𝑭 +1 − 𝐼 ) is a projection and therefore ∥𝑭1𝑭 +1 − 𝐼 ∥2 = 1. Rewrite
𝑭1𝑭 +1 − 𝑭2𝑭 +2 as

(𝐼 − 𝑭1𝑭 +1 ) (𝑭1 − 𝑭2)𝑭 +2 +
[
(𝐼 − 𝑭2𝑭 +2 ) (𝑭1 − 𝑭2)𝑭 +1

]⊤
to conclude that

∥𝑭1𝑭 +1 − 𝑭2𝑭 +2 ∥2 ≤ ∥𝑭1 − 𝑭2∥2 (∥𝑭 +1 ∥2 + ∥𝑭 +2 ∥2). (64)

Substitution into (63) yields:

∥a∗1 − a∗2∥2 ≤ ∥𝒈1 − 𝒈2∥2 + ∥𝑭1 − 𝑭2∥2 (∥𝑭 +1 ∥2 + ∥𝑭 +2 ∥2)∥𝒈2∥2, (65)

(1) Bounding ∥𝑭1 − 𝑭2∥2: Rewrite 𝑭1 − 𝑭2 as[
𝑪−1 0
0 𝑫−1

]
(𝑭1 − 𝑭2) =

[
𝑮𝑢,1

𝐼

]
(𝐼 − 𝑃+𝐻,1𝑃𝐻,1) −

[
𝑮𝑢,2

𝐼

]
(𝐼 − 𝑃+𝐻,2𝑃𝐻,2) (66)

=

[
𝑮𝑢,1

𝐼

]
(𝑃+𝐻,2𝑃𝐻,2 − 𝑃+𝐻,1𝑃𝐻,1) +

[
𝑮𝑢,1 − 𝑮𝑢,2

0

]
(𝐼 − 𝑃+𝐻,2𝑃𝐻,2) (67)

From the above we can derive the inequality:

∥𝑭1 − 𝑭2∥2
max{∥𝐶 ∥2, ∥𝐷 ∥2}

≤ (1 + ∥𝑮𝑢,1∥2)∥𝑃+𝐻,2 − 𝑃+𝐻,1∥2 (∥𝑃𝐻,1∥2 + ∥𝑃𝐻,2∥2) + ∥𝑮𝑢,1 − 𝑮𝑢,2∥2 (68)

Now we will use the result (Thm.D.2) to bound ∥𝑃+
𝐻,2 − 𝑃+𝐻,1∥2 as

∥𝑃+𝐻,2 − 𝑃+𝐻,1∥2 ≤ 𝜑 ∥𝑃+𝐻,1∥2∥𝑃+𝐻,2∥2∥𝑃𝐻,2 − 𝑃𝐻,1∥2 (69)

Furthermore, noticing 𝑃𝐻,2 − 𝑃𝐻,1 = [0, . . . , 0, 𝑰𝑛] (𝑮𝑢,2 − 𝑮𝑢,1) we can conclude

∥𝑃+𝐻,2 − 𝑃+𝐻,1∥2 ≤ 𝜑 ∥𝑃+𝐻,1∥2∥𝑃+𝐻,2∥2∥𝑮𝑢,2 − 𝑮𝑢,1∥2. (70)

We combine this into (68) to obtain

∥𝑭1 − 𝑭2∥2
max{∥𝐶 ∥2, ∥𝐷 ∥2}
≤

(
1 + 𝜑 ∥𝑃+𝐻,1∥2∥𝑃+𝐻,2∥2 (1 + ∥𝑮𝑢,1∥2) (∥𝑃𝐻,1∥2 + ∥𝑃𝐻,2∥2)

)
∥𝑮𝑢,1 − 𝑮𝑢,2∥2 (71)
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(2) Bounding ∥𝒈1 − 𝒈2∥2: Introduce the constant 𝛼𝐻 := max0≤𝑘≤𝐻 ∥𝐴𝑘 ∥2 and observe that

∥𝐴𝐻
1 −𝐴𝐻

2 ∥2 can be bounded as:

∥𝐴𝐻
1 −𝐴𝐻

2 ∥2 = ∥
𝐻−1∑︁
𝑗=0

𝐴
𝐻−1−𝑗
1 (𝐴1 −𝐴2)𝐴 𝑗

2∥ ≤ 𝐻𝛼𝐻,1𝛼𝐻,2∥𝐴1 −𝐴2∥2 (72)

We can rewrite 𝒈1 − 𝒈2 as[
𝑪−1 0
0 𝑫−1

]
(𝒈1 − 𝒈2) =

[
𝑮𝑢,1

𝐼

]
𝑃+𝐻,1𝐴

𝐻
1 𝑒 𝑗 −

[
𝑮𝑢,2

𝐼

]
𝑃+𝐻,2𝐴

𝐻
2 𝑒 𝑗 (73)

=

[
(𝑮𝑢,1 − 𝑮𝑢,2)

0

]
𝑃+𝐻,1𝐴

𝐻
1 𝑒 𝑗 +

[
𝑮𝑢,2

𝐼

]
(𝑃+𝐻,1 − 𝑃+𝐻,2)𝐴𝐻

1 𝑒 𝑗 (74)

· · · +
[
𝑮𝑢,2

𝐼

]
𝑃+𝐻,2 (𝐴𝐻

1 −𝐴𝐻
2 )𝑒 𝑗

and obtain the bound:

∥𝒈1 − 𝒈2∥2
max{∥𝐶 ∥2, ∥𝐷 ∥2}

≤ 𝛼𝐻,1

𝑮𝑢,1 − 𝑮𝑢,2


2
∥𝑃+𝐻,1∥2 + 𝛼𝐻,1 (1 +

𝑮𝑢,2


2
)
𝑃+𝐻,1 − 𝑃+𝐻,2


2

(75)

· · · + 𝛼𝐻,1𝛼𝐻,2𝐻 (1 +
𝑮𝑢,2


2
)∥𝑃+𝐻,2∥2∥𝐴1 −𝐴2∥2 (76)

≤ 𝛼𝐻,1∥𝑃+𝐻,1∥2
(
1 + 𝜑 ∥𝑃+𝐻,2∥2 + 𝜑 ∥𝑃+𝐻,2∥2

𝑮𝑢,2


2

) 𝑮𝑢,1 − 𝑮𝑢,2


2

(77)

· · · + 𝛼𝐻,1𝛼𝐻,2𝐻 (1 +
𝑮𝑢,2


2
)∥𝑃+𝐻,2∥2∥𝐴1 −𝐴2∥2 (78)

We get the bound

∥a∗1 − a∗2∥2
max{∥𝐶 ∥2, ∥𝐷 ∥2}

≤ Γ′1∥𝐴1 −𝐴2∥2 + Γ′2∥𝑮𝑢,1 − 𝑮𝑢,2∥2 (79)

where Γ′1 and Γ′2 are the constants:

Γ′1 = 𝛼𝐻,1𝛼𝐻,2𝐻 (1 +
𝑮𝑢,2


2
)∥𝑃+𝐻,2∥2 (80)

Γ′2 = 𝛼𝐻,1∥𝑃+𝐻,1∥2
(
1 + 𝜑 ∥𝑃+𝐻,2∥2 + 𝜑 ∥𝑃+𝐻,2∥2

𝑮𝑢,2


2

)
+ ∥𝒈2∥2 (∥𝑭 +1 ∥2 + ∥𝑭 +2 ∥2) + . . . (81)

+ 𝜑 ∥𝒈2∥2 (∥𝑭 +1 ∥2 + ∥𝑭 +2 ∥2)∥𝑃+𝐻,1∥2∥𝑃+𝐻,2∥2 (∥𝑃𝐻,1∥2 + ∥𝑃𝐻,2∥2) (1 + ∥𝑮𝑢,1∥2)

Using (Lem.D.4), we obtain the final bound:

∥𝜙∗1 − 𝜙∗2∥2 ≤ ^𝐶𝐷 ∥a∗1 − a∗2∥2 ≤ Γ𝐴∥𝐴1 −𝐴2∥2 + Γ𝐵 ∥𝐵1 − 𝐵2∥2 (82)

with the constants Γ𝐴, Γ𝐵 defined as:

Γ𝐴 = ^𝐶𝐷Γ
′
1 + ^𝐶𝐷Γ′2∥𝐵1∥2∥𝑮𝑤 (𝐴1)∥2∥𝑮𝑤 (𝐴2)∥2 (83)

Γ𝐵 = ^𝐶𝐷Γ
′
2∥𝑮𝑤 (𝐴2)∥2 (84)

□

D.4 Global lipshitzness ofH2-optimal closed-loop operators over compact sets S
This section derives a global Lipshitz bound forH2-optimal SLS solutions over a compact set of

controllable systems S. As a starting point we consider the previous theorem (Thm.D.3). Our main

proof strategy is to derive global bounds on the constants Γ𝐴 and Γ𝐵 instead of for a fixed pair of

systems. We proceed with a collection lemmas bounding individual terms in the equations (82) and

(83) for S.
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D.4.1 Auxiliary Lemmas.

Lemma D.4. For any pair of system matrices (𝐴1, 𝐵1) and (𝐴2, 𝐵2) (with compatible dimensions)
holds

∥𝑮𝑤 (𝐴1) − 𝑮𝑤 (𝐴2)∥2 ≤ ∥𝑮𝑤 (𝐴1)∥2∥𝑮𝑤 (𝐴2)∥2∥𝐴1 −𝐴2∥2 (85)

∥𝑮𝑢 (𝐴1, 𝐵1) − 𝑮𝑢 (𝐴2, 𝐵2)∥2 ≤ ∥𝐵1∥2∥𝑮𝑤 (𝐴1)∥2∥𝑮𝑤 (𝐴2)∥2∥𝐴1 −𝐴2∥2 + ∥𝑮𝑤 (𝐴2)∥2∥𝐵1 − 𝐵2∥2

Proof. Using (Lem.D.1) we can write Using 𝑮𝑢 (𝐴, 𝐵) = 𝑮𝑤 (𝐴) (𝐼𝐻 ⊗ 𝐵) and (Lem.D.1) we can

write 𝑮𝑢,1 − 𝑮𝑢,2 as

𝑮𝑢,1 − 𝑮𝑢,2 = 𝑮𝑤 (𝐴1) (𝐼𝐻 ⊗ 𝐵1) − 𝑮𝑤 (𝐴2) (𝐼𝐻 ⊗ 𝐵2) (86)

= (𝑮𝑤 (𝐴1) − 𝑮𝑤 (𝐴2)) (𝐼𝐻 ⊗ 𝐵1) + 𝑮𝑤 (𝐴2) (𝐼𝐻 ⊗ (𝐵1 − 𝐵2)) (87)

It holds that

𝑮𝑤 (𝐴1) − 𝑮𝑤 (𝐴2) = 𝑮𝑤 (𝐴1) (𝑮𝑤 (𝐴2)−1 − 𝑮𝑤 (𝐴1)−1)𝑮𝑤 (𝐴2) (88)

= 𝑮𝑤 (𝐴1) (𝑍+ ⊗ (𝐴1 −𝐴2))𝑮𝑤 (𝐴2) (89)

which leads to the bound

∥𝑮𝑤 (𝐴1) − 𝑮𝑤 (𝐴2)∥2 ≤ ∥𝑮𝑤 (𝐴1)∥2∥𝐴1 −𝐴2∥2∥𝑮𝑤 (𝐴2)∥2 (90)

□

In total, we need to global bounds on the quantities ∥𝑮𝑢 ∥2,∥𝑮𝑤 ∥2, ∥𝑃+𝐻 ∥2, ∥𝑃𝐻 ∥2, ∥𝑭 +∥2, ∥𝒈∥2.

Lemma D.5. Let (𝐴, 𝐵) be pair of fixed system matrices, let 𝑮𝑢 (𝐴, 𝐵), 𝑮𝑤 (𝐴) be the matrices defined
in (55), and let𝑊 𝑢

𝐻
=

∑𝐻−1
𝑖=0 𝐴𝑖𝐵𝐵⊤𝐴𝑖⊤,𝑊 𝑤

𝐻
=

∑𝐻−1
𝑖=0 𝐴𝑖𝐴𝑖⊤ be the 𝐻 th controllability grammian w.r.t

to the input 𝑢 and the distrubance𝑤 , respectively. Then it holds:

∥𝑮𝑢 (𝐴, 𝐵)∥2 ≤
√︃
𝐻𝜎𝑚𝑎𝑥 (𝑊 𝑢

𝐻
(𝐴, 𝐵)) ∥𝑮𝑤 (𝐴)∥2 ≤

√︃
𝐻𝜎𝑚𝑎𝑥 (𝑊 𝑤

𝐻
(𝐴)) (91)

Proof. ∥𝑮𝑢 ∥2 is defined as ∥𝑮𝑢 ∥22 := max
∥𝑢 ∥2=1

∥𝑮𝑢𝒖∥22, by decomposing 𝒖 = [𝑢⊤0 , . . . , 𝑢⊤𝐻−1]⊤ we

can rewrite this as

∥𝑮𝑢 ∥22 = max
∥𝑢 ∥2=1




𝐵𝑢0
𝐴𝐵𝑢0 + 𝐵𝑢1

. . .

𝐴𝐻−1𝐵𝑢0 + · · · + 𝐵𝑢𝐻−1



2

2

= max
∥𝑢 ∥2=1

𝐻∑︁
𝑘=1

∥𝑃𝑘𝒖∥22 (92)

≤
𝐻∑︁
𝑘=1

max
∥𝑢 ∥2=1

∥𝑃𝑘𝒖∥22 =

𝐻∑︁
𝑘=1

∥𝑃𝑘 ∥22 ≤ 𝐻 ∥𝑃𝐻 ∥22 ≤ 𝐻 ∥𝑊 𝑢
𝐻 ∥2 (93)

Where we used the fact that ∥𝑃𝑘 ∥22 increases in 𝑘 and that ∥𝑃𝑘 ∥22 is equal to the induced 2-norm of

the corresponding controllabillity grammian𝑊 𝑢
𝑘
=

∑𝑘−1
𝑖=0 𝐴

𝑖𝐵𝐵⊤𝐴𝑖⊤
. Thus, we obtain the bound

∥𝑮𝑢 (𝐴, 𝐵)∥2 ≤
√︃
𝐻𝜎𝑚𝑎𝑥 (𝑊 𝑢

𝐻
(𝐴, 𝐵)),

and the bound on ∥𝑮𝑤 (𝐴)∥2 follows in the same way. □
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Lemma D.6. Let (𝐴, 𝐵) be pair of 𝐻 -controllable fixed system matrices, let 𝑃𝐻 (𝐴, 𝐵) be the matrix
defined in (56), and let𝑊 𝑢

𝐻
=

∑𝐻−1
𝑖=0 𝐴𝑖𝐵𝐵⊤𝐴𝑖⊤ be the 𝐻 th controllability grammian w.r.t to the input

𝑢. Then, the induced 2 norm of 𝑃𝐻 (𝐴, 𝐵) and its Moore-Penrose Inverse 𝑃+
𝐻
(𝐴, 𝐵) can be written as:

∥𝑃𝐻 (𝐴, 𝐵)∥2 =
(
𝜎𝑚𝑎𝑥 (𝑊 𝑢

𝐻 (𝐴, 𝐵))
) 1
2 ∥𝑃+𝐻 (𝐴, 𝐵)∥2 =

(
𝜎𝑚𝑖𝑛 (𝑊 𝑢

𝐻 (𝐴, 𝐵))
)− 12 (94)

Proof. Because we assume a sufficient degree of controllability, 𝑃𝐻 (𝐴, 𝐵) is full row-rank. This
implies that

∥𝑃𝐻 (𝐴, 𝐵)∥2 =

√︃
_𝑚𝑎𝑥 (𝑃𝐻 (𝐴, 𝐵)𝑃⊤𝐻 (𝐴, 𝐵)) =

√︃
𝜎𝑚𝑎𝑥 (𝑊 𝑢

𝐻
(𝐴, 𝐵)) (95)(

∥𝑃+𝐻 (𝐴, 𝐵)∥2
)−1

=

√︃
_𝑚𝑖𝑛 (𝑃𝐻 (𝐴, 𝐵)𝑃⊤𝐻 (𝐴, 𝐵)) =

√︃
𝜎𝑚𝑖𝑛 (𝑊 𝑢

𝐻
(𝐴, 𝐵)) (96)

□

Lemma D.7. Let (𝐴, 𝐵) be a fixed pair of 𝐻 -controllable system matrices, and let 𝑭 (𝐴, 𝐵) denote the
matrix

𝑭 (𝐴, 𝐵) =
[
𝑪 0
0 𝑫

] [
𝑮𝑢 (𝐴, 𝐵)

𝐼

]
(𝐼 − 𝑃+𝐻 (𝐴, 𝐵)𝑃𝐻 (𝐴, 𝐵)) . (97)

Then, ∥𝑭 + (𝐴, 𝐵)∥2 ≤ 𝜎−1𝑚𝑖𝑛 (𝐷).

Proof. For an arbitrary matrix𝑀 , (∥𝑀+∥2)−1 is equal to the smallest non-zero singular eigen-

value of𝑀 (we will denote this quantity as 𝜎−1 (𝑀)). Thus, in order to bound ∥𝑀+∥2 from above,

we have to bound 𝜎−1 (𝑀) from below. Denote 𝑳 as the matrix

𝑳 :=

[
𝑪 0
0 𝑫

] [
𝑮𝑢 (𝐴, 𝐵)

𝐼

]
and notice that it is full column rank and has rank of 𝐻 × 𝑛𝑢 . The projection ΠN(𝑃𝐻 ) := (𝐼 −
𝑃+
𝐻
(𝐴, 𝐵)𝑃𝐻 (𝐴, 𝐵)) has rank 𝐻 × 𝑛𝑢 − 𝑛𝑥 due the assumption of 𝐻 -controllability. Hence, 𝑭 =

𝑳ΠN(𝑃𝐻 ) is full column rank with rank 𝑟𝑭 := 𝐻 × 𝑛𝑢 − 𝑛𝑥 and has a null space N(𝑭 ) of dimension

𝑛𝑥 . From these observations, we can equivalently say that 𝜎−1 (𝑭 ) is the 𝑟𝑭 th largest (or equivalently
𝑛𝑥 + 1 smallest) singular eigenvalue of 𝑭 . Using the Minimax principle, we can therefore write:

𝜎−1 (𝑭 ) = max
proj.Π, s.t.: rank(Π)=𝑟𝑭

min
𝑥 s.t.: ∥Π𝑥 ∥=1

𝑥⊤Π𝑭⊤𝑭Π𝑥 (98)

= max
proj.Π, s.t.: rank(Π)=𝑟𝑭

min
𝑥 s.t.: ∥Π𝑥 ∥=1

𝑥⊤ΠΠN(𝑃𝐻 )𝑳
⊤𝑳ΠN(𝑃𝐻 )Π𝑥 (99)

Now recall that ΠN(𝑃𝐻 ) is of rank 𝑟𝑭 , hence it is a feasible choice for the variable Π of the outer

optimization problem. This leads to the bound

𝜎−1 (𝑭 ) ≥ min
𝑥 s.t.: ∥ΠN(𝑃𝐻 )𝑥 ∥=1

𝑥⊤ΠN(𝑃𝐻 )𝑳
⊤𝑳ΠN(𝑃𝐻 )𝑥 (100)

≥ min
𝑧 s.t.: ∥𝑧 ∥=1

𝑧⊤𝑳⊤𝑳𝑧 = 𝜎𝑚𝑖𝑛 (𝑳) (101)

We obtain a simple, but possibly conservative, lower bound on 𝜎𝑚𝑖𝑛 (𝑳) as follows:
𝜎2
𝑚𝑖𝑛 (𝑳) = min

𝑧 s.t.: ∥𝑧 ∥=1
∥𝑳𝑧∥22 = min

𝑧 s.t.: ∥𝑧 ∥=1
∥𝑪𝑮𝑢 (𝐴, 𝐵)𝑧∥22 + ∥𝑫𝑧∥22 ≥ 𝜎2

𝑚𝑖𝑛 (𝑪𝑮𝑢 (𝐴, 𝐵)) + 𝜎2
𝑚𝑖𝑛 (𝑫)

=⇒ 𝜎𝑚𝑖𝑛 (𝑳) ≥ 𝜎𝑚𝑖𝑛 (𝑫)

Finally, this provides us with the final result: ∥𝑭 + (𝐴, 𝐵)∥2 = 𝜎−1−1 (𝑭 ) ≤ 𝜎−1𝑚𝑖𝑛 (𝑳) ≤ 𝜎−1𝑚𝑖𝑛 (𝑫) □

We obtain an upper bound for ∥𝒈∥2, as a corollary of the previous three Lemmas:
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Lemma D.8. Let (𝐴, 𝐵) be a fixed pair of 𝐻 -controllable system matrices. Let 𝒈 = 𝑳𝒖∗𝑐 , where 𝑳 and
𝒖∗𝑐 are defined as:

𝑳 :=

[
𝑪 0
0 𝑫

] [
𝑮𝑢 (𝐴, 𝐵)

𝐼

]
𝒖∗𝑐 := 𝑃+𝐻𝐴

𝐻𝑒 𝑗 = 𝑃
⊤
𝐻𝑊

−1
𝐻 𝐴𝐻𝑒 𝑗 . (102)

Then, it holds:

∥𝒈∥2 ≤
(
∥𝐶 ∥2
√
𝐻𝜎

1
2
𝑚𝑎𝑥 (𝑊 𝑢

𝐻 ) + ∥𝐷 ∥2
)
𝜎
− 12
𝑚𝑖𝑛
(𝑊 𝑢

𝐻 )𝛼𝐻

where 𝛼𝐻 := max0≤𝑘≤𝐻 ∥𝐴𝑘 ∥2
D.4.2 The final bound. With the results of the last section, we can now bound the constants Γ𝐴
and Γ𝐵 used in (Thm.D.3). Rather than writing the explicit form of the constants we shall only

analyze how they scale with system parameters. Recall Γ𝐴, Γ𝐵 are defined as

Γ𝐴 = ^𝐶𝐷Γ
′
1 + ^𝐶𝐷Γ′2∥𝐵1∥2∥𝑮𝑤 (𝐴1)∥2∥𝑮𝑤 (𝐴2)∥2

Γ𝐵 = ^𝐶𝐷Γ
′
2∥𝑮𝑤 (𝐴2)∥2,

where Γ′1, Γ
′
2 are dominated by the terms:

Γ′1 ∼ O
(
𝛼𝐻,1𝛼𝐻,2𝐻

𝑮𝑢,2


2
∥𝑃+𝐻,2∥2

)
Γ′2 ∼ O

(
∥𝒈2∥2 (∥𝑭 +1 ∥2 + ∥𝑭 +2 ∥2)∥𝑃+𝐻,1∥2∥𝑃+𝐻,2∥2 (∥𝑃𝐻,1∥2 + ∥𝑃𝐻,2∥2) (1 + ∥𝑮𝑢,1∥2)

)
Let us first revisit the collection of bounds we have derived:

i) ∥𝑮𝑢 (𝐴, 𝐵)∥2 ≤
√︁
𝐻𝜎𝑚𝑎𝑥 (𝑊 𝑢

𝐻
(𝐴, 𝐵)), ∥𝑮𝑤 (𝐴)∥2 ≤

√︁
𝐻𝜎𝑚𝑎𝑥 (𝑊 𝑤

𝐻
(𝐴))

ii) ∥𝑃𝐻 (𝐴, 𝐵)∥2 =
(
𝜎𝑚𝑎𝑥 (𝑊 𝑢

𝐻
(𝐴, 𝐵))

) 1
2 , ∥𝑃+

𝐻
(𝐴, 𝐵)∥2 =

(
𝜎𝑚𝑖𝑛 (𝑊 𝑢

𝐻
(𝐴, 𝐵))

)− 12
iii) ∥𝑭 + (𝐴, 𝐵)∥2 ≤ 𝜎−1𝑚𝑖𝑛 (𝐷)

iv) ∥𝒈∥2 ≤
(
∥𝐶 ∥2
√
𝐻𝜎

1
2
𝑚𝑎𝑥 (𝑊 𝑢

𝐻
) + ∥𝐷 ∥2

)
𝜎
− 12
𝑚𝑖𝑛
(𝑊 𝑢

𝐻
)𝛼𝐻

v) 𝛼𝐻 := max0≤𝑘≤𝐻 ∥𝐴𝑘 ∥2
vi) ^𝐶𝐷 =

max{𝜎𝑚𝑎𝑥 (𝐶),𝜎𝑚𝑎𝑥 (𝐷) }
min{𝜎𝑚𝑖𝑛 (𝐶),𝜎𝑚𝑖𝑛 (𝐷) }

Before we state the final bound, we require the following standard controllability result [25].

Lemma D.9. Let S be a compact set of matrices where each element (𝐴 ∈ R𝑛×𝑛, 𝐵 ∈ R𝑛×𝑚) ∈ S
represents a controllable linear dynamical system with equations 𝑥 (𝑡 + 1) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) +𝑤 (𝑡),
state 𝑥 (𝑡) ∈ R𝑛 , input 𝑢 (𝑡) ∈ R𝑚 and disturbance𝑤 (𝑡) ∈ R𝑛 . Then, there exists an FIR Horizon𝐻 ≤ 𝑛,
and positive scalar constants 𝜎𝑤 , 𝜎𝑤 , 𝜎𝑢 , 𝜎𝑢 such that the following statements hold:
• For any (𝐴, 𝐵) ∈ S and any initial state, Z0, there exists an input 𝑢 (0), 𝑢 (1), . . . , 𝑢 (𝐻 − 1), such
that the system trajectory 𝑥 (𝑡 + 1) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡),∀𝑡 ≤ 𝐻 − 1, 𝑥 (0) = Z0 satisfies 𝑥 (𝐻 ) = 0
at time 𝐻 .
• For any (𝐴, 𝐵) ∈ S, the matrix 𝑃𝐻 = [𝐴𝐻−1𝐵,𝐴𝐻−2𝐵, . . . , 𝐵] ∈ R𝑛×𝐻𝑚 is full column rank.
• For any (𝐴, 𝐵) ∈ S, the following FIR-SLS-constraint is feasible:
There exist Φ𝑥 [1], . . . ,Φ𝑥 [𝐻 ] ∈ R𝑛×𝑛 and Φ𝑢 [0], . . . ,Φ𝑢 [𝐻 − 1] ∈ R𝑚×𝑛 such that:

Φ𝑥 [0] = 𝐼 , ∀𝑘 = 0, ..., 𝐻 − 1 : Φ𝑥 [𝑘 + 1] = 𝐴Φ𝑥 [𝑘] + 𝐵Φ𝑢 [𝑘], and Φ𝑥 [𝐻 ] = 0

• For any (𝐴, 𝐵) ∈ S, the corresponding grammians𝑊 𝑢
𝐻
(𝐴, 𝐵) and𝑊 𝑤

𝐻
(𝐴) are positive-definite

and their singularvalues satisfy the inequalities:

𝜎𝑢 ≤ 𝜎𝑚𝑖𝑛 (𝑊 𝑢
𝐻 (𝐴, 𝐵)), 𝜎𝑚𝑎𝑥 (𝑊 𝑢

𝐻 (𝐴, 𝐵)) ≤ 𝜎
𝑢

𝜎𝑤 ≤ 𝜎𝑚𝑖𝑛 (𝑊 𝑤
𝐻 (𝐴)), 𝜎𝑚𝑎𝑥 (𝑊 𝑤

𝐻 (𝐴)) ≤ 𝜎
𝑤

Proc. ACM Meas. Anal. Comput. Syst., Vol. 7, No. 1, Article 26. Publication date: March 2023.



Online Adversarial Stabilization of Unknown Networked Systems 26:43

We can not use 𝜎
𝑢
, 𝜎𝑢 , 𝜎𝑤 , 𝜎𝑤 in Lemma D.9 in conjuncture of the bounds derived above to obtain

Γ′2 = O
(
𝛼𝐻 ^𝐶𝐷 𝐻

(
𝜎𝑢

𝜎
𝑢

) 3
2

)
Γ′1 = O

(
𝛼2
𝐻𝐻

3
2

(
𝜎𝑢

𝜎
𝑢

) 1
2

)
(103)

and finally

Γ𝐴 = O
(
𝛼2
𝐻 ^

2
𝐶𝐷 ∥𝐵1∥2 𝐻2

(
𝜎𝑢

𝜎
𝑢

) 3
2

𝜎𝑤

)
Γ𝐵 = O

(
𝛼𝐻 ^

2
𝐶𝐷 𝐻

3
2

(
𝜎𝑢

𝜎
𝑢

) 3
2

𝜎
1
2
𝑤

)
(104)

Theorem D.10. Let 𝐶, 𝐷 ≻ 0, and let S be a compact set of controllable systems with known FIR
horizon 𝐻 and constants 𝜎

𝑢
, 𝜎𝑢 , 𝜎𝑤 , 𝜎𝑤 as defined in (Lem.D.9). Then there are fixed constants Γ𝐴, Γ𝐵 ,

such that for any two pairs of system matrices (𝐴1, 𝐵1), (𝐴2, 𝐵2) ∈ S the correspondingH2 optimal
SLS-solutions of problem 𝑆 𝑗 ( 𝑗 arbitrary), denoted 𝜙

∗𝑗
1 and 𝜙∗𝑗2 , satisfy the following inquality:

∥𝜙 𝑗∗
1 − 𝜙

𝑗∗
2 ∥2 ≤ Γ𝐴∥𝐴1 −𝐴2∥𝐹 + Γ𝐵 ∥𝐵1 − 𝐵2∥𝐹 . (105)

Furthermore, Γ𝐴 and Γ𝐵 satisfy

Γ𝐴 = O
(
𝛼2
𝐻 ^

2
𝐶𝐷 𝛽 𝐻

2

(
𝜎𝑢

𝜎
𝑢

) 3
2

𝜎𝑤

)
Γ𝐵 = O

(
𝛼𝐻 ^

2
𝐶𝐷 𝐻

3
2

(
𝜎𝑢

𝜎
𝑢

) 3
2

𝜎
1
2
𝑤

)
, (106)

where 𝛽 := max
(𝐴,𝐵) ∈S

∥𝐵∥2 and ^𝐶𝐷 stands for

^𝐶𝐷 =
max{𝜎𝑚𝑎𝑥 (𝐶), 𝜎𝑚𝑎𝑥 (𝐷)}
min{𝜎𝑚𝑖𝑛 (𝐶), 𝜎𝑚𝑖𝑛 (𝐷)}

E EXTENSIONS TO NON-CONVEX PARAMETER SET SETTING
Representing model uncertainty as convex compact parameter sets is not always practical; some-

times potentially even impossible. Our approach can be readily extended to compact non-convex

parameter sets S, if those can be written as a finite union of convex sets

⋃𝑁
𝑖=1 P𝑖 . This class of

non-convex sets covers a large range of practical scenarios and the presented approach can be

extended without losing stability guarantees. We can ensure by wrapping the proposed algorithm

in a high-level routine SETSELECT, which runs the algorithm on the smaller convex sets P𝑖 until
they become entirely inconsistent:

(1) At 𝑡 = 0, we select an arbitrary convex set P𝑘0
and perform consistent model chasing with

CONSIST as before.

(2) If at some point P𝑘0
becomes entirely inconsistent, we select an arbitrary set P𝑘1

from the

remaining collection {P1, . . . ,P𝑁 } \ P𝑘0
and restart CONSIST with that set P𝑘1

. If P𝑘1
is

also entirely inconsistent, repeat that selection process.

Per definition, the above algorithm never violates consistency. Because there are finitely many

convex sets P𝑘𝑖 , the cost accrued due to restarting CONSIST scales up the total movement cost of

the convex counterpart by a fixed constant. Overall, the stability proof is not impacted.
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