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ABSTRACT

Publish-subscribe systems are a popular approach for edge-
based IoT use cases: Heterogeneous, constrained edge de-
vices can be integrated easily, with message routing logic
offloaded to edge message brokers. Message processing, how-
ever, is still done on constrained edge devices. Complex
content-based filtering, the transformation between data
representations, or message extraction place a considerable
load on these systems, and resulting superfluous message
transfers strain the network.

In this paper, we propose Lotus, adding in-transit data
processing to an edge publish-subscribe middleware in order
to offload basic message processing from edge devices to bro-
kers. Specifically, we leverage the Function-as-a-Service par-
adigm, which offers support for efficient multi-tenancy, scale-
to-zero, and real-time processing. With a proof-of-concept
prototype of Lotus, we validate its feasibility and demon-
strate how it can be used to offload sensor data transforma-
tion to the publish-subscribe messaging middleware.

1 INTRODUCTION

By bringing cloud-like compute resources closer to users
and devices, to the edge of the network, edge computing
facilitates novel application areas such as the Internet of
Things (IoT) [5, 27]. Combining edge and cloud resources
offers applications low-latency data access [17], limits net-
work strain [5], and ensures privacy compared to cloud-only
computing [11, 24].

Edge and IoT applications often rely on edge publish-
subscribe (pub/sub) middleware which offers a scalable and
convenient solution for edge-to-edge communication [14—
16, 18, 32]. Here, message routing and delivery logic are
handled not on IoT devices but rather on pub/sub brokers,
increasing ease-of-use for developers and reducing compu-
tational intensity on devices [16].
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While there are some research prototypes supporting
content-based filtering beyond topics, e.g., [19, 29-31, 33, 35],
today’s pub/sub message brokers essentially treat all mes-
sages as black boxes, leaving all data processing to the sub-
scribers. Such processing can include additional filtering and
arbitrarily complex data transformation, i.e., we currently
deliver more messages than needed [16] and then use con-
strained devices to process them.

Consider the example of a smart home in which smart
blinds subscribe to data from an outdoor temperature sensor:
When the blinds receive a sensor reading, they query data
from other sensors (e.g., brightness, indoor temperature)
as well as user preferences (e.g., temperature thresholds,
time) to decide whether to trigger an action or not. In this
example, sensor readings are delivered and processed even
if not needed (e.g., no significant change in temperature),
resulting in unnecessary network consumption and compute
cost. With multiple smart blinds, the exact same superfluous
processing is even done several times in parallel.

In this paper, we propose Lotus, a pub/sub middleware for
the edge that integrates in-transit data processing. This way,
data is still processed in real-time, on the shortest path from
sender to recipient [25] but (i) only the messages actually
needed by the subscriber are delivered, (ii) messages are de-
livered in the format that is needed by the subscriber, and
(iii) data processing is run only once per message. Essentially,
we allow edge devices to subscribe to f(x) rather than the
topic x and process events for multiple subscribers only once.
To support arbitrarily complex filtering and data transforma-
tion, we leverage the fact that Function-as-a-Service (FaaS)
can process messages in real-time, in an isolated manner, and
with efficient scalability on the edge broker [3, 4, 9, 13, 26].
Lotus increases ease-of-use for developers, because they will
receive only those data they need and in the format they



need. At the same time Lotus also increases resource effi-
ciency as it delivers less unneeded messages content with
data extraction.

To this end, we make the following contributions:

o We describe the design of Lotus, an edge pub/sub com-
munication middleware with support for in-transit
data processing (§3).

e We present a proof-of-concept prototype (§4.1) .

e We demonstrate the feasibility of Lotus in three use-
cases (§4.2).

2 BACKGROUND & RELATED WORK

We start with an outline of the concepts of pub/sub systems
(§2.1) and FaaS platforms (§2.2), with a focus on their ap-
plication in edge computing. We then give an overview of
related work (§2.3).

2.1 Edge Communication with Pub/Sub

Pub/sub is an n-to-m messaging pattern. In practice, pub/sub
is usually broker-based and topic-based. This means that
(i) participants communicate through brokers rather than
exchanging messages directly [34] and (ii) publishers publish
messages to a topic that subscribers subscribe to, receiving
the topic’s messages. Note that any physical device can act
as both publisher and subscriber to multiple topics.

Pub/sub is commonly employed in edge computing as it
provides scalable, low-latency, resilient, and scalable com-
munication between heterogeneous edge devices [14, 18, 32].
In this geo-distributed environment, low communication
latency and high scalability can be achieved through dis-
tributing the broker and limiting message dissemination
with efficient routing. GeoBroker [15, 16] uses geographic
context information on publishers and subscriptions in order
to route messages only to areas of interest. Using distributed
rendezvous points close to clients, messages are processed
with low latency.

2.2 FaaS at the Edge

FaaS$ is a cloud computing model in which cloud providers
manage and run individual functions in response to specific
events or requests [2, 21]. The abstractions of FaaS are ben-
eficial to edge computing, as its fine-grained, on-demand
resource allocation supports a more efficient use of the lim-
ited edge resources. Further, the higher level of abstraction
for developers also helps abstract from challenges of edge
computing such as geo-distribution, as the responsibility for
managing edge characteristics is shifted to the edge FaaS
platform [3, 4, 9, 13, 28].

1We make our prototype implementation available as open-source software:
https://github.com/Mhwwww/Lotus.
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A number of edge-focused Faa$ platforms have been pro-
posed, including abstractions for microcontrollers [10] and
the entire edge-fog-cloud continuum [3]. tinyFaa$ [26] is
a FaaS platform for small- and medium-sized single node
systems designed as a building block for larger platforms.
By removing the components needed to build cloud and hy-
perscale FaaS platforms such as OpenWhisk [7] and their
associated overhead, tinyFaaS can achieve a small resource
footprint and improved performance.

2.3 Related Work

There exist some preliminary approaches to integrate data
processing with edge pub/sub systems. Cili¢ et al. [8] pro-
pose an adaptive data-driven routing architecture based on
content-based pub/sub to ensure continuous data delivery
from IoT devices in the edge-to-cloud continuum. Arruda et
al. [1] use Reinforcement Learning based on a topic-based
pub/sub system to achieve efficient data distribution, espe-
cially for the restricted edge environment. Huang et al. [6]
propose a multi-tenant blockchain enhanced communication
model based on pub/sub to achieve system security at the
edge by exploiting the salient features of blockchain. Li et
al. [20] focus on structured pub/sub for Internet of Vehicles,
using boolean expressions to process data. They further con-
sider the spatial requirements of fog environments to enable
efficient indexing and matching. These approaches for data
processing for pub/sub at the edge improve performance, but
scalability, multi-tenancy, and resource efficiency constraints
are not a focus.

Incorporating the FaaS paradigm could solve these issues,
but the combination of pub/sub and FaaS has so far only
been considered in a cloud context. Nasirifard et al. integrate
pub/sub systems in IBM Bluemix, AWS Lambda and Open-
Whisk [12, 22, 23]. Their proposed systems perform topic-
based, content-based and function-based matching based
on the Faa$ paradigm. This function-based matching takes
user-defined functions and applies them to cloud publica-
tions, only the publications which can pass the function logic
will be forwarded to the subscribers. This work shows the
feasibility of applying FaaS to a pub/sub system in the cloud
and demonstrates the scalability that FaaS could bring. The
proposed function-based matching, however, leaves out the
popular topic-based matching and uses function logic only
for content-based matching.

3 LOTUS ARCHITECTURE

While the message routing logic can be offloaded to an edge
broker in pub/sub, processing of incoming messages must
still be performed on the constrained edge devices. By mov-
ing more of this processing to the edge broker, enabling
in-transit data processing in an edge pub/sub middleware,
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resource use on constrained devices can be decreased. With
Lotus, we incorporate FaaS concepts to enable efficient, scale-
to-zero, and real-time processing.

We design Lotus for four main objectives: (i) Offloading
data processing from edge devices to the broker to reduce
resource consumption, since the edge devices are usually
resource constrained, (ii) Allowing edge devices to subscribe
to f(x) rather than the topic x to use the FaaS paradigm for
system scalability, flexibility, and variability, (iii) Enabling
data extraction to achieve accurate and non-redundant mes-
saging to improve resource efficiency and reduce network
strain, and (iv) Leveraging the FaaS paradigm to simplify
development.

Based on these objectives, we present the architecture
for Lotus. We want Lotus on the edge rather than in the
cloud because the edge is closer to IoT applications to pro-
vide lower latency and less bandwidth-consuming commu-
nication. Since edge devices are located on the outermost
layer of a network and are usually geo-distributed, taking
geo-context into account results in more accurate data pro-
cessing. As the FaaS paradigm allows for the management
and execution of isolated functions in response to specific
events or requests, it brings scalability and resilience to the
system and also supports privacy as data is processed on the
edge which is closer to data sources.

We show the conceptual architecture of Lotus in Figure 1.
We extend the GeoBroker edge pub/sub middleware with
support for invoking functions on tinyFaaS for incoming
messages. Subscribers subscribe to topics through the Lotus
middleware, specifying function code that is executed for
every incoming message. Lotus provides three functional-
ities here, (i) Providing an entry point for the IoT applica-
tions to hand over subscriptions and functions, (ii) Adding a
processed subscription to GeoBroker, and (iii) Deploying or
removing client-specific functions to tinyFaaS, sending the
matching events to function, and forwarding the processed
results. Thus, Lotus extends GeoBroker by processing the
content of messages in a geo-distributed context, and tiny-
Faa$ allows users to upload arbitrary code and run it in an
isolated manner. As all components are co-deployed on the
same physical node, no additional communication latency is
incurred. Lotus Bridge republishes the function-processed
events to the new topic to which the client is now subscribed,
so subscribers receive processed events directly from Geo-
Broker. If multiple subscribers subscribe to the same topic
with the same processing function, the original event is only
processed once.

4 DEMONSTRATION

To demonstrate the feasibility of Lotus, we present a proof-of-
concept prototype (§4.1) and show its application in three use
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Figure 1: Conceptual Architecture: Lotus is an edge
pub/sub middleware that integrates GeoBroker and
tinyFaaS with Lotus Bridge to add in-transit data pro-
cessing with client-specific functions. It receives in-
coming requests, performs geo-filtered event match-
ing in GeoBroker, invokes functions and gets pro-
cessed results from tinyFaaS. Lotus Bridge republishes
the processed results to GeoBroker which ensures that
if multiple subscribers are interested in the same orig-
inal event set, the events are processed only once.

cases: content-based filtering (§4.2), message transformation
(84.2), and data extraction (§4.2).

4.1 Proof-of-Concept Implementation

As a proof-of-concept, we implement a prototype of Lotus
that supports targeted data distribution while considering
both the geographical context of clients and user-defined
functionality in terms of processing functions. This means
that subscribers will receive processed data only and only in
those cases where both geo-context checks of GeoBroker [15,
16] are passed.

We show the main functionalities of Lotus Bridge in Fig-
ure 2, the main components are the Bridge Builder and Bridge
Manager: The Bridge Manager provides an entry point for
client requests, while the Bridge Builder is responsible for
setting up the connection between GeoBroker and tinyFaaS.
Both of them were implemented in Kotlin.

4.1.1 Bridge Manager. The Bridge Manager receives client
input, which includes subscription and client-specific func-
tions, and then sends subscriptions to GeoBroker and deploys
the functions to tinyFaaS. Subscriptions and geo-fences are
used to invoke the Bridge Builder to subscribe to matching
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Figure 2: Lotus Functionalities: The Bridge Manager
is responsible for receiving incoming requests and
assigning them to GeoBroker and tinyFaaS respec-
tively. The Bridge Builder handles event interactions
between GeoBroker and tinyFaaS.

events from GeoBroker. Clients specify a function deploy-
ment package that the Bridge Builder uploads to a local tiny-
FaaS$ instance. Other operations, such as deleting functions
and getting function lists, are also supported in the same way.
Afterwards, the client will subscribe to a new topic assigned
by the Bridge Builder to wait for the function-processed
events.

4.1.2  Bridge Builder. To support the maintenance and ef-
ficiency of the prototype, we have the Bridge Builder to
establish communications between GeoBroker and tinyFaaS.
The Bridge Builder connects to GeoBroker using the GeoBro-
ker API, forwarding client subscriptions. When a message is
received on a subscription, the Bridge Builder formats the
events and sends them to the client function in tinyFaaS over
an HTTP request. If a processed event is returned, it will be
republished on GeoBroker with a new topic that the clients
have subscribed to, and clients could get the desired events
directly from GeoBroker. In this way, if several devices with
the same function satisfy the geo-constraints, which means
they are interested in the same original events, they can sub-
scribe to the same new topic to get targeted events. Thus,
the original events are only processed once for multiple sub-
scribers.

4.2 Use Case Scenarios

To demonstrate how Lotus can be used, we implement sev-
eral scenarios using our prototype. All experiments are built
in Kotlin, only deployed tinyFaaS functions are written in
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Node.js. We perform all experiments on a MacBook Pro with
an M1 processor.

Content-based Filtering. One use case for Lotus is filtering
messages not only based on their topic and location, but also
by applying rules to their content to determine which sub-
scribers they should be forwarded to. Subscribers can upload
a function that matches messages with a user-specified rule
set, e.g., a specific field needs to exceed a threshold. This way,
edge network resources and computing power on resource
constrained edge devices can be saved by only delivering
relevant messages.

To showcase this, we have implemented a scenario in
which edge sensors continuously produce weather measure-
ments, e.g., temperature and wind speed. Other edge devices
are subscribed to these measurements to show warnings
to users in case of extreme weather. Since most weather
measurements are not extreme, edge devices immediately
discard almost all incoming messages without doing any-
thing with them. This puts unnecessary load on the network
and uses sparse resources on these edge devices. With Lotus,
subscribers can upload a function that filters all incoming
weather measurements for extreme weather, and only for-
wards these. We implement this use case with 50 publishers
(100 published messages each) and 50 subscribers, which
filter out 79% of messages. This greatly reduces the load on
the network and edge devices. As shown in Figure 3, with
invoking the filtering function on Lotus, average message
delivery time is increased from 2.54ms to 8.59ms.

Message Transformation. Another use case is transforming
messages from one data format into another by applying
a transformation function. This can be useful if producers
or consumers are very resource-constrained, or if their soft-
ware is not under the control of the users. In our showcase,
producers produce a JSON list, while subscribers can only
work with lists that are in CSV format. To translate between
the two systems, a function can be uploaded to Lotus which
takes the JSON as input and returns a CSV representation.
We implement this use case with 50 publishers (100 pub-
lished messages each) and 50 subscribers. Depending on the
complexity of the data, this only adds a small amount of
additional processing delay (average 6.39ms) to every event,
as shown in Figure 3.

Data Extraction. In some cases, subscribers might only be
interested in a very small part of the whole message that
is published. Lotus allows subscribers to limit the amount
of data sent with every event by applying data extraction:
Instead of forwarding the whole message, only the relevant
parts are transmitted, decreasing network usage and com-
putational overhead on the receiving side. To showcase this,
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Figure 3: The additional processing overhead incurred by message processing on tinyFaaS$ in Lotus is in the single-
digit millisecond range. Compared to possible savings in bandwidth and edge device resources, we consider this

a viable trade-off.

we have implemented a use case where 50 publishers pub-
lish 100 JSON objects with one key that is important for 50
subscribers, and 100 additional keys that are not relevant
for the subscribers. By uploading a function that condenses
the message down to the important parts, subscribers can re-
duce their message size (in our case to just 1% of the original
message size). As shown in Figure 3, the message delivery
delay increases from an average 1.74ms in the baseline to
7.26ms with Lotus.

5 CONCLUSION & FUTURE WORK

We have presented Lotus, an edge publish/subscribe middle-
ware that adds in-transit processing and leverages the FaaS
diagram to offload processing from edge devices to brokers
in order to reduce network strain and optimize resource uti-
lization. We implemented a proof-of-concept prototype and
demonstrated it in three use cases: content-based filtering,
message transformation, and data extraction.

Here, we have shown the feasibility of incorporating the
FaaS paradigm into pub/sub systems in a single node envi-
ronment. In future work, we plan to extend the approach and
prototype for distributed deployments, basing it on DisGB
rather than the single-node GeoBroker.
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