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Fig. 1. Frame from the short motion “three” on our realistic character with different conditions modifying the motions of the hands. 

etailed hand motions play an important role in face-to-face communi- 
ation to emphasize points, describe objects, clarify concepts, or replace 
ords altogether. While shared virtual reality (VR) spaces are becoming 
ore popular, these spaces do not, in most cases, capture and display ac- 

urate hand motions. In this article, we investigate the consequences of 
uch errors in hand and finger motions on comprehension, character per- 
eption, social presence, and user comfort. We conduct three perceptual 
xperiments where participants guess words and movie titles based on mo- 
ion captured movements. We introduce errors and alterations to the hand 
ovements and apply techniques to synthesize or correct hand motions. 
e collect data from more than 1000 Amazon Mechanical Turk partici- 

ants in two large experiments, and conduct a third experiment in VR. 
s results might differ depending on the virtual character used, we inves- 

igate all effects on two virtual characters of different levels of realism. 
e furthermore investigate the effects of clip length in our experiments. 
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Amongst other results, we show that the absence of finger motion signif-
icantly reduces comprehension and negatively affects people’s perception 
of a virtual character and their social presence. Adding some hand motions,
even random ones, does attenuate some of these effects when it comes to
the perception of the virtual character or social presence, but it does not
necessarily improve comprehension. Slightly inaccurate or erroneous hand 
motions are sufficient to achieve the same level of comprehension as with
accurate hand motions. They might however still affect the viewers’ im-
pression of a character. Finally, jittering hand motions should be avoided
as they significantly decrease user comfort. 

CCS Concepts: • Computing methodologies → Animation ; Percep- 

tion • Human-centered computing → Virtual reality; 

Additional Key Words and Phrases: Communication, hand motions, ges-
tures, motion tracking, character animation, virtual humans, avatars 
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1 INTRODUCTION 

We use virtual characters to communicate in many ways: care-
fully animated as a core element when telling an engaging story
in movies and games, as embodied intelligent agents (controlled
by algorithms) such as virtual tutors, and as avatars, controlled by
people in real-time, e.g., VTubers or users of social VR applications.
In effective interpersonal communication, hand movements play a 
key role [Goldin-Meadow 1999 ; Kendon 2004 ; McNeill 2008 ]. We
use gestures to describe, emphasize, and clarify what we want to
ACM Transactions on Graphics, Vol. 42, No. 3, Article 27. Publication date: May 2023. 
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convey and even to replace words entirely. When it comes to cap- 
turing human motions or animating them, the arm and detailed 
hand motions are often treated separately for technical rea- 
sons [Wheatland et al. 2015 ]. In VR, some head mounted dis- 

plays ( HMDs ) include cameras in the headset that can track the 
hands. However, hand tracking in real-time still fails frequently 
due to the hand being outside of the camera’s field of view, occlu- 
sions, or motion blur [Ferstl et al. 2021 ]. 

Previous research has shown that small changes in finger mo- 
tions are perceptible and can change the interpretation of a sce- 
nario [Jörg et al. 2010 ] or the perceived personality of a virtual 
character [Wang et al. 2016 ]. However, the impact of errors or lack 
of accurate hand motions in a communicative setting is not known. 
What are the consequences of inaccurate or missing hand motions 
on comprehension or on the impression we get of an avatar? What 
can we do if hand motions can not be captured at all? It is important 
to understand how inaccuracies and errors in these motions might 
affect conversations, from changing the whole message to making 
a conversational partner appear to be unfriendly or untrustworthy. 

In this article, we aim at answering these questions by investi- 
gating the role of detailed hand motions when conveying content. 
We base our experiments on charades, a game which requires play- 
ers to communicate exclusively with gestures and asks viewers to 
guess specific answers. Gestures are used differently in charades 
than in typical conversations. They are made to convey content on 

purpose and include more gestures that act out objects or concepts. 
The main advantage, however, of using charades in this research 

is that they provide us with a straightforward, quantitative way to 
measure comprehension: the number of correct answers. Further 
advantages supporting this choice are the option to use charades 
as videos that can be post-processed offline, and the absence of 
speech that eliminates a confounding factor. 

While our primary goal is to investigate how detailed hand mo- 
tions affect the viewer’s ability to understand the character (com- 
prehension), for a more complete investigation we also examine 
the effect on the personality of the character, on the social presence 
of the viewer, and we ask how comfortable viewers are with the 
avatar in VR. These effects might be influenced by avatar appear- 
ance, which is why we incorporate two characters with different 
levels of realism into our study. 

Our study consists of three experiments. To explore different 
hand motion alterations, we use Amazon Mechanical Turk to 
gather large numbers of participants for our first two experiments, 
in which participants watch videos of our stimuli. We then repeat 
a small subset of the conditions in a third experiment in VR. In 

our first experiment, the Alteration Experiment , we alter the 
hand motions of a motion captured character to simulate errors or 
changes that would typically happen when creating, tracking, or 
post-processing hand motions (see Figure 1 ). This experiment asks: 
How do hand animation and avatar appearance affect the viewer’s 
ability to understand the character and the viewer’s impressions 
of the character? Can we create acceptable hand motions with- 
out any data? In our second experiment, the Intensity Exper- 

iment , we ask: Which intensities of specific alterations, namely 
Jitter, Popping, and Smooth, are acceptable? What are acceptable 
thresholds for these errors? We vary their intensity from subtle to 
extreme to observe their effects. In the third experiment, the VR 

Experiment , we verify some of our results in a virtual environ-
ment and evaluate participants’ comfort level when watching the
character in VR. 

We find that the absence of finger motion reduces comprehen-
sion and social presence. It also negatively influenced the viewer’s
perception of a virtual character. However, hand motions with
slight inaccuracies and errors, and surprisingly even with larger
errors, achieved the same levels of comprehension as accurate
hand motions, but they influenced the perception of the charac-
ter in some cases. A large jitter was seen as most negative, still
without affecting comprehension. In the absence of captured hand
motions, adding some motions, even random ones, improved the
perception of the avatar and the viewer’s social presence compared
to no motions at all, but it did not improve comprehension. These
results have important implications for the animation of engaging
virtual characters, for the creation of effective virtual agents, and
for the development of VR technologies. 

2 RELATED WORK 

This work builds up on previous research from several areas, such
as motion capture and animation, virtual reality, gestures and
communication, and the perception of virtual characters. We pro-
vide an overview of previous related research in the following
paragraphs. 

Capturing and Synthesizing Hand Motions . Capturing detailed
hand motions remains an important and difficult problem, which
is illustrated by the diversity of suggested approaches. Wheat-
land et al. [ 2015 ] provide an overview of technologies to cap-
ture detailed hand motions; Jörg et al. [ 2020 ] focus on state of
the art virtual reality methods. Approaches include marker-based
optical systems, individual and multiple cameras, and sensored
gloves [Glauser et al. 2019 ; Han et al. 2020 , 2018 ; Mueller et al.
2019 ; Wang et al. 2020 ]. Further approaches try to synthesize hand
motions or to recreate them with incomplete information [Jörg
et al. 2012 ; Schröder et al. 2015 ; Wheatland et al. 2013 ; Zhang et al.
2021 ; Zhao et al. 2013 ]. While the progress in the past years has
been impressive, it is still not possible to capture accurate hand
motions with consumer technology [Schneider et al. 2021 ]. When
using HMDs, the limits of the field of view of the camera, visual oc-
clusions, or motion blur create many hand tracking errors [Ferstl
et al. 2021 ]. We investigate the consequences of such errors. 

Perception of Hand Motions . Previous work has shown that sub-
tle changes in the timing of hand motions can be noticed and can
alter the interpretation of a character’s actions [Jörg et al. 2010 ].
While very subtle changes can be noticed, they are not noticed all
of the time: Hoyet et al. [ 2012 ] showed that the inaccuracies result-
ing from using a reduced marker set with eight markers compared
to 20 markers were only detected at a significant rate for one out
of nine different actions. Such changes are by far more subtle than
errors in consumer capture devices and the ones we use in our
experiments. Wang et al. [ 2016 ] found that hand poses and mo-
tions can convey personality. For example, spreaded fingers are
perceived as conveying extraversion and openness whereas a rest-
ing hand pose conveys high emotional stability and agreeableness.
Smith and Neff [ 2017 ] showed that it is possible to influence the
perception of the personality of a virtual character (measured with
ACM Transactions on Graphics, Vol. 42, No. 3, Article 27. Publication date: May 2023. 
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Table 1. Summary of Experiments 

Motion Nb of Valid 

Experiment Design Avatar Clip Lengths Alterations Conditions Description Participants 

1. Alteration Between Mannequin/Realistic Long/Short 8 32 Section 4 871 
2. Intensity Between Mannequin/Realistic Long/Short 10 40 Section 5 1,198 
3. VR Compare Between Realistic Short (words) Original/Static 2 Section 6 31 

VR Comfort Within Realistic 10s clips 14 14 Section 6 31 
VR Rank Within Realistic Long (movies) 8 8 Section 6 31 

Both the Alteration and Intensity experiments evaluate participants’ comprehension, perception of the character, and social presence based on video clips. VR Compare 
investigates if those concepts are perceived in the same way in a virtual environment and repeats two conditions of the Alteration experiment in VR. VR Comfort and VR Rank 
examine participants’ comfort level when watching the character in VR and establish a preference ranking for all conditions. 
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he Big Five personality model based on the traits extraversion, 
penness, emotional stability, agreeableness, and conscientious- 
ess) by editing the timing and poses of gestures. While most of 
he changes apply to the arm motions, they showed that extending 
he fingers increased extraversion and a slight disfluency—which 

ould be compared to a slight jitter or popping—reduced conscien- 
iousness, agreeableness, and emotional stability. 

Gestures, Communication, and Charades . Regardless of whether 
rrors are perceived and what personality is conveyed, hand and 
rm motions are important for communication [Goldin-Meadow 

999 ; Kendon 2004 ; McNeill 1992 , 2008 ]. As McNeill describes, 
estures orchestrate speech [McNeill 2015 ]. Gestures can, for 
xample, be used to emphasize a point or to show the size of an 

bject. Gestures can also replace words altogether, for example, 
o indicate that something is “okay” by touching the index and 
humb fingers together to form a circle. Altering such gestures 
an inadvertently misrepresent what a speaker is trying to say. 
cNeill [ 1992 ] defined several categories of gestures which 

requently accompany speech: iconic where a person acts out an 

ction or object as they describe it; metaphoric where a person 

reats an abstract concept as a physical object, for example, using a 
iving gesture to indicate generosity; beat where the hand moves 
ith the rhythm of speech; and deictic which refers to pointing 
estures. Different types of gestures occur during different types 
f speech. Iconic gestures typically accompany utterances when 

escribing concrete objects and events, for example, during 
arration when telling a story, whereas metaphoric gestures 
an often be observed when referring to the structure of speech 

Goldin-Meadow 2003 ; McNeill 1992 ]. There are also other types 
f categorizations, such as the ones by Kendon or Ekman and 
riesen [Ekman and Friesen 1969 ; Kendon 2004 ]. Independent 
f the classification used, the proportions of different types of 
estures vary immensely depending on the subject and type of a 
onversation and many other factors such as cultural background 
r age [Colletta et al. 2015 ; Goldin-Meadow 2003 ]. 
The focus of research involving gestures lies on gestures used in 

ombination with speech. McNeill [ 1992 ] also uses the word ges- 

iculation to specifically denominate speech-based gestures. The 
estures during charades are categorized as pantomime and em- 

lems on the gesture continuum. In contrast to gesticulation, pan- 
omime is made with a purpose, it is improvised, characterized by 
he absence of speech, and it does not necessarily have gesture 
hases [McNeill 2015 ; Żywiczyński et al. 2018 ]. Emblems, such as 
he “thumbs up” gesture, have a specific, socially defined mean- 
ng and shape. They are also made on purpose to communicate 

and do not require speech. We provide further details on our cha-
rades and how they differ from other types of communication in
Sections 3.1 and 7 . As the gestures when performing charades are
made on purpose to convey meaning and do not involve speech,
they are an ideal test case for this study. 

Avatar Appearance . Finally, the appearance of the character can
affect how viewers interpret its motions. For example, Hodgins
et al. [ 1998 ] found that viewers could detect differences in motions
more easily with a polygonal character than with a stick figure.
Chaminade et al. [ 2007 ] also showed that artificial and biologi-
cal motions are perceived differently depending on the character
model. McDonnell et al. [ 2012 ] found that realistic avatars were
more unpleasant than stylistic avatars when they moved unnatu-
rally and Baylor [ 2011 ] showed that the appearance of a virtual tu-
tor influences the motivation of the learner. It has also been shown
that the presence and appearance of avatars has an effect on peo-
ple’s perceptions in virtual reality settings. The use of avatars has
been shown to increase social presence in VR [Aseeri and Inter-
rante 2021 ; Smith and Neff 2018 ]. Kilteni et al. [ 2013 ] demonstrated
that people’s drumming skills improved when they were given a
dark-skinned self-avatar in VR. Further research has shown that
the appearance of virtual hands influences the perceived owner-
ship in VR [Argelaguet et al. 2016 ; Lin and Jörg 2016 ]. To investi-
gate the influence of the virtual character’s appearance, we create
two virtual characters with different levels of realism for our ex-
periments: a simple mannequin and a more realistic character. 

In summary, hand motions are an essential aspect of body lan-
guage during communication, contributing to comprehension and 
influencing the perception of the character. Subtle errors in hand
motions have been shown to matter in some cases. In this work, we
investigate the effect of such errors in hand motions when we com-
municate. Our results are important to help us understand how we
can successfully convey the information and personality we aim at
conveying with virtual characters. 

3 ST UDY O VERVIEW 

Our study consists of three experiments: Alteration, Intensity, and
VR (see Table 1 ). In our experiments, among other questions, par-
ticipants are asked to guess acted movie titles or words displayed
on a virtual character, in a similar way to the game “charades”
where players pantomime words or phrases. 

For both the Alteration and Intensity experiments, our indepen-
dent variables are the Motion Condition (Motion Alteration or Mo-
tion Intensity), Avatar, and Clip Length. Our dependent variables
are the participants’ comprehension, perception of character, and 
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social presence. Both experiments use a between-group design so 
that no participant would be asked to guess the same movie or 
word more than once. Therefore, each participant viewed a series 
of clips with consistent motion condition, avatar, and clip length. 
For both experiments, participants were recruited online through 

Amazon Mechanical Turk. 
The VR experiment was conducted in-person at Clemson Uni- 

versity and consists of three parts: VR Compare, VR Comfort, and 
VR Rank. VR Compare repeats the Alteration Experiment with 

a small subset of conditions. VR Comfort and VR Rank evaluate 
whether the hand motions influence how comfortable participants 
feel while watching the character: VR Comfort asks participants 
for comfort ratings and VR Rank asks them to rank motion con- 
ditions based on comfort in direct comparison. The independent 
variable in all three parts is the Motion Condition. The dependent 
variables of the first part are the same as in the Alteration and 
Intensity Experiments; in the second and third part they are the 
participants’ comfort and ranking. 

Our hypotheses are as follows: 

—H1, Comprehension: Missing or inaccurate hand motion 

data reduces participants’ comprehension of a character. 
Complete absence of motion data reduces it further. 

—H2, Perception of Character: Missing or inaccurate hand 
motions and character appearance will affect the perception 

of a character. 
—H3, Social Presence: Missing or inaccurate hand motions 

or a less realistic character will reduce social presence. 
—H4, Comfort: Missing or inaccurate hand motions will 

make people feel less comfortable. 

3.1 Stimuli Creation 

We captured a set of charades using an 18-camera Vicon optical 
motion capture system specifically set up to accurately capture the 
detailed hand motions of a standing performer. An actor wore 60 
optical markers on his body and 24 markers on each hand. We 
then asked him to pantomime several movie titles. The actor was 
told that the virtual character’s face would not be animated and 
that any facial expressions would be lost, so that he focused on 

his body motions when performing the charades. After verifying 
which movies could be guessed well based on videos of the cap- 
ture, we labeled the markers of six movies and computed the skele- 
tons for the body and each hand separately for highest possible ac- 
curacy. This process produced three separate joint skeletons—one 
each for the body, left hand, and right hand—which were aligned 
using aim and point constraints and combined by reparenting each 

hand to the body’s elbow joint. This approach ensured that the cap- 
tured hand motions were not modified in any way and stayed as 
accurate as possible. We furthermore configured our virtual char- 
acters to match the captured skeleton rather than using retarget- 
ing, which can generate slight inaccuracies. 

We use two character models to display the motions: a man- 
nequin and a realistic avatar (see Figure 2 ). The realistic avatar 
wears an HMD to hide the non-animated face, so that the lack 
of facial animation does not distract viewers’ attention from body 
language, and to equalize conveyed information between the two 
avatars as facial animation would otherwise be a confounding fac- 
tor (which would invalidate any conclusion on the influence of the 

Fig. 2. The two avatars used in our experiments: a stylized wooden man-

nequin (left) and a realistic character wearing an HMD (right). 

avatar). We experimented with several different face-hiding op-
tions to find one that would be as natural and inconspicuous as
possible, including blurring, using a black rectangle, and hiding
the face with various objects. The HMD was chosen as it was the
most unobtrusive to our pilot participants and did not seem to di-
vert people’s attention from the task. 

With this procedure we created six long motions (movies) and
15 short motions (words), which are subsets of the long motions.
The long motions last between 28 and 80 seconds (mean: 39.1 s) and
represent the movies Back to the Future, Eat Pray Love, The King’s
Speech, The Lion King, The Pianist, and The Three Musketeers.
Each charade starts with several emblems. Five of our charade mo-
tions start with the emblem for movie (right fist describes vertical
circles close to the head as if operating an antique video camera
while one looks through the left hand that is shaped like a cylin-
der to represent the lens) and one charade starts with the sign for
book (flat hands are opened similar to the pages of a book). Then
the number of words is indicated by showing the corresponding
number of fingers. Further signs can be used to clarify which word
is being pantomimed (first, second, third, fourth) and which sylla-
ble of a word is being described. The short motions are between
1 and 17 seconds long (mean: 6.6 s) and include individual words
from the movie titles such as Eat, Lion, or Three. We include thir-
teen short motions in our analysis; the motions “four” and “two”
were included as attention checks. The long motions give partic-
ipants more time to notice errors and form an impression of the
avatar. The short clips give participants less redundancy to guess
the meaning of the motions and allow us to get insights on how
the motion alterations might affect individual gestures and on how
quickly participants might form an impression of the avatar. 

We implemented each motion condition as a filter over the origi-
nal motion in Unity. Finally, for each condition, we exported videos
from Unity using the RockVR Video Capture Unity plugin and
trimmed them with FFmpeg. The videos had no sound. 

3.2 Measurements 

Our goal is to measure the effect of changes in hand motions on
people’s comprehension, their perception of the virtual character,
ACM Transactions on Graphics, Vol. 42, No. 3, Article 27. Publication date: May 2023. 
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heir social presence, and their comfort level. The full question- 
aire can be seen in the Appendix, Table 4. 
Motion comprehension is based on how well participants 

uessed the movie titles or words. Their answers were rated by 
wo researchers on a scale of 0 - incorrect, 0.5 - partially correct, or 
 - correct. A third researcher solved any discrepancies. Guidelines 
or rating were established beforehand. If participants guessed a 
ariation of the correct short word, we labeled their response as 
orrect (e.g., “eat” and “eating,” “pray” and “praying”). If they wrote 
own an answer with similar meaning to the correct one for the 
hort motions or if they guessed parts of the long movie title, we 
abeled their response as partially correct (e.g, any words in “Eat, 
ray, Love”). Answers that seemed straight forward based on the 
nimations were also judged as correct (e.g., “monster” for “lion” or 
shotgun” for “rifle” for the short clips, movies about famous com- 
osers for “The Pianist”). We averaged participants’ scores into 
 final motion comprehension score between 0 and 1. In the Al- 
eration and Intensity experiments, the averages ranged from 0 
o 1, with a mean of 0.55. Out of 11,882 answers given, 654 had 
iscrepancies between the two initial researchers (5.5%). Inter- 
ater reliability was very high with an unweighted Cohen’s κ of 
.90. 

Our perceived comprehension measure is the mean of two 7pt- 
ikert scale questions that asked participants to judge how well 
hey thought they understood the virtual character. These ques- 
ions were adapted from Biocca et al.’s Networked Minds Measure 
f Social Presence Questionnaire [Biocca et al. 2001 ]. 
To evaluate the perception of the virtual character, we use 
cDonnell et al.’s Perception of Virtual Character question- 

aire [McDonnell et al. 2012 ] as well as the Ten Item Personality 

nventory ( TIPI ) [Gosling et al. 2003 ]. The TIPI questionnaire in- 
ludes two measures for each of five personality traits; one ques- 
ion measures the personality trait positively, the other negatively. 
he questionnaire is based on the Big Five model of personality 

hat has been common in psychology since the 1990s [Costa and 
cCrae 1992 ]. It measures extraversion, agreeableness, conscien- 

iousness, emotional stability (reversed neuroticism), and open- 
ess to experience. For analysis we follow the procedure set by 
osling et al. and flip the negative measure, then take the average 
f the two values as the final measure for each personality trait. 
Social presence was evaluated based on the questions by Nowak 

nd Biocca [ 2003 ]. Our social presence measure is the mean of the 
ve social presence questions. Finally, in VR Comfort, we asked 
articipants to rate how comfortable they would feel interacting 
ith this character for an extended period of time. In VR Rank, we 

sked them to rank how comfortable they would feel interacting 
ith each character from most comfortable (1) to least (8). 
The exact wording of all questions can be seen in Table 4 of the 

ppendix. 

 EXPERIMENT 1: ALTERATION EXPERIMENT 

he Alteration Experiment examines the role of hand animation 

ccuracy and character appearance on participants’ comprehen- 
ion, perception of the character, and social presence. A between- 
roup design was used, where each participant saw either 15 short 
lips or six long motions on one avatar (out of two) with one 

motion alteration (out of eight), leading to a total of 32 different
conditions: 8 (Motion Alteration) × 2 (Avatar) × 2 (Clip Length). 

4.1 Motion Alterations 

Our baseline motions are the original, unmodified motion captured
data (Original) and the complete lack of hand motion (Static). Ad-
ditionally, we created six motion alterations based on typical er-
rors in the motion capture process or on methods to synthesize or
post-process motion data. Based on our results, we realized that
our alterations can be grouped into three categories: Full motion
data displays the fully accurate motion data, Partial motion data
represents data that has been altered from the captured data, and
No motion data includes conditions where no information on the
hand motions is used and hand motions are either lacking or syn-
thesized from scratch. In the following, we summarize and detail
the eight motion conditions. 

• Full Motion Data 
—Original: unmodified motion captured data 

• Partial Motion Data 
—Reduced: simplified motion capture 
—Jitter: random noise 
—Popping: periodic freezes 
—Smooth: moving average 

• No Motion Data 
—Passive: passive hand motion 

—Random: unrelated motion capture data 
—Static: no movement 

Original. Original corresponds to the detailed, unaltered mo- 
tion captured motion. These motions were recorded with a high-
fidelity motion capture system and manually post-processed. This 
quality can typically not be achieved with real-time, consumer
level equipment (yet). It is our most accurate motion. 

Reduced. The reduced condition simulates a reduced marker 
set from Hoyet et al. [ 2012 ], assuming only six markers, two each
on the thumb, index, and pinky fingers. We use the markers to
get the fingertip positions for the index, pinky, and thumb. The
fingertip positions for the middle and ring fingers are computed
using linear interpolation. Based on the fingertip positions, we
compute rotations for the finger joints using inverse kinematics.
This type of motion happens when a hand tracking system is
used that only records the fingertip positions [Advanced Realtime
Tracking 2022 ]. 

Jitter. Jitter induces random rotation movement (jitter) along 
the primary rotational axes of the wrist, fingers, and thumb. This
condition simulates the effects of noise from sensors, which can
cause jumpiness and small fluctuations in the animation. For each
frame, we compute a small random rotation perturbation by sam-
pling an angle θ from a normal distribution: θ ∼ N (0 , σ ). J. Segen
and S. Kumar [ 1998 ] examined the ranges of jitter in hand track-
ing and proposed that a typical jitter in orientation are less than
2 degrees, which also corresponds to our experience. We stay con-
sistent with this result when setting the variance σ to 0.667 to cre-
ate jitter. With this setting, the angle θ stays within −2 and 2 in
99.7% of cases. We also stay within the range used by Toothman
and Neff [ 2019 ] who add jitter to whole body motions to evaluate
A
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α

the impact of avatar tracking errors in virtual reality. They apply 
a rotational jitter between 0 and 0.5 degrees, then between 0 and 
1 degree, and finally between 0 and 6 degrees. Jitter is also encoun- 
tered in current consumer equipment and can increase in low light 
conditions [Oculus VR 2021 ]. 

Popping. The popping condition periodically freezes the joints 
of the wrist, fingers, and thumb and then pops them back to their 
current rotations. It simulates the effects of abrupt transitions in 

the motion such as those caused by temporary occlusions or loss of 
tracking. This type of error is common with head-mounted inside- 
out hand-tracking technologies when the hands leave the tracking 
space [Ferstl et al. 2021 ]. We induce popping with a freeze dura- 
tion of 0.8 seconds at intervals between 7 and 9 seconds to prevent 
the popping from looking too regular. Pops are more visible if the 
hands are moving a lot. We ensured each clip had at least one pop. 

Smooth. Most systems perform smoothing to counteract jitter 
from sensors. We implement this condition by applying an expo- 
nentially weighted average on the original animation curves of the 
wrist, fingers, and thumb, sampled at 30 frames per second. This 
smoothing technique blends the incoming frame f orig with the 
previous computed frame f t−1 such that f t = f orig α + f t−1 (1 −

). Choosing a lower α weights the previous values over the new 

value, which produces a smoother curve at the expense of loss of 
detail. We set α to 0.2 to simulate a slight, not too obvious smooth- 
ing that would also be used in practice in such applications. 

Passive. The Passive condition uses the method developed by 
Neff and Seidel [ 2006 ] to implement digits that move solely under 
the effect of gravity. The result is a hand that seems uncontrolled 
and lax. The authors provide the results of simulation in a table, 
driven by wrist orientation, which we implement directly. The mo- 
tivation for including this condition is that in cases where no in- 
formation on the finger and thumb motion is available, it might 
look more realistic to add some motion than to have none at all. 

Random. Based on the same motivation as the Passive condi- 
tion (some hand motion might be preferred to none), Random adds 
captured hand motions that might not fit the body motions: for 
each charade, we applied the hand motion from the next charade 
(order is alphabetical by title), starting at the middle of the cha- 
rade to avoid similar beginnings. This technique creates somewhat 
random hand motions within the same style. The short clips were 
extracted from the resulting long motions. 

Static. The hand does not move. We set the wrist, fingers, and 
the thumb to a relaxed pose to make the effect more subtle. This 
condition occurs when an avatar’s hands are shown but there is no 
detailed hand tracking, for example when using simple controllers. 

4.2 Method 

4.2.1 Participants. For the Alteration and Intensity experi- 
ments combined (they were run together), we recruited 1,940 on- 
line participants using Amazon Mechanical Turk. A technical fail- 
ure resulted in the loss of the motion comprehension data for 840 
participants but preserved all other data. Participants found our 
experiment listed as a HIT (Human Intelligence Task) on the Me- 
chanical Turk portal. We restricted participants to those who had 
an approval rate of over 95%, were located in the United States, and 
had not previously taken any other questionnaires distributed as 

part of the same project. Participants were compensated with $1
for a task that took about 10 minutes. 

4.2.2 Cleaning Data. Research suggests that recruiting partic-
ipants from Mechanical Turk does not lead to a significant degra-
dation in data quality [Bartneck et al. 2015 ; Sprouse 2011 ] as long
as some quality assurance is performed on the responses. Text re-
sponses were checked manually. Across both the Alteration and
Intensity experiments, we excluded 39 participants due to non-
sense written answers or errors playing back the video. An addi-
tional 36 participants were omitted due to non-consent or missing
data. Ultimately, 1,865 (96.13%) online participants remained for
further processing. 

To ensure the quality of the survey responses, we computed
Pearson correlation coefficients for each grouping of questions as
they were shown to participants: two for the TIPI measure, one
for McDonnell et al.’s questions on the perception of the char-
acter, and one for the questions on social presence. Participants
whose answers greatly differed from the mean in a grouping com-
pared with others in their same condition (same motion condition,
same avatar, and same clip length, 19.3 participants on average)
were flagged. Those with three flags or more were omitted from
the analysis (resulting in 265 being omitted), leaving 1,600 (82.47%
of 1940 recruited) participants total for analysis. Similar quality as-
surance techniques have been used in various crowd-sourced stud-
ies [Smith and Neff 2017 ; Sprouse 2011 ] with the assumption that
not too many responses from an individual should deviate greatly
compared to the other responses in that condition. We followed
Smith and Neff’s [ 2017 ] example and, after extensive testing, used
the same small threshold of 0.15 in order to preserve as many re-
sponses as possible. Spot checks revealed that this method cor-
rectly excluded participants whose ratings did not seem thought
through, e.g., when the same rating was given to every question,
or who did not answer our attention check motions correctly. 

Out of the 1,600 participants (927 of which had motion compre-
hension data), a total of 871 participants (505 with full data) were
analyzed as part of the Alteration experiment, and 1,198 partic-
ipants (685 with full data) were analyzed as part of the Intensity
experiment. There was an overlap of 469 participants (263 with full
data) because the conditions Original, Jitter(Low), Popping(Low),
and Smooth(Low) were considered in both experiments. The Alter-
ation experiment had an average of 27.2 participants for each com-
bination of conditions, 108.9 participants per motion alteration,
and 425.5 per clip length and avatar. 

4.2.3 Procedure. Participants were directed to a Qualtrics sur-
vey. Participants started by signing a consent form and provid-
ing demographic information. Participants watching the long clips
were introduced to the rules of charades and told that they would
be asked to guess a movie title. They were then asked to select the
movies they were familiar with from a selection of 45 movie covers
that included the titles for the charades used in the experiment. We
had planned to use this information to eliminate participants that
were not familiar with the movies they had to guess, but found
that many participants were able to guess the movie titles even if
they were not familiar with the actual movies. We therefore did
not use this information. Participants who watched the short clips
were told that they would be asked to guess a noun or verb. 
ACM Transactions on Graphics, Vol. 42, No. 3, Article 27. Publication date: May 2023. 
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Fig. 3. Alteration Experiment. Main effects of Motion Alteration for 

Motion Comprehension and Perceived Comprehension: For both mea- 

sures the No Motion Data conditions (Passive, Random, and Static) per- 

formed significantly worse than the Partial Data (Reduced, Jitter, Popping, 

Smoothing) and Full Data (Original) conditions with the exception that the 

difference between the Reduced and Passive motion alterations is not sig- 

nificant ( �) for Perceived Comprehension. Motion Comprehension values 

range from 0 to 1 and Perceived Comprehension is visualized in the graph 

as between −3 and 3 (no numbers were shown on the actual Likert scales). 

Error bars represent the standard error of the mean in all graphs. *** indi- 

cates a p-value of less than 0.001, ** a p-value <0.01, and * a p-value <0.05. 

If multiple conditions are grouped, the lowest p-value is used. These sym- 

bols are consistent throughout the article. 
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Fig. 4. Alteration Experiment. Main effects of Avatar for Motion Compre- 

hension and Perceived Comprehension (left). Participants correctly under- 

stood the Realistic avatar significantly more often than the Mannequin. 

Main effects of Clip Length for both Motion Comprehension and Perceived 

Comprehension (right). The Long movies were and seemed significantly 

more difficult to comprehend than the Short words. 
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For both clip lengths, participants watched the sequence of ani- 
ation clips in randomized order and typed in their responses. Par- 

icipants could only watch each clip once. After the video section, 
articipants answered questions about their perceived comprehen- 
ion, perception of the character, and social presence. The last 
uestion was open-ended and asked for comments and feedback. 

.3 Results and Discussion 

f not otherwise mentioned, results were analyzed with an 8 × 2 ×
 repeated measures ANOVA with between-subjects factors Mo- 
ion Alteration (8), Avatar, and Clip Length. As typical tests for 
ormality do not provide reliable answers for large datasets, we 

nspected the distribution of the answers in the histograms. As the 
umber of analyses run was large, p-values were adjusted for Type 
 error using False Discovery Rate ( FDR ) control over all values 
rom the 15 measures [Benjamini and Hochberg 1995 ]. If signifi- 
ance was found post-hoc testing used Tukey HSD comparisons. 
nly significant results are reported. Statistics for the Alteration 

xperiment are provided in Table 1 of the Appendix. We follow the 
rder in Table 1 when presenting and discussing our results, start- 
ng with main effects of Motion Alteration, Avatar, and Clip Length 

ollowed by any interaction effects for each examined concept. 

Comprehension . Our analysis revealed a main effect of Motion 

lteration for Motion Comprehension and Perceived Comprehen- 
ion; the No Motion Data conditions performed significantly worse 
han the Partial and Full Motion Data conditions, with the excep- 
ion of a non-significant difference between Passive and Reduced 
or Perceived Comprehension, see Figure 3 . 

These results support part of H1, that the complete ab- 

ence of motion data reduces comprehension . This effect 
ould not be diminished by adding synthesized motions as in the 
andom and Passive conditions. However, the first part of H1 

as not supported, as errors or reduced information , at least 
p to the levels we tested, did not affect comprehension in our 

This result could be due to the fact that the shading of the
hands lead to slightly less contrast for the Mannequin, or due to
increased familiarity with the Realistic avatar. This result does
show how important the design of the avatar is when accurate
comprehension is key. 

Furthermore, we found main effects of Clip Length for both
Motion Comprehension and Perceived Comprehension, as the 
Long movies received lower ratings than the Short clips for both
comprehension measures. The better results for the Short clips
could be due to the fact that they were taken from the most
comprehensible segments of the Long movies or maybe guessing
words is an easier task then guessing movies. For the Long movies,
participants might have guessed parts of the answer correctly but
did not manage to infer the correct movie, which may have con-
tributed to the lower comprehension scores. 

Finally, there was a significant interaction effect between Mo-
tion Alteration and Clip Length for Perceived Comprehension, see
Figure 5 . The effect occurs because for the Full and Partial Motion
Data conditions, the Long and Short clips are perceived to be simi-
larly comprehensible, whereas for the No Motion Data conditions
the Long movies were perceived to be less comprehensible than the
Short clips. Interestingly, this interaction effect is not present when
it comes to actual Motion Comprehension. This result may imply
that the user had enough time when viewing the Long clips to re-
alize that not everything could be understood, leading to a lower
perceived comprehension. Or this difference could be attributed to
the differences in tasks and a different perception of task difficulty.
One conclusion could be that to achieve a high level of perceived
comprehension, accurately tracked hand motions are more impor- 
tant in longer interactions. 

Perception of Character . Main effects of Motion Alteration were
present for nine of the twelve Perception of Character measures,
see Figure 6 . Agreeableness, Extraversion, and Emotional Stability
were the exceptions. For each measure, some of the No Motion
A

xperiment. The hand motion data in our Partial Data conditions 
as sufficient to understand the meaning of our clips as correctly 

s when the accurate hand motion was depicted. 
We also found the main effects of Avatar for Motion Compre- 

ension and Perceived Comprehension. As shown in Figure 4 , 
articipants were on average able to guess more words or movies 
ith the Realistic avatar than with the Mannequin. Despite 

fforts to keep the avatars as similar as possible, including their 
egrees of freedom and primary colors, participants were not 
ble to understand the Mannequin as well as the Realistic avatar. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CM Transactions on Graphics, Vol. 42, No. 3, Article 27. Publication date: May 2023. 



27:8 • A. Adkins et al. 

Fig. 5. Alteration Experiment. Interaction effect of Motion Alteration and 

Clip Length for Perceived Comprehension (bottom): The No Data alter- 

ations (Passive, Random, Static) as Long motions were rated significantly 

lower than many other conditions. The graphs for Motion Comprehension 

are shown at the top for comparison, but there is no interaction effect. 

Fig. 6. Alteration Experiment. Main effects of Motion Alteration for ques- 

tions on the perception of the character: Some of the No Motion Data 

conditions were rated significantly more negatively than the Full or Par- 

tial Data conditions in many cases, with the Static condition rated worst 

most often. Questions were asked on a 7-pt Likert scale, and are repre- 

sented here on a −3 to 3 scale. 
Data conditions were rated as significantly worse than some of the 
Full or Partial Data conditions. In most cases the Static condition 

received the least positive results. The only additional significant 
differences affect the Naturalness measure: the Jitter condition was 
rated as significantly less natural than the Original condition and 
Random was perceived as significantly more natural than Static. 
The detailed significant differences for each measure are listed in 

Table 1 in the Appendix. 
To quantify these results, we counted how often each condition 

received a significantly higher value (+1) or a significantly lower 
value ( −1) than any other condition for all measures related to the 
perception of the character. We found the following results: Orig- 
inal 12, Reduced 7, Jitter 3, Popping 5, Smooth 13, Passive -5, Ran- 
dom -9, Static -26, confirming our observations. According to these 
sums, the conditions can be divided into four groups: Original and 
Smooth were rated most favorably followed by Reduced, Jitter, and 

ism, Appeal, Familiarity, and Openness to Experience. The Long
movies were rated worse than the Short words in all cases. This
result is in line with our results for Motion Comprehension and
Perceived Comprehension, where longer movies also performed
worse. 

These results indicate that negative effects are more noticeable
when the motions are seen for longer times. Viewers might have
more time to notice errors and imperfections. Finally, we found in-
teraction effects between Avatar and Clip Length for several mea-
sures related to the perception of the character measures: Natural-
ness, Realism, Appeal, Familiarity, and Trustworthiness (Figure 7 ).
In most cases, the Long movie clips with the Mannequin were rated
significantly worse than all other conditions (see Appendix Table 1
for details). 

Social Presence . We found a main effect of Motion Alteration
for Social Presence. Participants who watched the Static condition
ACM Transactions on Graphics, Vol. 42, No. 3, Article 27. Publication date: May 2023. 
Popping. The next group consists of Passive and Random, seen as 
less positive than the Reduced, Jitter, and Popping conditions. Fi- 
nally, in the Static condition the character was perceived least fa- 
vorably by far. 

These results strongly support the first part of H2, that 

changes to the hand motions will affect the participants’ 

perception of the character . The significant effects are nearly 
all based on the No Motion Data conditions being rated less 
favorably. These results imply that hand motions are important 
when it comes to a positive impression of a virtual character. Sur- 
prisingly, the Partial Motion Data conditions did not significantly 
change participants’ perception of the character when compared 
to the Full Motion Data condition, meaning that errors in hand 

tracking did not significantly affect how people perceive a 

virtual character at least up to the levels of error we tested in 

this first experiment. One exception is Jitter, but even Jitter only 
reduced the perceived Naturalness of the character, not other 
measures such as Familiarity. 

A closer look at our results reveals further insights: 

—When some type of hand motion is added (Passive and Ran- 
dom conditions), our virtual characters less often receive 
lower ratings than without any hand motion (Static). While 
these conditions still perform significantly worse than se- 
lected Full Motion Data or Partial Motion Data conditions 
for some measures, adding some motion and having correct 
wrist motions seems to be advantageous. 

—While there were no significant differences between the Par- 
tial and the Full Motion Data conditions (except for the nat- 
uralness of Jitter), the Original and Smooth conditions were 
more often significantly different from the No Motion Data 
conditions than the other Partial Data conditions, so Origi- 
nal and Smooth were rated most positively overall. 

Significant main effects of Avatar were found for Realism, 
Appeal, Familiarity, Assuredness, and Agreeableness. In all cases, 
the Mannequin avatar was ranked significantly lower than the Re- 
alistic avatar. These results strongly support the second part of 

H2, that changes to character appearance will affect the par- 

ticipants’ perception of the character . It furthermore shows 
that the design of an avatar is a crucial element of any application 

where interaction with a virtual character is important. 
Main effects of Clip Length were present for Naturalness, Real- 
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Fig. 7. Alteration Experiment. Interaction effects of Avatar and Clip 

Length for the questions related to the Perception of the Character were 

mostly due to the low ratings when the Mannequin was seen in the Long 

movies. 

Fig. 8. Alteration Experiment. Main effects of Motion Alteration and 

Avatar for Social presence. Social presence responses were asked on a 9-pt 

Likert scale, and are represented here on a −4 to 4 scale. 
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ound that Social Presence was significantly lower than partici- 
ants who watched any of the Full and Partial data conditions with 

he exception of Reduced, see Figure 8 , left. Furthermore, there was 
 main effect of Avatar, with the Realistic avatar leading to signif- 
cantly higher ratings than the Mannequin (Figure 8 , right). 

These results support H3, that less natural hand motions 

r a less realistic character will reduce social presence , as the 
tatic condition and the Mannequin both had that effect. The other 
o Motion Data conditions, Passive and Random, did reduce the 
erceived social presence on average, but considerably less and 
ithout reaching significance, implying that some motion, even 

f partly incorrect, is still better than none. It is unclear why the 
ifference between Reduced and Static was not significant, maybe 
he decrease in detail did impact social presence for the Reduced 
ondition. Based on these results, we also recommend using a more 
ealistic avatar when high social presence is desired. 

 EXPERIMENT 2: INTENSITY EXPERIMENT 

n our first experiment, we found that our Partial Motion condi- 
ions did not lead to many differences compared to our Original 
ondition. They did not reduce Motion Comprehension or Per- 
eived Comprehension at all. However, if the intensities of these 
rrors are increased, at some point we expect them to influence 
omprehension as there is no meaningful data left. For example, 
moothing a motion to an extreme point would result in a static, 
veraged hand pose, which corresponds to our Static condition. In- 
reasing the intensity of Popping to an extreme level would result 
n one or a few random poses being held for a long time, and ex- 
ggerating the Jitter condition would result in an erratic, random- 
ype motion. The levels of errors we added were very reasonable. 
herefore, in our second experiment, we test higher levels of errors 
ith the goal of finding thresholds up to which the errors would 
e acceptable. 

5.2 Method 

The Alteration and Intensity experiments were run in parallel on
Mechanical Turk. The procedure in both experiments was identi-
cal as was the process to clean the data, described in Section 4.2.2 .
After post-processing, the Intensity experiment had 1,198 partic- 
ipants, 685 had Motion Comprehension data. On average there
were 30.0 people in each combination of conditions, 119.8 per mo-
tion intensity, and 599 per clip length and avatar. 

5.3 Results 

We perform the analysis of our second experiment in a similar way
to our first experiment: For each of the three alterations that we
varied in intensity (Jitter, Popping, and Smooth), we ran a three-
way 4 ×2 ×2 ANOVA with the between-subjects factors Motion In-
tensity (4; Original and Low, Med, High Intensities), Clip Length
(2), and Avatar (2). P-values were adjusted for Type I error using
FDR control; FDR was run over the p-values of the 15 measures
for each intensity. If significant main or interaction effects were
found, a post-hoc Tukey HSD revealed the detailed significant dif-
ferences between conditions. Detailed results are listed in Table 2
of the Appendix. 

Comprehension . There were no significant differences of Motion
Intensity for Motion Comprehension or Perceived Comprehension 

for Jitter, Popping, or Smooth, see Figure 10 . 
This result comes as a surprise. When the changes to the origi-

nal data become larger, one can see less and less of the original in-
formation. We expected comprehension measures to decrease as a
result. We did not find this effect in our collected data. We conclude
that relatively large errors can be applied before comprehension is
affected in a significant way (at least in the way we measure it),
which is good news for developers in that area. We can again not

support the first part of H1, that partially missing or inexact
A

.1 Motion Conditions 

he Intensity experiment uses the same design as the Alteration 

xperiment, but changes the levels of intensity of specific motion 

lterations. We include the Original condition into our analysis 
s a baseline. This experiment tests three different intensities 
low, medium, and high) for each of the motion alterations 
itter, Popping, and Smooth, see Figure 9 . The low intensities are 
dentical to the motion alterations from the Alteration experiment 
e.g., PoppingLow in the Intensity experiment is Popping in the 
lteration experiment). Medium intensity doubles the parameters 
nd high intensity quadruples them. The Jitter alteration samples 
 normal distribution to obtain an offset to apply to the original 
otation. This distribution has variance of 0.667 degrees for low, 
.32 for medium, and 2.67 for high. To increase the intensity for 
opping, we decrease the time between the pops from 7–9 seconds 
low), to 3–5 seconds (medium), and 1–3 seconds (high). Note 
hat for our Short word dataset, we could not test all intensities 
f popping as some of the clips were too short. We ensured each 

lip had at least one pop. The Smooth alteration is implemented 
sing an exponential moving average. To increase the intensity, 
e decrease the parameter α we use for blending. We use values 
f 0.2 for low smoothing, 0.1 for medium smoothing, and 0.05 for 
igh smoothing. 
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Fig. 9. Intensity Experiment. Example of JitterHigh, PoppingHigh, and SmoothHigh conditions against the Original condition curve for the first joint of the 

left hand index finger in the motion The Pianist . 

Fig. 10. Intensity Experiment. Contrary to what we expected, there were 

no significant differences of Motion Intensity for Motion Comprehension 

or Perceived Comprehension for Jitter, Popping, or Smooth even higher 

intensities. 

 

hand motion data reduces participants’ comprehension of a 
character. 

We found main effects of Clip Length for Motion Comprehen- 
sion for all three types of errors. The Short words were guessed 
correctly more often than the Long movies, which is in line with 

our results in the Alteration experiment. A main effect of Clip 
Length for Perceived Comprehension could not be confirmed in 

the Intensity experiment. 
For Popping there was a main effect of Avatar for Perceived 

Comprehension; the Realistic avatar was perceived to be easier 
to understand than the Mannequin. This result supports our find- 
ings from the first experiment. There were no significant effects of 
Avatar for Motion Comprehension or for Perceived Comprehen- 
sion for Jitter or Smooth; however, the Mannequin led to lower 
scores on average in all five cases as well, suggesting a consistent 
trend. 

Perception of Character . We found main effects of Motion Inten- 
sity for several measures related to the perception of the charac- 
ter for Jitter, see Figure 11 , namely Naturalness, Realism, Appeal, 
Assuredness, Conscientiousness, and Emotional Stability. In each 

case, JitterHigh was ranked as significantly worse than Original. 
For Naturalness, Assuredness, and Emotional Stability, the differ- 
ences between JitterMedium and Original reached significance. Jit- 
terLow was only rated significantly worse than Original for Nat- 
uralness. Further details can be found in the Appendix in Table 2. 
The impact of jitter on personality is in line with results from Wang 
et al. [ 2016 ] and Smith and Neff [ 2017 ], who found that a resting 
hand pose conveys high emotional stability (jitter would be the 

Avatar for the Realism measure when analyzing the intensities
of Smooth, mainly based on the fact that, when watching the
Long movies, the Mannequin was perceived as significantly less
realistic than in all other combinations of Avatar and Clip Length
(see Figure 12 , right), which is in line with our results from the
Alteration Experiment. 

Social Presence . There was a main effect of Motion Intensity for
Social Presence when analyzing the Jitter intensities. The post-hoc
test revealed that Social Presence was reduced in the condition
with the highest level of jitter compared to the Original condi-
tion. For Jitter, we furthermore found an interaction effect of Mo-
tion Intensity and Clip Length, visualized in Figure 12 , left, mainly
because participants rated social presence as significantly higher
when watching the Short clips in the Original condition than for
several of the other combinations with higher error intensities. For
the Smooth intensities, a main effect of Avatar was based on a
lower Social Presence rating for the Mannequin compared to the
Realistic avatar, which is again in line with our results from the
Alteration experiment. Together, these results support H3, that

less natural hand motions or a less realistic character will

reduce social presence, at least in some cases. 

6 EXPERIMENT 3: VIRTUAL REALITY EXPERIMENT 

6.1 Method 

The main goal of our third experiment is to investigate if se-
lected findings from our first experiment also apply for an avatar
observed in a virtual environment or if the virtual character is
ACM Transactions on Graphics, Vol. 42, No. 3, Article 27. Publication date: May 2023. 
most opposite to a resting hand pose) and disfluency in the arm 

motions reduces conscientiousness and emotional stability. 
There were no main effects of Motion Intensity for Popping or 

Smooth, which again is surprising considering the large errors that 
are being introduced. 

As in the Alteration experiment, a main effect of Avatar was 
present for multiple measures related to the perception of the 
character with the Mannequin avatar always yielding lower scores 
than the Realistic avatar. This effect was present for all three types 
of errors for Realism, Familiarity, and Assuredness; for Jitter and 
Smooth it was additionally found for Appeal. These results are 
expected and further support H2, that changes to character 

appearance will affect the participants’ perception of the 

character. 

Finally, we found an interaction effect of Clip Length and 
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Fig. 11. Intensity Experiment, Jitter. Main effects of Motion Intensity: JitterHigh is rated significantly lower than Original in six measurements, JitterMedium 

in three, and JitterLow in one. 

Fig. 12. Intensity Experiment. Interaction effects: For Jitter there was 

an interaction effect of Motion Intensity and Clip Length (left) and for 

Smooth we found an interaction effect of Clip Length and Avatar for the 

Realism measurement. 
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erceived differently in VR. As users might have preferences that 
re not reflected in our measurements (comprehension, perception 

f the character, and social presence), we furthermore compare 
ll of our conditions from the previous experiments in a within- 
ubjects design and examine the viewers’ comfort level with every 
ondition and their preferences between conditions. The experi- 
ent has three parts, all three use the Realistic avatar. 
The first part, VR Compare , recreates the Alteration experi- 
ent in virtual reality with the Original and Static conditions only. 
articipants wear an Oculus Rift HMD and are integrated into the 
ame Unity scene used to generate the videos. We follow the pro- 
edure of the Alteration experiment, with the change that during 
he word guessing phase participants say their answers out loud 
o that they do not have to take off their HMD. The experimenter 
rites the answers down and starts the next clip. Participants are 

andomly assigned to see either the Original or the Static motion 

ondition; all participants see all 15 of the Short word clips in their 
ssigned condition. After viewing all of the motions, participants 
riefly remove their HMD to answer the same post-experiment 
uestionnaire as in the Alteration and Intensity experiments, then 

ut the HMD back on. 
The second part, VR Comfort , asks participants to judge the 

iewing comfort and perceived naturalness of all motion condi- 
ions from the Alteration and Intensity experiments (14 conditions 
n total). In this experiment, we use random 10 second clips from 

ach of the six charade motions. Between each clip, the experi- 
ent pauses to ask participants two questions: “How comfortable 
ould you feel interacting with this character for an extended 
eriod of time?” (comfort) and “Please rate the naturalness of the 
haracter’s motions” (naturalness). This experiment is self paced 

Fig. 13. Scene from VR Rank. Participants assigned rankings from 1 (most

comfortable) to 8 (least comfortable) to each avatar. Each avatar was an-

imated with a different condition. Participants were placed in the center

of the avatars. 

and participants choose their answers on a 7-point Likert scale
using a gamepad controller. Each motion condition is shown twice
(in random order), once with the Likert scales initialized with the
lowest value selected and once with the scale initialized with the
highest value. So each participant rates a total of 28 clips. 

The third part, VR Rank , asks participants to rank each of
the motion conditions from the Alteration Experiment from most
comfortable to interact with (1) to least (8). In this experiment, par-
ticipants are surrounded by eight clones in a slightly more than
half circle as shown in Figure 13 . Each clone is animated with a
different motion condition. Placement is randomized. This config- 
uration allows participants to make side-by-side comparisons. We 
decided not to show all 14 conditions based on pilot tests as the task
becomes more complex and confusing with that many animated
clones. This experiment is also self-paced, with no time limit. Par-
ticipants assign a unique rank to each character using a gamepad
controller. 

We recruited 31 in-person participants through e-mails, fly- 
ers, and word of mouth. Upon arrival, participants fill out a con-
sent form along with a demographics questionnaire. Next, partic-
ipants put on the HMD. They start each experiment part a virtual
welcome room where they can become comfortable with the VR
A
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Fig. 14. VR Compare (left): Main effect of Motion Condition for Motion Comprehension. VR Rank (right): Participants were asked to rank how comfortable 

they would feel interacting with a character with each motion alteration from most comfortable (1) to least comfortable (8). The Original condition was 

rated best, the Jitter condition worst. 

 

 

environment. They see a welcome screen with introductory text, 
which allows the experimenter to adjust the focus if necessary. 
During each experiment part participants can see the character in 

virtual reality as if they were standing in front of it. They have no 
virtual body of their own. Participants complete VR Compare, VR 

Comfort, and VR Rank. To wrap up, participants are asked open- 
ended exit questions and compensated with a $5 gift card. For most 
participants, the experiment took 20–25 minutes to complete. The 
experiment was approved by Clemson University’s Institutional 
Review Board. 

6.2 Results 

The significant results for VR Compare, VR Comfort, and VR Rank 
are also reported in Table 3 in the Appendix. 

6.2.1 VR Compare. We used one-way ANOVAs to analyze VR 

Compare data with FDR to correct for Type I errors. A main ef- 
fect of Motion Alteration was found for Motion Comprehension. 
Participants who watched the Original condition were able to 
guess the words correctly significantly more often than partici- 
pants viewing the Static condition (Figure 14 , left). This result cor- 
responds to our results in our first experiment and allows us to 
confirm Hypothesis 1, that the absence of hand motion data 

reduces comprehension, for virtual environments as well. 
We also found a significant effect for Conscientiousness, with 

the character in the Static condition rated as significantly less con- 
scientious than in the Original condition, which is an effect we also 
found in our first experiment. 

There were no significant differences for our other measure- 
ments, which could be due to the smaller number of participants 
in this experiment. Results that are similar to the ones in previous 
experiments, such as the differences in Perceived Comprehension 

visualized in Figure 14 that did not reach significance, can be seen 

as supporting that explanation. However, it is also possible that the 
differences seen are less apparent in a virtual environment. The 
fact that the viewer can look around more freely in VR could con- 
tribute to these results. 

For further insights, we directly compared participants’ reac- 
tions in VR Compare to those in the Alteration experiment with 

a two-way ANOVA with between-subjects factors Experiment (2) 
and Motion Alteration (2), including only participant results from 

the Alteration experiment under the same conditions as in VR 

Compare (Realistic avatar, Short word clips, Static, and Original 

Fig. 15. Significant differences between the Alteration Experiment and VR

Compare. The avatar was rated significantly more favorable when seen in

videos than when seen in VR for four of our measures. 

alterations). Here again, we used FDR corrections. There were no
significant effects for Motion Comprehension or Perceived Com-
prehension. We found several main effects of Experiment: for
Agreeableness, Conscientiousness, Emotional Stability, and Open-
ness to Experience (see Figure 15 ). In all cases the VR Comfort
participants ranked these measures as lower on average than the
participants from the Alteration experiment. So participants had
a less favorable perception of the character when viewed in VR.
Character design might be even more important in VR than it al-
ready is in videos. 

There were no interaction effects, showing that the changes in
hand motions might have a similar effect when in VR compared to
when watching videos, or at least that differences were not strong
enough to reach significance. The lack of interaction effects (which
we expected) is not a proof that errors in hand motion have the
same effect in VR as when watching videos. It is always possible
that effects are present but that our experiment did not reach the
power or design to reveal them. However, it is likely that any dif-
ferences would be small. 

A surprising result was the lack of a significant difference in
social presence, which we would have expected between a video
and a scene in virtual reality. We suspect that this result is due to
the lack of reference. An experiment with a within-subjects design
could verify this assumption. 

6.2.2 VR Comfort. Using a one-way ANOVA and FDR to cor-
rect for Type I errors, we found main effects of Motion Condition
for Comfort and Naturalness. In both cases, the JitterHigh and
JitterMed conditions were rated significantly worse than nearly
all other conditions. For Naturalness, even a small amount of
jitter (JitterLow) had a significant negative effect compared to
ACM Transactions on Graphics, Vol. 42, No. 3, Article 27. Publication date: May 2023. 
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Fig. 16. VR Comfort. Main effect of Motion Condition for Comfort and 

Naturalness in VR. The JitterMed and JitterHigh alterations were rated sig- 

nificantly worse than all other conditions with few exceptions. Significant 

effects are visualized in the graphs; full details are available in Table 3 of 

the Appendix. Both questions were asked on a −3 to 3 Likert scale. 
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Table 2. High-level Summary of Our Results 

Hand motions Compre- Perception Social User 
hension of character presence comfort 

Fully accurate ++ ++ ++ ++ 

Partial, no jitter ++ + ++ ++ 

Partial, with jitter ++ + + - 
Unrelated to content - - + + 

No motion - - - - + 

This summary simplifies some of the details of our results. It is intended to give a 
quick idea of the consequences when choosing the accuracy of hand motions. The 
categories ++, +, -, and – are relative and do not reflect the importance of each cate- 
gory in a specific application. The Original condition represents the “Fully accurate”
hand motions; “Partial, no jitter” includes the Reduced, Popping, and Smooth condi- 
tions; “Partial, with jitter” includes the Jitter conditions; Passive and Random are the 
conditions with hand motions “Unrelated to content”; and “No motion” is the Static 
condition. 
ome other conditions (see Figure 16 and Table 3 for details). These 
esults also support Hypothesis 2 . 

Comparing the results from Naturalness to the two previous ex- 
eriments shows many similar tendencies as one would expect. In- 
erestingly, the average ratings for the No Motion data conditions 
re much higher than they were in the Alteration experiment. This 
bservation could be due to the fact that participants watched a 
pecific condition for a much shorter timespan in the VR Comfort 
xperiment (10 seconds in the VR Comfort experiment vs. 99 sec- 
nds (Short clips) or 235 seconds (Long movies) in the Alteration 

nd Intensity experiments). They furthermore were not asked to 
nderstand the character, but only to watch and rate it. Finally, 
hey had other conditions to compare the motions to, which can 

lso influence the results. 
The main effect of Motion Condition for Comfort supports Hy- 

othesis 4, that less natural hand motions will make peo- 

le feel less comfortable . However, while this effect is strong 
hen adding medium or high levels of jitter, the other Partial or 
o motion data conditions did not result in a significantly lower 
erceived comfort. Considering the differences between the Short 
lips and Long movies in the previous experiment, we think that 
or some of these conditions (such as Static), this result could be 
ue to the short viewing times of each condition. In retrospect, we 
hould have shown each condition for a longer time period to give 
onclusive results with regard to comfort. 

6.2.3 VR Rank. Averaging the given rankings across all partic- 
pants results in the following ordering: Original (most comfort- 
ble), Popping, Smooth, Reduced, Random, Passive, Static, Jitter 
least comfortable). 

A Friedman’s ANOVA was used to analyze the ranked data be- 
ween Motion Conditions (Figure 14 , right) with Friedman Multi- 
le Comparisons to determine individual differences. We found a 
ignificant main effect of Motion Alteration. Participants ranked 
he Jitter, Passive, and Static conditions as significantly less com- 
ortable than several other conditions. Detailed significant differ- 
nces can be found in Table 3 in the Appendix and are visualized 
n Figure 14 . Not all of the differences are significant. For example, 
he differences between Original, Popping, and Smooth are statis- 
ically meaningless. 

natural hand motions will make people feel less comfort-

able . They show that Jitter should definitely be avoided, that some
of the No Motion conditions reduce comfort, and that the differ-
ences between the Original motion and most of the Partial Mo-
tion conditions (Reduced, Popping, and Smooth) are not significant
when it comes to comfort levels. 

7 CONCLUSION, LIMITATIONS, AND FUTURE WORK 

In this article, we investigate the effects of errors in or the lack of
hand motions on comprehension, perception of a virtual character, 
perceived social presence, and comfort when watching the char-
acter. We summarize our key findings in Table 2 and as follows: 

(1) Lack of hand motion data significantly reduces comprehen- 
sion and social presence, as well as negatively affects the
perception of the character, for example, appeal, friendli- 
ness, and conscientiousness are reduced. 

(2) Partial or erroneous hand data at the levels we tested is suf-
ficient in many cases to avoid negative effects. Comprehen-
sion with partial hand data is not reduced compared to ac-
curate hand motions even with the large errors we tested;
the character is perceived similarly and social presence is
similar to having accurate hand motions. 

(3) Adding unrelated motion to the digits and correct wrist mo-
tion does not improve comprehension but can reduce the
negative effects of a fully static hand when it comes to so-
cial presence or the perception of the character. For exam-
ple, social presence is not significantly reduced in the Pas-
sive and Random conditions compared to the full and par-
tial data conditions whereas it is significantly reduced in the
Static condition. 

(4) Jittery motions should be avoided. While the presence of
jitter did not affect comprehension, our Jitter condition was
preferred least and rated lowest for comfort and naturalness.

(5) Our more realistic avatar performed better: comprehension 

was higher in some cases and many of the personality rat-
ings were more positive. The negative effects of the man-
nequin were more pronounced when the viewers watched 
longer motions. 
A

These results give further support to Hypothesis 4, that less 
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(6) Comprehension of our realistic character for the tested con- 
ditions was similar (and not significantly different) in VR 

than when watching videos. 
(7) Watching our character in VR created a less favorable per- 

ception of the character as opposed to watching the same 
character on a screen. 

Our experiments confirm the importance of detailed hand mo- 
tions for communication, social presence, and for accurately con- 
veying personality. Furthermore, we found several surprising re- 
sults. We expected to see negative effects when showing static 
hands, but also when seeing hand motions with large errors. How- 
ever, errors in hand motions did not reduce comprehension, even 

when the errors were very obvious and larger than what one would 
encounter in practice as was the case in our Intensity experiment. 
We assume that the redundancy in motions is large enough, so that 
viewers are able to extract or infer the information necessary for 
comprehension or forming impressions of a character even if the 
data is incomplete or noisy. The thresholds for reducing compre- 
hension were higher than the values we tested. Jitter was perceived 
negatively at lower intensities in some cases, but still did not re- 
duce comprehension even with a high intensity. 

While adding random or passive motions to the hands in the 
absence of data did not help with comprehension, it did at least 
improve social presence and how the character was perceived to 
some degree. Both chosen methods (conditions Passive and Ran- 
dom) were rather simple. It would be interesting to see if other, 
more complex methods of creating hand motions when no data is 
available might help with motion comprehension or increase, for 
example, the perceived naturalness. 

Finally, we found that character design is important (not sur- 
prisingly), and that it might be even more important when the 
character is seen for longer times and in virtual reality. This might 
be due to viewers noticing more details when given more time and 
when sharing a virtual environment with a character. While in our 
case the realistic character was perceived more positively than the 
mannequin when seen for longer times, this result might be dif- 
ferent based on the exact design of the character, e.g., if we had 
used a highly appealing cartoony character our results might be 
different. 

While we were able to answer many questions with our ex- 
periments, it also has limitations. In these experiments, the vir- 
tual character plays charades. We chose this type of motions as 
we specifically were looking for tasks with expressive motions 
where body motions and hand motions might be important and 
for a quantitative way to measure comprehension. We were fur- 
thermore trying to avoid any confounding effects that audio might 
have. However, gestures are used differently when playing cha- 
rades where one might use more iconic and metaphoric gestures 
than during typical conversations where beat gestures are more 
common and detailed hand motions might therefore be less im- 
portant. To quantify those differences, the gestures of all of the 
charades motions used in this study were labeled by two grad- 
uate students and classified as iconic, metaphoric, beat, or de- 
ictic based on the descriptions by McNeill [ 1992 , 2015 ]. In the 
3 minutes and one second of charades, we detected 32 iconic, 
37 metaphoric, 8 deictic, and not a single beat gesture. As a 

comparison, the same process was applied to two motion databases
from Jörg et al. [ 2012 ], one called Conversations database that in-
cludes 8 minutes and 5 seconds of narrations and one called De-

bates database from the same actor as the charades and with 9 min-
utes and 34 seconds of debates. In the narrations, 42 gestures were
coded as iconic, 27 as metaphoric, 9 as deictic, and 66 as beat ges-
tures. In the debates, 28 gestures were categorized as iconic, 77 as
metaphoric, 29 as deictic, and 74 as beat gestures. As expected, the
charades show a higher frequency of iconic and metaphoric ges-
tures and a lower frequency of beat gestures than the conversa-
tions or the debates. We also compare this distribution to findings
from the literature: McNeill provides statistics of six cartoon nar-
ratives by English-language speaking university students. There
are 261 iconic, 43 metaphoric, 28 deictic, and 268 beat gestures in
an estimated 49 minutes of narration. Such a distribution would be
expected in a narrative scenario and is closest to our conversations
database. 

While results might differ depending on the exact type of com-
munication, accurate hand motions are likely to be less relevant
in a conversational scenario with audio and more beat gestures.
We conclude that, if errors in hand motions did not reduce motion
comprehension when playing charades, they are unlikely to affect
comprehension during a typical conversation with audio. Still, ges-
tures are an integral part of conversations and the knowledge that
the complete lack of hand motion reduces comprehension in some
cases might be enough to attempt to add at least some hand mo-
tions all of the time. 

A second design choice and limitation was to not animate the
face of the realistic avatar to avoid confounding factors with the
mannequin. Of course, the presence of detailed facial animations
is likely to influence our results. We assume that differences be-
tween conditions would be less pronounced as facial animation
might convey additional information and distract the viewer from
the hands. Changes are likely to depend on the detailedness of
the facial animation. In current VR social rooms, facial anima-
tion, if present, typically only includes motion of the jaw matching
the audio. As that animation is very limited, we assume that our
results apply well to current VR scenarios. However, future work
will have to show the influence of accurate hand motions when
detailed facial motions are present. 

Future work would be able to further investigate these effects
and answer further questions. Would people in a live scenario
adapt and move differently or speak more clearly if errors occur in
the motions? Do the results vary depending on the expressiveness
of gestures, the personalities of the performers, the information
conveyed, and the emotional content of the conversation? For a
complete picture, many variables need to be taken into account in
future work. The influence of the design of the avatar from stylized
floating upper bodies with floating hands to realistic virtual char-
acters should be investigated further. It would also be interesting
to find out if hand motions can be learned that actually contribute
to comprehension. Our experimental setup could serve as a test
bed for such approaches. 

Based on our findings, we have several recommendations for
developers and animators to consider when creating virtual char-
acters or interactions with avatars in VR. We recommend to cap-
ture at least partial hand motion whenever possible even if they
ACM Transactions on Graphics, Vol. 42, No. 3, Article 27. Publication date: May 2023. 
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ontain some errors. Smaller errors and even most of the larger 
nes we tested did not affect comprehension or social presence or 
ow the character was perceived. The main exception was jitter, 
hich should be avoided or smoothed. However, even highly jit- 

ery motion contributes to comprehension. If no hand motions can 

e acquired, creating some substitute motions is still better than 

eaving the fingers immobile when it comes to social presence and 
ow the character is perceived. 
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