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ABSTRACT

CMOS Image Sensors (CIS) are fundamental to emerging visual
computing applications. While conventional CIS are purely imaging
devices for capturing images, increasingly CIS integrate process-
ing capabilities such as Deep Neural Network (DNN). Computa-
tional CIS expand the architecture design space, but to date no
comprehensive energy model exists. This paper proposes CAMJ, a
detailed energy modeling framework that provides a component-
level energy breakdown for computational CIS and is validated
against nine recent CIS chips. We use CamJ to demonstrate three
use-cases that explore architectural trade-offs including comput-
ing in vs. off CIS, 2D vs. 3D-stacked CIS design, and analog vs.
digital processing inside CIS. The code of CamM] is available at:
https://github.com/horizon-research/Cam].

CCS CONCEPTS

« Hardware — Power and energy; - Computer systems orga-
nization — Analog computers; Sensors and actuators; « General
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1 INTRODUCTION

Visual computing applications on the horizon such as autonomous
machines, computational photography, and space exploration all
fundamentally rely on image sensing. While conventional CMOS
Image Sensors (CIS) are responsible only for “imaging”, i.e., cap-
turing pixels, CIS increasingly integrate computation capabilities,
ranging from signal preprocessing [12] to Deep Neural Networks
(DNN) [6, 27] and spanning both the analog and digital domain.
For instance, a Nikon CIS [27] integrates an image processor for
per-tile exposure control; the Sony IMX 500 CIS [16] integrates a
DNN accelerator with the pixel array for edge visual processing.

Computational CIS expand the traditional design space for ar-
chitects and provide an exciting playground for exploring a diverse
range of trade-offs. For instance, in-CIS processing consumes large
volumes of pixel data in-situ and reduces the data transmission
overhead; computing inside a sensor, however, is inefficient be-
cause CIS tend to be fabricated using older process nodes compared
to standard CMOS nodes (limited by the photon sensing sensitiv-
ity [66]), which offsets the gains from reducing the communication
cost. Designers also face a myriad of choices when designing the
in-sensor architecture. For instance, while 3D stacking improves
energy efficiency by allowing for hybrid process integration [69],
it could also increase the power density and, thus, thermal-induced
noise, requiring more processing downstream.

This paper presents Cam]J, a first-of-its-kind energy modeling
framework that empowers designers to navigate the large algorithm-
hardware co-design space. CAM] provides a component-level en-
ergy estimation under a frame-per-second (FPS) target. To that end,
CaM] models the interplay across main structures of a computa-
tional CIS pipeline: pixel sensing — analog processing — digital
processing. Thus, CaMJ enables end-to-end optimizations of the
CIS architecture from photon ingestion to semantic results.

Design. As an energy modeling tool for system-level explo-
ration, CAaM] has two design principles (Sec. 3). First, we use a
declarative interface to describe the algorithm and hardware con-
figurations. This is based on the observation that image processing
algorithms have regular compute and memory access patterns; thus,
a declarative description of the software and hardware is sufficient
for accurate estimation of hardware access counts while simplifying
users’ effort. The interface also decouples algorithm and hardware
descriptions to facilitate iterative architectural explorations.
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Second, we adapt the energy modeling methodology to account
for the characteristics of the analog and digital domains (Sec. 4). In
the digital domain, CamJ directly asks users for the per-operation
energy of a Processing Element (PE) and per-access memory en-
ergy. Tools [3, 51] and data [19, 24] are widely available to obtain
these statistics, which are routinely used in today’s digital acceler-
ator simulation [2, 18, 19, 24]. The energy of analog components,
however, depends on many low-level circuit details (e.g., bias cur-
rent, capacitance) that designers might not (need to) have access
to, and no mature tools exist. Thus, Cam] provides default energy
models for common analog components based on designs in classic
CIS [30, 34, 54, 71, 72], while exposing an interface to accept custom
designs from expert users.

Validation. We perform extensive validation of CamJ against
nine recent CIS chips (Sec. 5), which cover a diverse range of process
nodes, pixel types, memory sizes, and forms of processing (e.g.,
analog vs. digital and pixel parallel vs. column parallel). Compared
to the measured absolute energy consumption of the chips that span
several orders of magnitude, CamJ achieves a Pearson Correlation
Coefficient of 0.9999 and a Mean Absolute Percentage Error of 7.5%.

Use-cases. We use three use-cases to demonstrate the archi-
tectural explorations that CAMJ enables (Sec. 6). First, we show
that a conventional 2D CIS design offers little energy benefit for
computation-dominated algorithms. Second, moving toward a 3D
design reduces energy due to the ability to use advanced process
nodes for computation—at a cost of increasing power density. Third,
analog processing in CIS could significantly reduce memory energy
even when the compute energy reduction is modest.

In summary, this paper makes the following contributions:

e We provide a comprehensive survey of the design and scaling
trends of CIS, pointing out new opportunities for architec-
tural exploration.

e We propose the first component-level energy modeling tool
for CIS and validate it against real silicon.

e We use CaM] to show three use-cases, demonstrating ar-
chitectural trade-offs of inside-vs-off CIS, 2D-vs-3D, and
analog-vs-digital processing.

2 MOTIVATION: COMPUTATIONAL CIS
DESIGN AND SCALING TRENDS

We first discuss the main design trend of CIS that underlies this
paper: CIS are becoming increasingly computational (Sec. 2.1). We
then explain the energy benefits of such computational CIS, a main
driving force behind this design trend (Sec. 2.2). Finally, we discuss
the challenges of reaping the energy benefits, which motivates this
work (Sec. 2.3).

2.1 Design Trends

CIS Primer. Fundamentally, a CIS consists of two basic compo-
nents as illustrated in Fig. 2a: a light-sensitive photodiode array that
converts photons to charges and a read-out circuit that converts
charges to digital values (i.e., raw pixels) through the analog-to-
digital converters (ADC). Traditionally, raw pixels are transferred to
the host, e.g., a Systems-on-a-Chip (SoC) on a smartphone, through
the MIPI CSI-2 interface [22]. The Image Signal Processor (ISP) in
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Fig. 1: Percentage of conventional CIS, computational CIS,
and stacked computational CIS designs from surveying all
ISSCC and IEDM papers published between Year 2000 and
2022. Increasingly more CIS designs are computational.

(a) Traditional 2D imaging CIS with
photodiode array and ADCs.

(b) Computational CIS with analog
processing capabilities.

TSV

ISP/NPU

(c) Computational CIS with digital (d) Stacked computational CIS with
accelerator (ISP here). digital accelerators in a separate
layer.

Fig. 2: CIS architecture evolution. CIS is moving away from
a purely imaging device (a) to integrate computation capa-
bilities (b)(c), sometimes in a 3D stacking fashion (d).

the SoC removes sensing artifacts (e.g., denoising) and prepares
pixels for computer vision tasks and/or for visual display.

CIS Design Trend. A clear trend in CIS design is to move into
the sensor computations that are traditionally carried out outside
the sensor, which gives rise to the notion of Computational CIS.
Fig. 1 shows the percentage of computational CIS papers in ISSCC
and IEDM from Year 2000 and Year 2022 with respect to all the CIS
papers during the same time range. Increasingly more CIS designs
integrate compute capabilities.

The computations inside a CIS could take place in both the ana-
log and the digital domain. Fig. 2b illustrates one example where
analog computing is integrated into a CIS chip. Analog operations
usually implement primitives for feature extraction [5, 6], object
detection [72], and DNN inference [30, 70]. Fig. 2c illustrates an-
other example that integrates digital processing, such as ISP [52],
image filtering [35] and DNN [5].

As the processing capabilities become more complex, CIS de-
sign has embraced 3D stacking technologies, as is evident by the
increasing number of stacked CIS in Fig. 1. Fig. 2d illustrates a
typical stacked design, where the processing logic is separated
from, and stacked with, the pixel array layer. The different layers
communicate through hybrid bond or micro Through-Silicon Via
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Fig. 3: CIS process node always lags behind conventional
CMOS process node. This is because CIS node scaling tracks
the pixel size scaling, which does not shrink aggressively
due to the fundamental need of maintaining photon sensi-
tivity.

(UTSV) [49, 67]. The processing layer typically integrates digital
processors; such as ISP [40], image processing [27, 38], and DNN ac-
celerator [16, 45]. Three-layer stacked designs have been proposed.
Sony IMX 400 [25] integrates a pixel array layer, a DRAM layer,
and a digital layer with an ISP. Meta conceptualizes a three-layer
design [49] with a pixel array layer, a per-pixel ADC layer, and a
digital processing layer that integrates a DNN accelerator.

2.2 Benefits of Computational CIS

It is no coincidence that computational CIS emerge when energy ef-
ficiency is critical. From an architecture perspective, computational
CIS provides two main energy benefits. First, moving computation
inside the sensor allows the pixel data to be consumed closer to
where they are generated. Doing so reduces the data transmission
energy, which could dominate the overall energy consumption.

Specifically, data communication inside a CIS using a yTSV con-
sumes about 1 pJ/B, whereas the energy cost of transmitting one
Byte out of the CIS through the MIPI CSI-2 interface consumes
about 100 pJ of energy [49]. As an example, if a CIS is capable of
executing an object detection DNN directly, the data volume that
has to be transmitted out of the sensor is simply a few Bytes (object
location and label), as opposed to, say, 6 MB, for a 1080p image.

Second, computational CIS also provides a natural platform for
analog acceleration, since the pixel data originate from the ana-
log domain to begin with, obviating the need for energy-intensive
digital to analog converters that often dominate the hardware over-
heads in conventional analog accelerators. Compare to digital pro-
cessing, analog processing minimizes energy-intensive data con-
version [8, 50] and can reduce both the computation and memory
energy consumption.

2.3 Challenges and Design Space

Moving computation inside a CIS, however, is not without chal-
lenges. Most importantly, processing inside the sensor is far less
efficient than that outside the sensor, fundamentally because the
CIS process node significantly lags behind that of the conventional
CMOS. Fig. 3 illustrates this difference, where square markers show
the process nodes used in CIS designs from all ISSCC papers ap-
peared during Year 2000 and Year 2022, which include leading indus-
try CIS designs at different times. We overlay a trend line regressed
from these CIS designs to better illustrate the scaling trend. As a
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comparison, the blue line at the bottom represents the conventional
CMOS technology node scaling laid out by International Roadmap
for Devices and Systems (IRDS) [1].

At around Year 2000, the CIS process node started lagging behind
that of the conventional CMOS node, and the gap is increasing. CIS
design today commonly use 65nm and older process nodes. This
gap is not an artifact of the CIS designs we pick; it is fundamental:
there is simply no need to aggressively scale down the process node
because the pixel size does not shrink much. The triangles in Fig. 3
represent the pixel sizes of all the CIS designs we surveyed. The
slope of CIS process node scaling almost follows exactly that of
the pixel size scaling. The reason that pixel size does not shrink
is to ensure light sensitivity: a small pixel reduces the number of
photons it can collect, which directly reduces the dynamic range
and the Signal-to-Noise ratio (SNR) [4].

Inefficient in-sensor processing can be mitigated through 3D
stacking technologies [69], which allows for heterogeneous inte-
gration: the pixel layer and the computing layer(s) can use their
respective, optimal process node. Stacking, however, could increase
power density especially when future CIS integrate more processing
capabilities. Therefore, harnessing the power of (stacked) computa-
tional CIS requires exploring a large design space and address key
challenges, some of which we list below. Providing a tool to easily
navigate the design space is the goal of our CamJ framework.

e Whether and what to compute in vs. off CIS?

e How to architect each layer in stacked CIS to achieve energy
reduction without increasing power density?

e What to compute in the analog vs. digital domains?

3 CAMJ] FRAMEWORK

No framework to date allows designers to explore the complicated
design space of computational CIS at a system level. Our Cam]
framework is designed to fill this void (Sec. 3.1). We first outline the
design principles of Cam], followed by an overview of the CamJ de-
sign internals (Sec. 3.2). We use a concrete example to demonstrate
from a designer perspective how CamJ is used (Sec. 3.3).

3.1 When is Cam]J Used in the Design Cycle?

CawmJ is meant to be used for system-level exploration after each
component design is sketched out; an analogy would be Systems-on-
a-Chip (SoC) vs. accelerator design. Before system-level exploration,
a team usually has at hand a range of component-level designs,
which could be licensed Intellectual Property (IP) blocks, reference
designs from the literature, or earlier designs from other teams in
the organization (e.g., using a synthesis flow or High-Level Syn-
thesis tools); in all cases the component-level energy behavior is
known or can be modeled using external tools like Aladdin [63]
and OpenRAM [23].

Cam]J helps designers make design decisions when assembling
the individual (digital and analog) components into an optimal
system. Ideally, a designer uses CAM] to estimate the system energy
given initial designs of individual components; using the estimation,
a designer can iteratively refine the components/system design. For
instance, CAMJ can identify energy bottlenecks and guide the re-
design of corresponding components. Orthogonally, a designer
can use CaM]J to explore optimal mapping and partitioning of the



ISCA ’23, June 17-21, 2023, Orlando, FL, USA

Tianrui Ma, Yu Feng, Xuan Zhang, and Yuhao Zhu

Legend Mapping Algorithm ‘ PE Delay and Per- Read/Write Delay Analog Cell Per- Hardware
Description Description op Energy and Energy Access Energy Description
User Input ‘ ‘
def camj»map?ing(): Stencil Op
japeng = 1 ,, T Digital Compute Digital Memory Analog Communication
. Tnput” : “PixelArray”,
CamJ Simulator g "pﬁim??;%, Description Units Structures Components Interface
EdgeDet” : “EdgeUnit”, Node MAC [ log(x1/x2) JADC
CamdJ Output ) Connection SIMDlSystoIic Array[... FIFO ILine BufferlRAM Pixel | Memory | MIPI CSI-2 uTSVI
return mapping
[ ) \/ l
Target Frame Rate vy { Cyele-leve! DI SmEien ] Analog Unit Delay Communication
(FPS) Pre-simulation Check l \—J Analysis Volume Estimation

Fail i iabili
Algo. & Hardware Functional Viability

Access Count Estimation ]

DAG
Input/Output
Throughput

Refinement

\;

Communication

Energy Modeling

ARl SEl Pixel Reuse Digital Energy Analog Energy
T Undesirable DAG Dependency Modeling Energy Modeling i Modeling I
Energy Estimation @ { -

Fig. 4: Overview of the Cam]J framework, which provides a component-level energy estimation under a target frame rate (FPS).
Users provide an algorithm and hardware description and the mapping between the two. ), @, and @ denote the per-access
energy of digital computation, digital memory, and analog units, respectively; the first two are obtained from external tools
while the last one is provided within Cam]. See Tbl. 1 for a list of digital compute/memory and analog components supported
in Cam]J. Cam]J then estimates the access count to each hardware component to obtain the overall energy estimation.

algorithms between analog vs. digital domains or in vs. off CIS to
minimize overall system energy under performance targets.

CawM]J is not a synthesis tool; it does not generate (nor estimate the
energy of) an accelerator. Rather, CaAmJ can be used in conjunction
with HLS: one could use HLS to first generate an accelerator and
then use CaMm]J to explore, in the bigger system, how/whether that
accelerator would fit in a computational CIS to maximize end-to-
end application gains.

3.2 Design Principles and Overview

As with any energy modeling tool [7, 33, 43], the total CIS energy
is sum of the product of 1) the access count to each hardware
unit and 2) the per-access energy consumption. Therefore, the
central objective of CaM] is to develop a modeling methodology
that accurately estimates those two statistics using a programming
interface that, critically, only requires user inputs for information
that cannot be automatically inferred. Fig. 4 shows an overview of
the Cam]J framework. Sec. 3.3 and Sec. 4 discuss the programming
interface and modeling details, respectively. Here, we provide an
overview of the interface and modeling methodology.

Interface. CaMmJ observes that CIS deal with stencil-based im-
age processing, which has regular computation and memory access
patterns (i.e., little to no control flow) that are statically mapped to
hardware units. The access count statistics can, thus, be inferred
with only the high-level algorithm description and hardware con-
figuration without knowing the implementation details. Therefore,
Cam]J exposes a declarative interface, in which an algorithm is de-
scribed by a DAG and the input/output/stencil dimensions at each
node and the hardware is abstracted as a set of basic units, each
performing a specific sensing, computation, or memory operation.

CaMmJ’s interface also decouples the description of an algorithm,
the underlying hardware, and the mapping between the two. A
decoupled interface facilitates an iterative system design process,
during which algorithm, hardware, and algorithm to hardware
mapping can change independently. For instance, one can evaluate

algorithmic changes by re-writing the algorithm description with-
out touching the hardware design, or explore different algorithm-
to-hardware mappings (e.g., split between analog vs. digital and
between in vs. off sensor) by describing a new mapping.

Internal Modeling. Cam] judiciously uses different method-
ologies to obtain the per access energy in the digital vs. analog do-
mains. For digital structures, Cam] directly asks users to provide the
per-cycle energy of computation PEs ()) and the per-access energy
of memory units (@)). These statistics are usually obtained by an
ASIC synthesis flow or from commonly used tools (e.g., CACTI [3]
and OpenRAM [23]), and are routinely used in today’s digital ac-
celerator simulators for energy estimation [2, 19, 37].

One might be surprised to find that CamJ directly asks for the
per-cycle/access energy of the digital structures. This is because of
the design philosophy of Cam]J (Sec. 3.1): it is not used to generate
digital accelerators; rather, it helps assess how an accelerator fits in
the entire computational CIS system. For that reason, CAMJ expects
designers to have a preliminary design of the digital accelerators
(whether it’s your manual design, HLS generated, or a licensed IP),
in which case one will have the per-cycle/access energy statistics.

Unlike digital structures, few energy modeling tool exists for
analog structures, whose energy consumption (@) depend on many
low-level circuit details (e.g., load capacitance, gain, bias current)
that are cumbersome and perhaps unreasonable to ask system-level
designers for. Our design decision is to expose a low-level interface
to accept these parameters from expert users, but also provide
default energy models based on classic implementations of analog
components and delay analyses of these components (Sec. 4.1).

Finally, CaM] performs a series of pre-simulation design checks
to ensure that the algorithm and hardware combination 1) is func-
tionally viable (e.g., ADCs must exist between the analog and digital
domain), 2) does not have pipeline stalls (to avoid accumulating
long frame latency), and 3) has well-formed dependencies in the
algorithm DAG (e.g., no circle). We provide feedback upon check
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def camj_hw_config():
pixel_array = Array( pixel_array. (
name = “PixelArray”, pixel, [16, 16]
layer = SENSOR_LAYER, )
num_input = [1, 32], adc_array. (
num_output = [1, 16], adc, [1, 16]
)
pixel = Component(

[line_buf = LineBuffer( |<——
name = "LineBuffer",
layer = SENSOR_LAYER,
size = [3, 16], # 3x16 pixels
write_energy_per_word = 0.3, # pJ
num_input = [2, 2, 1], read_energy_per_word = 0.3, # pJ
num_output = [1, 1, 1] pixels_per_write_word = 1,
) pixels_per_read_word = 1
)
name = "ADCArray”, [edge_unit = ComputeUnit( |<t+——
layer = SENSOR_LAYER, name = “EdgeUnit",
num_input=[1, 16], layer = SENSOR_LAYER,
num_output=[1, 16], input_pixel_per_cycle = [1, 3, 1],
output_pixel_per_cycle = [1, 1, 1],
energy_per_cycle = 3.0, # pJ
num_stages = 2 # 2-stage pipeline

name = “BinningPixel”,
input_domain = “optical”,
output_domain = “voltage”,
# four 4T-APS

impl = (APS(4, ..), 4),

adc = Component(
Name = “ADC”,

input_domain = “voltage”, )
output_domain = “digit”,
# 10-bit ADC pixel_array. (adc_array)
impl = (ADC(10, ..), 1), adc_array. (line_buf)
num_input = [1, 1], edge_unit. (line_buf)
num_output = [1, 1] edge_unit. ()

)

def camj_sw_config():

input_data = PixelInput( bin_stage. (
(32, 32, 1), input_data
name = "Input" )

) edge_stage. (

bin_stage = ProcessStage( bin_stage
name = “Binning”, )
input_size = [32, 32, 1],
output_size = [16, 16, 1], sw_stages. (input_data)
kernel = [2, 2, 1], sw_stages. (bin_stage)
stride = [2, 2, 1], sw_stages. (edge_stage)

)

edge_stage = ProcessStage( def camj_mapping():

name = “EdgeDetection”, mapping = {

input_size = [16, 16, 1], “Input” : “PixelArray”,
output_size = [16, 16, 1], “Binning” : “PixelArray”,
kernel = [3, 3, 1] “EdgeDetection” : “EdgeUnit”,

stride = [1, 1, 1]

Fig. 5: An example of defining a simple CIS using the Cam]J
programming interface in Python. The hardware architec-
ture of the simulated CIS is illustrate at the top.

failures and a detailed energy breakdown, which helps designers
iteratively refine the algorithm and/or hardware.

3.3 Programming Interface

We use a running example in Fig. 5 to introduce the programming
interface and illustrate the main design decisions.

An Example. The Python code in Fig. 5 shows a concrete exam-
ple to use the programming interface of CamJ. In this conceptual
CIS design with a 32 X 32 pixel array, every 2 X 2 pixel tile is first
averaged (i.e., “binned”) to produce a 16 x 16 image. The sensor
then performs a digital edge detection on the image before sending
the edge data through the MIPI CSI interface. The camj_hw_config
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Table 1: A list of hardware units supported in Cam]. APS:
Active Pixel Sensor; DPS: Digital Pixel Sensor; PWM: Pulse
Width Modulation; MAC: Multiply-Accumulate.

Analog

(A-COMPONENT) Digital

Memor Passive/Active, FIFO, Line Buffer,
emory Sample-and-Hold Double-Buffered SRAM
Pixel (APS, DPS, PWM), . .
Compute  ADC, MAC, Max, Scaling, Y t0li¢ Array, Generic

Add, log, Abs, Comparator Pipelined Accelerator

function and the camj_sw_config function describe the hardware
components and the algorithm, respectively. The camj_mapping
maps each algorithm stage to a hardware component. We explain
each part next.

Algorithm Description. The code in camj_sw_config describes
the DAG of the entire processing pipeline, starting from the raw
pixels generated by the pixel array (PixelInput), which go through
two processing stages: bin_stage for pixel binning and edge_stage
for edge detection. The set_input_stage method connects the
stages together to form a DAG.

Notice how the algorithm description does not require the actual
arithmetic details; we observe that image processing algorithms can
be abstracted as stencil operations that operate on a local window
of pixels at a time [26, 58] — convolution (or image filtering in
conventional image processing parlance) being a prime example.
This observation holds in all the ISSCC/IEDM papers since Year 2000
we surveyed. Irregular computations complicate hardware design
and increase energy, defeating the purpose of in-CIS computing.

Therefore, users express only the input/output image dimen-
sions (input_size, output_size) along with the stencil window
(kernel) and stride size (stride). Given the regular computation
and data access pattern of stencil operations, CamJ could accurately
estimate the access counts to different hardware structures for en-
ergy estimations. Nonetheless, CAmM]J does accept as input a memory
trace offline collected for an irregular algorithm, which can then be
integrated with external tools such as DRAMPower [10] to estimate
the energy consumption for irregular algorithms.

Hardware Description. camj_hw_config describes the hard-
ware architecture, which we illustrate at the top of Fig. 5. The hard-
ware description consists of two components: analog processing
units and digital processing units.

@ Analog Units. CIS hardware necessarily starts from analog
units, which, at a high level, are described as a set of Analog Func-
tional Arrays (AFA), which is in turn is composed of a set of Analog
Functional Components (A-CoMPONENTs). The most important
AFA in a CIS is the pixel array (pixel_array), in which each A-
COMPONENT is a pixel, which is added to the pixel array through the
add_component method. In the example of Fig. 5, the pixel array is
followed by another AFA, i.e., the ADC array (adc_array), where
each A-COMPONENT is an ADC.

From users’ perspective, each A-COMPONENT performs a par-
ticular kind of (arithmetic) operation. In addition to a pixel or an
ADC, Cam] provides other common A-CoMPONENTs used in CIS
such as MAC or logarithmic operations. The complete list of analog
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A-ComPONENTS is in Tbl. 1. The energy consumption of each A-
COMPONENT, which is dictated by its circuit-level implementation,
is abstracted away from the users by the impl method. Sec. 4.2 will
later describe how we model the energy of each A-CoMPONENT by
mapping it to its analog circuit implementation.

What users do have to provide, however, is the signal dimension
(num_input and num_output) and signal domain (input_domain
and output_domain) of an AFA’s input and output data. These
parameters allow CaM] to check whether the simulated CIS is func-
tionally viable. Specifically, the input_domain of a consumer unit
and the output_domain of a producer unit must match. If, for in-
stance, the producer is in the charge domain and the consumer is
in the voltage domain, CamJ will ask designers to insert a charge-
to-voltage conversion component!, which has energy implications.
Similarly, if the num_input of a consumer unit and the num_output
of a producer unit do not match, the hardware must have an analog
buffer in-between, which, again, could have energy implications.

@ Digital Units. The digital part of the hardware is described
by specifying a set of compute units that communicate through
memory structures. In this example, the compute unit is the edge
detection accelerator (instantiated through ComputeUnit), which
reads from the line buffer (LineBuffer), a pre-defined memory
structure, that stores data from the pixel array, an analog unit as
described before.

Column 2 of Tbl. 1 lists the memory structures and compute units
available in CamJ. We support three memory structures commonly
found in image/vision processing: FIFO (FIFOQ), line buffer [26, 68]
(LineBuffer), and double-buffered SRAM (DoubleBuffer). The
compute units are abstracted as pipelined accelerators through the
ComputeUnit interface. We also provide a SystolicArray class to
describe a systolic array due to its importance in executing DNNs.

With the generic pipelined accelerator interface (ComputeUnit),
users can model a wide range of (image processing) accelerators. To
describe a pipelined accelerator, Cam] requires three main param-
eters: the shape of pixels read per cycle (input_pixel_per_cycle),
the shape of pixels generated per cycle (output_pixel_per_cycle),
and the pipeline depth (num_stages). Using these statistics, CAMJ
performs cycle-level simulation for two purposes. First, CamJ can
check whether the accelerator will stall the CIS pipeline and, if so,
asks for a re-design of the accelerator. Second, CAM] can estimate
the total latency of the digital domain, which is critical for analog
energy estimation. Stall checking and latency estimation are critical
for analog energy estimation as we will discuss in Sec. 4.1.

Mapping. The camj_mapping function maps each algorithm
stage to a hardware unit. The code is self-evident. Users can sim-
ply remap the algorithm to hardware to explore a different system
design. The decoupling of algorithm and hardware description
through the mapping function also enables easy expression of hard-
ware reuse—by simply mapping different algorithm nodes to a
hardware component.

!unless the output of the consumer is in the voltage domain, where the inherent
capacitor of the consumer naturally acts as an analog buffer.
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Fig. 6: The (not-to-scale) pipeline diagram of the example in
Fig. 5 when there is no pipeline stall.

4 ENERGY MODELING METHODOLOGY

The energy consumption per frame of a CIS sensor is the sum of
that of the analog, digital, and data communication:

frame _ pframe frame frame
E = E, "™+ E{M + Eg (1)

Before we describe how the analog component Effame (Sec. 4.2),
digital component Egrame (Sec. 4.3), and communication compo-

nent Effame (Sec. 4.4) are modeled separately, we first discuss a
prerequisite of energy modeling: delay estimation (Sec. 4.1).

4.1 Delay Estimation

The energy consumption, both analog and digital, is correlated with
the circuit speed. For example, in the analog domain an operational
amplifier (OpAmp) with higher response speed requires larger bias
current, which increase the energy consumption (assuming the
OpAmp is active over a fixed duration, e.g., when used for an analog
frame buffer). The latency of digital units is estimated through cycle-
level simulation as described in the previous section. The delay of
an analog unit, in contrast, depends on many parameters specific
to a fully-designed circuit. We find it cumbersome and error-prone
to ask users for input: users often find themselves tuning low-level
parameters only to end up with a design that misses the target
frame rate. Instead, CAMJ’s insight is that each analog unit’s delay
can be automatically inferred from the prescribed frame rate.
Specifically, the fundamental observation that CamJ relies on is
that the CIS pipeline is designed to never stall. This is because the
input data to the pipeline is generated at a constant rate as the pixel
array is exposed to light at the constant speed. If the pipeline ever
stalls in a later stage, the frame latency would gradually accumu-
late, leading to excessively long responsive latency or frame drops.
Therefore, CIS designers ensure that the hardware pipeline never
stalls. In a fully-pipelined hardware, each pipeline stage must have
roughly the same delay; this is the basis of our delay estimation.
Example. Fig. 6 shows the pipeline timing for the example in
Fig. 5. The frame time Trg is 1/FPS, where FPS is the target frame
rate. In the diagram, the frame time is the delay between when the
pixels of the current frame can be read-out to when the computation
of the current frame finishes. The “Binned Pixel Readout” and “ADC”
are the two analog units, who share the same delay T4 (i.e., balanced
pipeline) to be estimated. The “Edge Detection” is the digital unit,
which starts once the second line has been written to the line buffer.
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To estimate Ty, we first simulate the digital domain to estimate
the latency of the entire digital domain (Tp here). Given the frame
time Tpg, we can then estimate how much time is left for the analog
units. In this example, Ty = & &= Ip.

Cam]J will analyze the hardware description and, upon detecting
potential stalls, asks the user to re-design the hardware to avoid
stall. Specifically, CamJ checks to avoid three scenarios: 1) pixel
required is not generated by the producer yet, 2) the memory in-
between two stages is full, or 3) the number of access ports in the
memory structures is not enough.

4.2 Analog Energy Modeling

f
The analog energy per frame, Earxfﬁlc)eg’

consumption per access of each A-ComPONENT weighted by the
access count to that component. Refer to Tbl. 1 for a list of A-
ComPONENTs that CAM]J supports.

is the sum of the energy

fi component|i component| i
Earame = Z(Ea P . X NumacceIst [ J) )
i

Modeling A-CoMPONENTs Access Count. The access count
to a A-CoMPONENT is the number of times the A-COMPONENT is
used per frame. Recall from Sec. 3.3 that each A-COMPONENT is
part of an Analog Functional Array (AFA). Cam] leverages the fun-
damental observation that stencil operations in image processing
have regular computation and memory access patterns and, thus,
the access count to each A-COMPONENT in the same AFA is the
same.

As a result, the access count of a component i is simply the

ratio between the total number of operations mapped to the AFA

Jj that contains the component (NquIfSA L

AFA[j] ):
component[i]’”

]) and the number of

components in that AFA (Num

NumAFA /]

_ ops
- AFA[j] ®)
Num .
component [i]

component [i]
Num,ecess

The numerator is easily derived from the algorithm description of
a stencil operation (e.g., calculating the number of MAC operations
in a convolution). The denominator is the num_component attribute
of the AFA (see Fig. 5).

Modeling A-CoMPONENTs Access Energy. Internally, each
A-CoMPONENT is built from a set of analog cells, which we call
A-CeLLs. Modeling per-access energy of an A-COMPONENT requires
knowing its cell-level implementation. Expert users can define
new cell parameters and/or cell-level implementation of an A-
CoMPONENT. Absent those, each A-COMPONENT has a default im-
plementation, surveyed from classic and recent CIS designs [30, 34,
54, 71, 72]. For instance, a 4T-APS pixel A-COMPONENT consists of
a photodiode (PD) A-CELL, a floating diffusion node (FD) A-CELL,
and a source follower (SF) A-CELL; a multiplier implemented by
switched-capacitor charge re-distribution [42] consists of a capaci-
tor array A-CeLL and an OpAmp A-CELL.

We now describe our energy modeling of A-COMPONENTS, but
keep in mind that these design details are abstracted away from
typical users. E;omponent is the weighted sum of the energy con-
sumption of each constituting A-CELL in the component and the
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access counts to the A-CELL:

t[i 11[j 11[j
gt S U vl
J

Despite large varieties of high-level analog circuits, the A-CELL
used for analog in-sensor computing can be categorized to three
classes according to circuit characteristics: dynamic A-CELL, static-
biased A-CELL, and non-linear A-CELL. They each consume energy
in a different way.

@ Dynamic A-CEeLL. The energy of a dynamic circuit comes from
the charging and discharging of the total capacitance in the circuit:

N
peelld _ Z Cli] x Wsli]? ®

where N, represents the total number of capacitance nodes in the
dynamic circuit, and C[i] and Vys[i] are the capacitance and the
voltage swing at it" capacitance node, respectively. Typical dynamic
A-CeLLs include capacitive digial-to-analog converter (CDAC) and
passive analog memory.

In Equ. 5, Wy is determined by the analog supply Vppa and
the number of transistors placed between the analog supply and
the ground. The nodal capacitance C is determined by its thermal
noise and the computation precision. To guarantee the accuracy
of analog computing, the maximum thermal noise should be kept
below %LSB of the data resolution:

(kT 1
Othermal = ?> 30thermal < ELSB (6)

where LSB = Vyg/2data resolution Dyaa regolution is algorithm de-
pendent. For example, if Viys = 1V and the required resolution is
8-bit, the thermal noise should be less than %% 2;,‘{,“ = 2.6mV, from
which C is obtained.

@ Static-biased A-CELL. The energy of a static-biased circuit
comes from the integration of the bias current over a specific time
period under the analog supply Vppa:

11,

Ege ¥ = VDDA X Ibias X static (7)
where I, is the bias current and tgayic is the time during which
the A-CELL is statically biased.

We provide two ways to estimate Ig,tic based on circuit details.
For A-CeLLs where L, directly drives the load capacitance (e.g.
static-biased SF in a pixel), I;,s is determined by charging up the
load within the given time:

Cioad X W
Ihias1 = > ®)

Lstatic
where Cjo,q is the load capacitance. The energy is reduced to:

g = Cloaq X Vs X Vbpa ©)
For A-CELLs where I;,, does not directly drive the load capaci-

tance (e.g. differential operational amplifier in analog memory or

discrete-time integrator), Ij,5 can be determined by the classic g[_:.

method [32]:

27t X Clpaq X GBW

9gm/Iq (10)

Ibias,Z =
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where gI_,; is a technology-insensitive factor ranging from 10 to 20
depending on the inversion level of the transistors, and GBW is
product between gain (G) and bandwidth (BW).

To use Equ. 7 and Equ. 10, CAM] must estimate BW and fgatic,
both of which depend on the A-CELL delay. Specifically, BW is the
reciprocal of the A-CELL delay and tgtatic is:

K
11
Estatic = Ta — Z t,?e (11)
i

where Ty is the delay of the A-COMPONENT containing the A-CELL
and is estimated in Sec. 4.1; K is the number of cells before the
current A-CELL on the A-COMPONENT critical path, and tl.ceu is
the delay of an A-CELL. Absent timing condition from users, we
evenly allocate the A-CoMPONENT delay to each A-CELL, based on
the fact that the analog signal uni-directionally flows through the
A-CoMPONENTs we support so all A-CELLs are on the critical path.

© Non-linear A-CELL. For those circuits with non-linear transfer
functions, such as ADCs and comparators (which are essentially 1-
bit ADCs), they contain both dynamic/static-biased circuit cells and
digital logic so it is difficult to estimate the energy from analytical
formulas. Instead, we use the ADC’s Walden Figure-of-Merit (FoM)
plot [53] surveyed from recently published CIS papers, which shows
the ADC’s energy-per-conversion vs. its sampling rate. Specifically,
given the ADC sampling rate (the reciprocal of the A-CELL delay) we,
absent detailed user input, use the median energy-per-conversion at
that sampling rate as the estimation. The total energy of non-linear
A-CELL is thus obtained by the product of its estimated FoM and
the number of required conversions:

Egeu’nl = FoM [J/conversion] X Numconversion (12)

The access counts to a specific A-CELL are the number of times
the A-CELL is used along both the spatial and temporal scale to
generate one A-COMPONENT output:

cell[j]

NumS ! = Num®U! % Num! (13)
temporal

access spatial

For example, if an A-CELL represents an static-biased SF in a pixel,

static-SF y6u1d be the number of SFs in the pixel and NumStatic-SF
spatial temporal

would be the number of times the pixel charge is read out (e.g., 2
if correlated double sampling is used to reduce noise [9]). The
access counts information for A-CEeLLs is hard-coded for each A-
CoMPONENT and is abstracted away from typical users, but can be
updated for a custom design.

Num

4.3 Digital Energy Modeling

Eframe

The digital energy of a frame is the sum of the computation

energy of each compute unit E(Ciomp and the energy of each memory
structure EZ'*™:

frame _ " pcomp|i] mem[;]
Eframe _ZEd +ZEd (14)
i 7

The energy of each compute unit is the product of the energy

per cycle E;yde and the number of cycles Numgyle:

E;omp[i] _ E;Yde[i] X Numycle (15)
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We rely on users to provide Ezyde, which usually is obtained
through HLS/ASIC synthesis flows. The cycle counts, in contrast,
are obtained through cycle-level simulation by Cam].

The energy consumption for memory accesses is the sum of
leakage energy and the dynamic access energy; the latter is the
product of the energy consumption for one memory read E(’fad or
write (Eg’rite) and the total number of memory reads (Numy,q) or
writes (NumMyyrite ):

(]

mem|[j] _ pread[j] [J] write[j]
E i =E 9 X Numrea a7t E 3 X NumWrite
i 1
+pleakagelil o 2 oy (16)
d FR

The leakage energy is the product of the leakage power P(lf""kage

and the memory active time (i.e., not power-gated), which is a frac-
tion & of the frame time ﬁ Users supply the dynamic read/write
energy and leakage power; the access counts and the active time
are from the Cam]J simulation.

4.4 Communication Energy Modeling

The communication power is dominated by the energy to transfer
the data outside the sensor using the energy-hungry MIPI CSI-2
interface and, in the case of 3D-stacking CIS, the energy of yTSV.
In literature the energy of the two interfaces is usually given for
energy per Byte. Therefore, the communication energy is given by:
mipi

frame _ pmipi
E¢ =E Bytes

+ESY x Num® (17)

X Num Bytes

Ey"P and ESY are user supplied with represented data reported in
the literature [48]. The data volume statistics in both interfaces are
generated in CaM] simulation (based on the algorithm description
and algorithm to hardware mapping).

5 CAM] VALIDATION

In this section, we validate CAM] against real measurement data
from nine recent CIS chips [5, 13, 16, 29, 30, 54, 61, 70, 72] shown in
Table 2. These designs span a range of design dimensions including
2D and 3D designs, different process nodes, pixel types, as well as
PE designs and memory sizes in the analog and digital domains.

Fig. 7 compares the estimated and actual energy per pixel re-
ported in the original papers. Our estimations closely match the
measured results, which span several orders of magnitude, showing
both the diversity of the CIS design styles and the wide system
power/energy scale that CaM]J can flexibly support and accurately
model. Across all designs, CaMJ achieves a Mean Absolute Percent-
age Error of 7.5% and a Pearson Correlation Coefficient of 0.9999.

Fig. 7b - Fig. 7j compare the detailed energy breakdown across
the nine designs. Whenever possible, we use the circuit parame-
ters reported in the papers. For SRAMs, we use DESTINY [57] to
obtain per-access energy. The three papers that perform digital
computation all execute DNNs, where a PE is a MAC unit; we use
the synthesis result of a 65 nm MAC unit design for per-MAC en-
ergy [5], and scale it to other process nodes based on classic CMOS
scaling [60, 64].

While overall CamJ provides an accurate component-level and
full-system energy estimation, we find two key reasons behind
result mismatches. First, the results are less accurate when CamJ
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Table 2: Summery of CIS designs for validation, which cover a wide range of design variations. “indicates data not reported in
the original papers and are based on our educated guess. Unit of analog memory size is “number of analog values”.

Analog Digital
CIS P Node Stacked . . " . .
rocess Node acke Pixel ~Memory  PE Operation PE Position Op Domain Memory  PE Size
ISSCC’17 [5] 65nm No 3T APS 20X 80 Avg&Add Column&Chip Charge&Voltage | 160KB 4 X 4 X 64
JSSC’19 [72] 130nm No 4T APS  4x240 Logarithmic Sub. Column Voltage - -
Sensors’20 [13] 110nm No 4T APS No MAC&MaxPool Column Voltage - -
ISSCC’21 [16] 65nm/22nm Yes 4T APS* No - - - 8MB 1% 2304
JSSC’21-1 [30] 180nm No PWM No MAC Column Time&Current - -
JSSC’21-1I [54] 110nm No 4T APS No MAC Column Charge - -
VLSI'21 [61] 65nm/28nm Yes DPS No - - - 6MB -
ISSCC’22 [29] 180nm No PWM No MAC Column Time&Current 256B* 1
TCAS-I'22 [70] 180nm No 3T APS No Mul. &Add Pixel&Chip Current - -
3 10* Analog E=IMem Pixel Analog MaxPool ~ [ZZIConv Pixel
?l, 3 [ APixel Z0thers Mem 20 0thers [TPixel EZ7IDigital
) 10 X [EHReadout  [Z7ADigital
S 2 X 7
210 X 0 A1oo 1000 250
3 " z . 3 8o} . | B s} — % 200} - - | i
% 10 310”’/ / 1 2 eo} | . -] 2 e00}- ] -1 Z1s0} | ] i
£ olX 3 x 3 40} - E - 3 400} - | - - 3100} - | - -
B0 Mgyt 2107} - g g g
100 100 10 107 100 2 ¢ T & 20f ] - | & 200f - . - & 50} - -
Reported Energy 10" o 0 0
(pJ/px) Reported Estimated Reported Estimated Reported Estimated Reported Estimated
(a) Energy Correlation (b) ISSCC’17 [5] (c)JSSC’19 [72] (d) Sensors’20 [13] (e) ISSCC’21 [16]
Pixel  [ZZADigital Analog 77IDigital Analog  [IMMem Pixel Analog PE Mem
PE [ITIADC Pixel [MMem [ Digital EZEADC Z7IDigital DAC Pixel
DAC  [IMem Multiplier ~ EZHIADC Analog
60 1288 60 3.0
< 14} R 50f - -] g 1400 - - < 50} - - — z25F .
S 1ol Saob A4 gl . - S0 | - 1 S20) - -
< 8 =30} - - -4z 288—77 - - 530E - - Z15F - .
2 6 220f - | - - 2 - = - Seob- -V - 210} | - -
L - = - 7 7
&4 & 10l h 8 4% = ) & 10} - 1 osl | - -
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(F) JSSC’21-1 [30] (g) JSSC’21-11 [54]

(h) VLSI'21 [61]

(i) ISSCC’22 [29] (j) TCAS-I'22 [70]

Fig. 7: Validation results. Cam] achieves a Pearson correlation coefficient of 0.9999. Several papers lump different components
into the coarse-grained “Analog”, “Digital”, or “Others” categories. We show detailed breakdown and indicate when the sum
of several fine-grained categories in our estimation corresponds to a coarse-grained category in the original papers.

does not have access to detailed design parameters. For example,
the pixel estimation in Fig. 7f, Fig. 7g, and Fig. 7j shows an absolute
error of 12.4%, 38.9%, and 33.3%, respectively, due to insufficient
circuit parameters on pixel ramp-generator (Fig. 7f), pixel parasitic
capacitance (Fig. 7g), and photodiode voltage swing (Fig. 7j). Simi-
larly, the analog PE in Fig. 7f and Fig. 7b shows an absolute error
of 9.3% and 23.7% due to insufficient circuit parameters on sam-
pling capacitance (Fig. 7f) and sense amplifier conversion energy
(Fig. 7b), respectively. In contrast for Fig. 7c, where the detailed
design parameters are provided for the analog PE, the estimation
error is only 0.4%.

The other source of inaccuracy comes from the mismatch be-
tween the actual circuit design and CamJ’s default circuit template.
For example, the ADCs in Fig. 7g and Fig. 7h show an absolute
difference of 31.7% and 16%, respectively 2; the original designs use
low-power dynamic technique (Fig. 7g) whereas CamJ estimates

2Both papers consider ADC as a digital unit, which is what we use here.

the energy of ADC based on the FOM survey [53]. The memory
in Fig. 7j shows an estimation error of 33.0% because the original
design uses customized 8T SRAMs while CaM] uses standard 6T
SRAMs from DESTINY [57], resulting in higher leakage power.

6 ARCHITECTURAL EXPLORATION

We now demonstrate three complementary examples of using Cam]
to explore architectural trade-offs. The three use-cases complement
each other. First, we explore when moving computation inside the
CIS brings energy benefits (Sec. 6.1). We show that the energy re-
duction is small in a conventional 2D design. We then show that
introducing 3D stacking, which allows for hybrid integration, fur-
ther improve the energy efficiency at a cost of higher power density
(Sec. 6.2). Finally, we discuss the trade-off of moving computation
into the analog domain (Sec. 6.3).
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Fig. 8: Hardware design for (a) Rhythmic Pixel Regions [37],
which is a ROI-based image encoder and (b) Ed-Gaze, which
is a gaze tracking algorithm. In their original designs, every-
thing after ADC takes place off CIS; we evaluate the benefits
of bringing the entire execution into the CIS.
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(b) Results on Ed-Gaze.

Fig. 9: Energy consumption comparison between 2D in-
sensor (2D-In), 2D off-sensor (2D-Off), 3D in-sensor (3D-In),
and 3D in-sensor with STT-RAM (3D-In-STT) processing.
SEN: everything up to and including ADCs; MEM: mem-
ory; COMP: computation; MIPI: MIPI CSI-2 communication;
uTSV: y TSV communication between layers.

6.1 Computing Inside vs. Off Sensor

Computing inside CIS reduces the data transmission cost by con-
suming pixel data inside the sensor. To explore the benefits, we
evaluate two recent papers, Rhythmic Pixel Regions [37] and Ed-
Gaze [17], both of which generate a small Region of Interest (ROI)
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from the original full-resolution image and, thus, can potentially
benefit from in-sensor computing by moving the ROI generation
inside the sensor.

Fig. 8a and Fig. 8b illustrate the execution flow of the two algo-
rithms, respectively. Everything after the ADC is executed outside
the sensor in the original papers, and we use CAM] to evaluate the
energy consumption after moving the entire execution inside the
sensor. Specifically:

e Rhythmic Pixel Regions: a 1280 x 720 pixel array is pro-
cessed by a dedicated accelerator (Compare & Sample) to
generate the ROIL which on average reduces the image size
by 50%. The ROI generation performs roughly 7.4 x 10° arith-
metic operations per frame.

o Ed-Gaze: a 640x400 pixel array is first downsampled by 22,
and then processed by an pixel-wise subtraction operation
with respect to the previous frame to generate an event map,
which is then processed by a DNN to generate the ROI The
ROL on average, reduces the image size by 25%. The DNN
dominates the computation and performs about 5.76 x 107
MAC operations per frame.

We use CaMm]J to evaluate two hardware configurations:

e 2D-In (H): a 2D CIS fabricated in the H process node; the
entire execution is performed inside the CIS.

e 2D-Off (H/L): a 2D CIS fabricated in the H process node;
everything after the ADC takes place on an SoC, which
is fabricated in the L process node. We evaluate two CIS
process nodes, 130 nm and 65 nm, both common in CIS
designs (Tbl. 2). We set the SoC process node to 22 nm.

Fig. 9a shows the energy of Rhythmic Pixel Region under differ-
ent designs. Overall, 2D-In reduces the energy compared to 2D-Off.
When CIS process node is 130nm, 2D-In saves 14.5% compared to
2D-OfF. This saving improves to 33.4% when the CIS process node
is 65nm. The energy reduction comes from reducing the amount of
data (full-resolution image vs. ROI) that has to be communicated
through the MIPI CIS-2 interface (MIPI in the figure). This data
communication cost reduction comes at the expense of increasing
the computation (COMP) and memory access (MEM) cost, both of
which increase because of the older process node in the CIS.

Ed-Gaze’s results are shown in Fig. 9b, which tells a different
story. Computing inside the CIS ends up consuming much more
energy than computing on the SoC. This is because communication
cost is light for Ed-Gaze: the communication cost contributes to
only 15.0% of the total energy in the off-sensor system to begin
with. Thus, the additional energy costs of computation and memory
accesses inside the sensor far outweigh the reduction in communi-
cation cost. Interestingly, 65nm 2D-In consumes more energy than
its 130nm counterpart, because the 65nm node is known to have
high leakage power [20]. In Ed-Gaze, the frame buffer must be on
during the entire frame time without power gating, since a frame
must always be retained in order for frame subtraction.

Finding 1: Computation inside CIS is less efficient than that off
CIS. In-CIS computing saves energy only when the process node of
the CIS is not too far behind that of the SoC and the application is
communication-dominant.
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Table 3: Power Density. Unit is mW/mm?.

Process Node | Rhythmic Pixel Regions Ed-Gaze
Pixel/Compute | 2D-Off 2D-In  3D-In | 2D-Off 2D-In 3D-In
130nm/22nm 0.05 0.09 0.06 0.19 0.30 0.78
65nm/22nm 0.03 0.05 0.04 0.11 2.24 0.70

6.2 Comparison of 2D CIS and 3D-stacked CIS

We use CamJ to explore the benefits of 3D stacked CIS. We use
the same algorithms in Rhythmic Pixel Regions and Ed-Gaze and
consider two additional 3D configurations:

e 3D-In (H/L): a two-layer stacked CIS, where the pixel layer
is fabricated in the H process node and the compute layer
is fabricated in an advanced process node L. All post-ADC
operations take place in the compute layer.

e 3D-In-STT (H/L): similar to 3D-In (H/L) except the SRAM
in the compute layer is replaced with a STT-RAM, which we
model using NVMExplore [55]. Rhythmic Pixel Regions lacks
STT-RAM results, because it requires only a 2K memory,
which NVMExplore does not support.

Comparing 3D-In and 2D-In in Fig. 9a shows that 3D integration
reduces the energy by 15.8% on average for Rhythmic Pixel Regions.
This is because the digital PEs and the SRAMs now use the same
process node as that of the SoC; moving computation inside the
sensor no longer increases the computation and memory energy but
still enjoys the significant data volume reduction. The additional
cost of moving data via ¢/TSV is insignificant, due to the low energy
cost of yTSV.

The energy reduction from 3D integration is even higher for
Ed-Gaze. Comparing 3D-In and 2D-In in Fig. 9b, 3D stacking re-
duces the energy by 38.5% on average, because memory energy
contributes to 71.3% of the total energy in 2D-In, which is signifi-
cantly reduced when using a 22nm node.

That said, the memory energy still dominates in 3D-In, because
the frame buffer cannot be power-gated as explained before, con-
suming non-trivial leakage power. To further reduce the memory
energy, we explore STT-RAM, which is known to have low leakage.
By replacing SRAM with STT-RAM, 3D-In-STT further reduces
the overall energy by 69.1% and 68.5% compared to 3D-In under
the 65nm/22nm and the 130nm/22nm combination, respectively.

Power Density. While 3D stacking is known to increase power
density, we use CamJ to show that the impact on power density is
algorithm-specific. We use a conservative area estimation to obtain
a power density upper bound while leaving a comprehensive area
modeling to future work. Specifically, we use the pixel array to
approximate the analog area and use SRAM area to approximate
the digital area.

Tbl. 3 compares the power density across the three sensor vari-
ants for the two algorithms. The power density of Rhythmic Pixel
Regions shows no significant difference among the three variants,
because the power of Rhythmic Pixel Regions is dominated by com-
munication, which is not greatly affected by stacking. In contrast,
the power density of Ed-Gaze more than doubles by 3D stacking
under the 130nm/22nm combination. This is because 3D-In is 3X
smaller in area than 2D-In. Under the 65nm/22nm combination,
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Fig. 10: Mixed-signal CIS design for Ed-Gaze. We move the
first digital stages in Fig. 8b to the analog domain.
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Fig. 11: Energy comparison between mixed-signal in-sensor
computation and fully-digital in-sensor computation on
Ed-Gaze. COMP/MEM-D: digital compute and memory;
COMP/MEM-A: analog compute and memory.

2D-In has higher power density due to the high leakage power of
65nm process, which is avoided in the stacked design.

It is worth noting that the absolute power density of 3D-stacked
sensors is still very low, in fact three to four orders of magnitude
lower than the power density of typical CPUs (up to 1W/mm? [14])
and GPUs (up to 0.3W/mm? [11]). Such a low power density will
unlikely lead to thermal hotspots and create a cooling challenge [73].
However, higher power density increases the thermal-induced noise
and worsens the imaging and computing quality [36]. End-to-end
application optimization must take into account the noise impact,
an exploration that CamJ enables and that we leave to future work.

Finding 2: 3D stacking saves energy but increases power density —
for compute-dominant applications. The absolute power density is
not high enough to create thermal hotspots but could increase noise,
warranting further studies.

6.3 Comparison of Analog and Digital
Computing
We use Cam] to explore the benefits of in-sensor analog computing.

In particular, we use Ed-Gaze for the case study and consider a
mixed-signal configuration:

e 2D-In-Mixed: a 2D CIS, where the first two stages in the
algorithm (Fig. 8b), 2 X 2 downsampling and frame subtrac-
tion, are implemented in analog while last stage (ROI DNN)
is implemented in the digital domain.

Fig. 10 shows how the Ed-Gaze is mapped to a mixed-signal CIS.
Inside the pixel array, the 2 X 2 downsampling is done through
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stages (S1, S2, S3).

pixel binning (similar to that in Fig. 5). The analog frame buffer
stores the downsampled analog pixel values, which are read by an
analog PE array for frame subtraction. Each analog PE consists of a
switched-capacitor subtractor/ multiplier for absolute subtraction
and a comparator for frame delta digitization. The output of the
Analog PE array enters the SRAM array, at which point the hard-
ware is the same as that in 2D-In. For a fair comparison and to
ensure area overhead is well accounted for, we conservatively set
all the capacitors to 100fF. Despite the over-sizing, analog design
still yields at least 27% less area than the digital counterpart.

Fig. 11 compares 2D-In-Mixed and 2D-In. Moving the first
stages of the Ed-Gaze algorithm to the analog domain reduces the
energy by 38.8% and 77.1%. The energy reduction comes from two
sources: removing the ADCs (indicated by lower SEN) and replac-
ing SRAMs in the first two stages with analog buffers (indicated
by lower MEM-D). The reduction in MEM-D is particularly signifi-
cant for the 65nm node, where the SRAM leakage power is high.
To corroborate the results, Fig. 12 shows the normalized energy
breakdown among the three stages (S1, S2, and S3). S3 (DNN) be-
comes the dominant stage after moving first two stages into analog
domain, showing the effectiveness of analog processing.

Interestingly, the energy reduction is obtained when the com-
pute energy of the first two stages slightly increase. Fig. 13 shows
the energy breakdown of the first two stages. While the memory
energy reduces, the compute energy increases in the mixed-signal
mode. This is because to maintain an 8-bit precision the OpAmp
consumes too much energy (Equ. 6). A caveat is that the analog de-
sign presented here, which uses active switched-capacitor circuits,
is based on our specific implementation choice. It is conceivable
that different designs would yield different efficiency results.

Finding 3: While analog computing is known for reducing ADC and
computing energy, the energy saving is also attributed to lower ana-
log memory energy, especially for memory-intensive applications,
which many in-CIS use-cases are.

7 RELATED WORK

Emerging CIS designs are discussed in Sec. 2 and Sec. 5.

Power Modeling. Power/energy modeling is a cornerstone
of architectural exploration. Prior power models of CPUs [7, 44,
62], GPUs [28, 33, 43], and memory [3, 23, 55, 57] have enabled
a plethora of power/energy optimizations. Fundamentally, Cam]
shares the same, bottom-up modeling methodology, where energy
is estimated from access counts and per-access energy. Addition-
ally, CamJ provides a clean programming interface to integrate
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other architectural simulators [18, 19, 59, 63] and memory model-
ing tools [55, 57] to model bespoke accelerators and memories.

Prior analog power modeling requires either detailed transistor-
level parameters [65] or is based on the statistic models of particular
analog circuits [41]. Lim et al. [47] decomposes a mixed-signal
circuit into basic cells and accelerate the mixed-signal simulation
by approximating the transfer function of each cell. CaMJ uses a
similar decomposition methodology but specifically targets CIS.

CIS Modeling. No comprehensive CIS modeling framework
exists. Two recent papers from Meta use first-order analytical model
to estimate the energy of their custom CIS design, i.e., 3D stacking
with DPS [21, 48]. It does not provide the level of flexibility to
accommodate general CIS design and architecture exploration as
supported by Cam].

LiKamWa et al. [46] provide a coarse-grained CIS power model
using the idle and active period/power without considering the
hardware implementation details. Cam], instead, models the hard-
ware with finer granularity to achieve finer-grained architectural
exploration. Kodukula et al. [36] cite coarse-grained component
energy of typical CIS designs and builds a thermal model. Cam],
can provide more accurate power/energy modeling that feeds into
such thermal model.

Visual Computing Optimizations. Recent work discusses
the possibility of processing inside an CIS to reduce the data trans-
mission cost, e.g., Ed-Gaze [17], Rhythmic Pixel Regions [37], Reid
et al. [56], and SplitNets [15]. All, however, rely on first-order en-
ergy models. Using CamJ, we study the algorithms in Ed-Gaze and
Rhythmic Pixel Regions and quantify their benefits (Sec. 6). Many
recent visual computing optimizations use motion vectors that can
be naturally generated during imaging to simplify downstream
vision processing [18, 74]. It is interesting to explore how motion
estimation can be integrated into the CIS using CamJ. CaM] can
also be integrated with visual computing benchmarks [31, 39] to
study in-CIS computing for different workloads.

8 CONCLUSION

CaM] is a silicon-validated, component-level energy modeling and
architecture exploration framework for computational CIS. It ac-
cepts high-level descriptions of image processing algorithms and
hardware designs, and enables exploration of architectural trade-
offs, e.g., in vs. off CIS, 2D vs. 3D design, and analog vs. digital
processing. CAMJ is the first step in the promising field of in-sensor
visual computing.
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