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ABSTRACT
With the rapid growth of classification scale in deep learning sys-
tems, the final classification layer becomes extreme classification
with a memory footprint exceeding the main memory capacity of
the CPU or GPU. The emerging in-storage-computing technique of-
fers an opportunity on account of the fact that SSD has enough stor-
age capacity for the parameters of extreme classification. However,
the limited performance of naive in-storage-computing schemes is
insufficient to support the heavy workload of extreme classification.

To this end, we propose ECSSD, the first hardware/data lay-
out co-designed in-storage-computing architecture for extreme
classification, based on the approximate screening algorithm. We
propose an alignment-free floating-point MAC circuit technique
to improve the computational ability under the limited area bud-
get of in-storage-computing schemes so that the computational
ability can match SSD’s high internal bandwidth. We present a het-
erogeneous data layout design for the 4/32-bit weight data in the
approximate screening algorithm to avoid data transfer interference
and further utilize the internal DRAM bandwidth of SSD. Moreover,
we propose a learning-based adaptive interleaving framework to
balance the access workload in each flash channel and improve
channel-level bandwidth utilization. Putting them together, our
ECSSD achieves 3.24-49.87x performance improvements compared
with state-of-the-art baselines.
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1 INTRODUCTION
Classification workloads are essential in many applications, such as
image recognition [4, 8, 41], natural language processing [6, 13, 56],
and recommendation [34, 43, 51], where the classification layer
works as the final step to make predictions. As the size of clas-
sification categories keeps scaling up, the classification layer be-
comes larger and larger, leading to extreme classification prob-
lem which takes 30%-60% execution time overhead of the overall
applications[22]. The category size of recent classification work-
loads can even reach 100 million, causing the classifier’s parameters
to consume hundreds of GBs [21, 28, 37, 42, 54], which exceeds the
common main memory capacity in CPU or GPU systems [5, 24].
Thus, storage devices with much larger capacity are necessary to
store the increasing amount of classification parameters, such as
SSD [15, 33, 53]. However, the bandwidth from SSD to main mem-
ory is limited [16, 47, 50]. The CPU or GPU suffers from a long
delay to transfer such a huge amount of data from SSD storage.
As a result, the system performance is severely bound by the data
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movement bottleneck if extreme classification is implemented in
conventional computing architectures.

Emerging in-storage-computing technologies [19, 20, 25, 44]
provide a promising solution to run the extreme classification effi-
ciently. First, the storage capacity of SSD can reach TB level, which
is sufficient to store all parameters in extreme classification. Besides,
the computation units inside the storage device [20, 44] can directly
utilize the much higher internal bandwidth, which both breaks
down the external bandwidth limitation of conventional I/O and
eliminates a large number of time-consuming data movements from
the storage system to the main memory and computation units.
But there exist challenges using in-storage-computing technology
to deal with extreme classification. On the one hand, the computa-
tions are often huge due to the enormous classification category
size, especially in full precision. On the other hand, the limited
area budget makes inserting extra computation units inside SSD
difficult. The mismatch between the limited compute resource and
the high internal bandwidth in SSD, if not appropriately addressed,
will inevitably lead to a waste of the internal bandwidth and a much
longer computation delay to finish extreme classification.

One potential solution is to explore new algorithmic methods to
eliminate computation redundancy. Using approximate screening
algorithm [22] has been verified as an efficient method to reduce
the computation amount without compromising accuracy. By ap-
proximate projection [22], we can first get a low-precision (e.g., in
4-bit) weight matrix for the huge classification layer. After first do-
ing vector-matrix multiplication between projected input features
and approximate weight matrix, we can compare the low-precision
results with thresholds and decide which full-precision weight vec-
tors will be used for further computation to get the final predictions.
In this way, we can reduce the amount of floating-point computa-
tions to 10%, which helps a lot to mitigate the computation burden
for in-storage-computing.

However, the remaining 10% floating-point computations in ex-
treme classification still exceed the limited computing resources
that could be added into SSD. Besides, the approximate screen-
ing algorithm also brings some new challenges to the targeted
in-storage-computing scenario. If the 4-bit low-precision data and
the 32-bit full-precision data used in the approximate screening
algorithm are homogeneously stored in flash, the data transfer in-
terference between these two data types could slow down the whole
transfer process. Moreover, the imbalanced workloads in each flash
channel caused by the discontinuous data access pattern of the algo-
rithm will lower the actual channel-level bandwidth utilization. As
shown in the roofline analysis in Fig. 1, the in-storage-computing
baseline, indicated as point A, is compute-bound due to the limited
computation capability of conventional floating-point MAC units.
If the computation ability under the limited area budget can be
promoted, the performance point will go higher to point B in Fig. 1.
Then the original compute-bound problem shifts into the memory-
bound scenario which is restricted by the data transfer interference
and flash channel workload imbalance. We can further unleash
the performance via improved utilization of internal bandwidth by
mitigating data transfer interference and imbalanced accesses on
flash channels, indicated as point C in Fig. 1.

Figure 1: Rooflinemodel analysis of our design vs. in-storage-
computing baseline.

To summarize, we face three main challenges to imple-
ment the approximate-screening-based extreme classifica-
tion with in-storage-computing technology:

• Challenge 1: Under limited chip area for extra logic circuits
in SSD, the in-storage computing performance is limited and
can not match SSD’s high internal bandwidth, leading to
under-utilization of available internal bandwidth and long
processing latency.

• Challenge 2: If the two types of 4-bit/32-bit data intro-
duced by approximate screening are stored homogeneously
in NAND-based flash, the data transfer interference between
the 4-bit and 32-bit data will slow down the whole process-
ing.

• Challenge 3: The discontinuous access pattern of 32-bit
weight data in the approximate screening algorithm leads to
imbalanced workload on each flash channel in SSD, which
is detrimental to the channel-level bandwidth utilization.

To tackle the above challenges, we propose a hardware/data-
layout co-designed in-storage-computing architecture for extreme
classification, based on the approximate screening algorithm. Our
key insight is that instead of solving the problem purely at a single
stage, we exploit the improvements at all different levels from circuit
to architecture and to data layout in a synergistic manner. For the
first time, we analyze and present the area budget guideline of
additional logic circuits for in-storage-computing architectures. We
propose a novel alignment-free floating-point MAC circuit design to
significantly elevate the computational capability under the limited
area budget. To avoid the data transfer interference between 4-bit
and 32-bit data and fully utilize the internal bandwidth of SSD, we
further propose a heterogeneous data layout and architecture design
to decouple the two-type data storage, transfer, and computation.
What is more, we explore balancing the accesses of each flash
channel to enhance the actual channel bandwidth utilization for
the in-storage-computing architecture. We creatively propose a
learning-based adaptive interleaving framework to balance the
access workload of each channel to further increase the channel-
level bandwidth utilization and reduce total processing time.
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Figure 2: Approximate screening algorithm for extreme clas-
sification.

Our contributions are as follows:
• We present the first in-storage-computing architecture for
extreme classification, which comprehensively incorporates
optimization across the circuit, architecture, and data layout
levels.

• ForChallenge 1, we propose a novel alignment-free floating-
point MAC circuit technique that significantly enhances
the in-storage-computing performance under limited area
budget condition.

• For Challenge 2, we propose a heterogeneous data layout
and architecture design to avoid the data transfer interfer-
ence between 4-bit and 32-bit data and further utilize SSD’s
internal bandwidth.

• ForChallenge 3, we present a learning-based adaptive inter-
leaving framework to balance each flash channel’s workload
in SSD and further elevate the flash channel level bandwidth
utilization.

• The evaluation results show our ECSSD achieves 3.24-49.87x
performance improvements compared with the state-of-the-
art baseline architectures.

We introduce the background in Section 2 and our motivation
in Section 3. Architecture design and learning-based adaptive in-
terleaving framework are discussed in Section 4 and 5. Evaluations
are shown in Section 6.

2 BACKGROUND
In this section, we introduce the fundamental background for fur-
ther discussion. We first introduce the approximate screening al-
gorithm for extreme classification. Then, we present the technical
background of the SSD organization.

2.1 Approximate Screening Algorithm
Dealing with the extreme classification [21, 37, 42] is becoming even
more and more challenging for large-scale scenarios. Approximate
computation [9, 23, 48, 49] is an efficient method to simplify the
computation complexity of machine learning applications with
acceptable accuracy drop. Recently approximation ideas are widely
used in both software algorithm [40, 55] and hardware circuit [10,
11, 23]. For the extreme classification problem, approximation has
also been proved as an efficient method [22].

In the extreme classification problem, it has been observed that
not all the computation is important, or necessary [22]. Only a

Figure 3: Original SSD structure.

small part of the computation decides the final prediction results.
For example, the final prediction results are only generated from
the scope of top-k values with the highest probabilities [14]. So the
approximate screening algorithm [22] is proposed to greatly reduce
the amount of computation. First, a low-precision approximate
screening module with shrunk hidden dimension is introduced
to filter out the candidate full-precision weight vectors. Then the
candidate-only classification module only computes the candidate-
related classification under full precision to get the final predictions.

The approximate screening algorithm is shown in Fig. 2. There
are two modules with different precision in the approximate screen-
ing algorithm. The full-precision classification module consists of a
large 32-bit floating-point weight matrix with original high hidden
dimension D and classification output dimension L. The approxi-
mate screening module is constructed by a projected small weight
matrix with low shrunk hidden dimension K (D>K) and 4-bit integer
precision, which is projected from the original 32-bit large weight
matrix. For the inference process of the approximate screening
algorithm, first, projected input features are multiplied with the
projected low-precision weight matrix to get the approximate re-
sults. Then according to these approximate results, the importance
of each floating-point weight vector is estimated. By comparing
with the pre-trained threshold, the most important values of all the
L approximate results are selected to decide which floating-point
weight vectors are potential candidates. The selected candidate
floating-point weight vectors further do full-precision computa-
tion with original input features in order to get the final accurate
prediction results. With this low-precision approximate screening
algorithm, the whole processing time can be reduced significantly
with 10x speedup.

2.2 SSD Organization
Fig. 3 shows the internal structure of a common NAND flash based
solid state drive (SSD). As a commonly-used storage device, SSD usu-
ally consists of NAND flash memory, flash controllers, embedded
processor, data buffer, DRAM and a host interface controller [7, 19].
Nowadays, the capacity of SSD devices can easily reach TB level, or
tens of TBs level, which is much higher than the capacity of main
memory. And the huge capacity of SSD provided the most impor-
tant cornerstone for dealing the large-scale extreme classification
problem using the in-storage-computing scheme, specifically, the
in-SSD-computing scheme.

There are multiple flash channels in the SSD. Each channel has
one independent flash controller to control the data read/write of
this channel. Thus, different channels can work independently and
concurrently. Commonly, the hierarchical organization of NAND
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flash SSD is channel, package, die, plane, block and page. The typical
capacity of one page is 4kB. In SSD, the read and write operations
happen at the page level. Erase operation happens at the block level.

The I/O bandwidth of SSD commonly is at single digit level GB/s,
such as 4GB/s, which causes long storage access latency for huge
data amount. For PCIe 3.0, the I/O bandwidth is only 1GB/s in each
lane, which confines the speed of data movement from SSD to the
host’s main memory. The internal bandwidth of SSD is usually
higher than its external I/O bandwidth. This is comprehensible that
inside SSD, there is internal dataflow for many SSD management
tasks. For each flash channel, it can reach 1GB/s internal bandwidth.
And more flash channels can bring higher internal channel level
bandwidth. For some high-end SSD products, they can have 16 flash
channels.

The embedded processor with its firmware is mainly responsible
for the flash translation layer, as known as FTL. The FTL implements
the management functions for the whole SSD such as flash wear
monitoring and garbage collection. It also executes logical to physi-
cal address mapping, which is necessary for data read/write. This
address mapping function provides a foundation for our proposed
data interleaving method, which is further discussed in Section 5.
The data buffer in SSD is used for temporally buffering the data
which is transferred between other main components in SSD such
as NAND flash, embedded processor and interface controllers. The
MB-level data buffer offers us a design opportunity that it can buffer
the data for our inserted accelerator so that extra buffer overhead
can be saved. The DRAM is used to store the SSD management
data. Especially, the logical-to-physical address mapping table is
maintained in DRAM. The capacity and the high bandwidth of
DRAM provide a chance for our heterogeneous data layout design
in Section 4.

3 MOTIVATION
In this section, we introduce the motivation for proposing our
ECSSD architecture. We first analyze the limitation of the approx-
imate screening algorithm for the in-storage-computing scheme.
Then, we present the hardware opportunity and limitation of the
in-storage-computing scheme.

3.1 Limitation of Approximate Screening
Algorithm

Although the approximate screening algorithm can help to reduce
the computation amount in extreme classification without accu-
racy drop, it brings new limitations to data access. Originally, all
the 32-bit weight vectors are needed to compute with input fea-
tures for the predictions. So the 32-bit weight data access pattern
can be sequential, which is friendly to memory or storage device
access. However, in the approximate screening algorithm, after low-
precision screening and filtering, only a few full-precision weight
vectors need to be fetched from storage for further computation.
Such discontinuous 32-bit data access pattern brings the limitation
to storage devices, especially the SSD: if all the 32-bit weight vectors
are still simply stored continuously in the NAND flash of the SSD,
then an imbalanced flash channel access pattern will be caused
by the approximate screening algorithm, leading to lower channel
level bandwidth utilization. Thus, to implement the approximate

screening algorithm efficiently, the storage method of 32-bit weight
vectors needs to be carefully designed, which is further discussed
in Section 5.

3.2 Hardware Opportunity
The memory capacity needed for extreme classification parame-
ters is very huge, which can reach hundred-GB level. If the ex-
treme classification is implemented under conventional Von Neu-
mann architecture, such exhausting data movement from SSD to
main memory causes too long latency. Besides, state-of-the-art
in-memory-computing or near-memory-computing schemes are
also not suitable for dealing with extreme classification because
commonly the memory capacity of these schemes is not enough to
store the parameters of extreme classification.

The in-storage-computing scheme is a guaranteed method that:
• SSD’s high storage capacity is enough for all parameters of
extreme classification.

• Computing in SSD can directly avoid lengthy data move-
ment out of SSD which is limited by SSD’s low external I/O
bandwidth.

• Computing in SSD can save the resources in the host so
that the host can have enough ability to deal with other
workloads.

With these guaranteed characters, the in-storage-computing
scheme provides a hardware opportunity for extreme classification
problems.

3.3 Limitation of In-Storage-Computing Scheme
Although directly doing computation in SSD can both take advan-
tage of SSD’s high internal bandwidth and avoid the huge amount
of data movement between SSD and host’s main memory, there
exists limitation of the naive in-storage-computing scheme: the
internal space of SSD is limited and the area budget for additional
inserted computing resource is also limited. We do a comprehensive
research on state-of-the-art industry storage solutions [3, 26] and
academic in-storage-computing works [19, 20, 25, 44, 52] to find the
acceptable and reasonable chip area budget for extra accelerator
or computing logic inserted in SSD. However, since in-storage-
computing field is still under development and far from maturity,
until now there is no work that has explicitly clarified the area bud-
get limitation for extra accelerator in SSD. It can be anticipated that
the problem of area budget for the extra logic circuit in SSD will
be more and more important as in-storage-computing accelerators
become more and more complex.

To fill this gap, for the first time, we propose an area budget
guideline for adding extra logic circuit into SSD to accelerate a
specific application with lightweight and acceptable overhead. The
area budget guideline is that: under the same manufacturing tech-
nology, the area of the additional logic circuit should not be larger
than the area of the single embedded processor of the original SSD
controller. There are two main reasons for choosing the area of
the embedded processor as the standard of lightweight extra chip
area budget. First, the embedded processor is always a necessary
and major component for both industry solutions and academic
architectures. Second, the embedded processor in the original SSD
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architecture is a complicated logic that handles multiple SSD man-
agement tasks. Comparatively, the extra lightweight logic circuit
just works as an accelerator for single specific application. For ex-
ample, the ARM Cortex R5 [2] fabricated in 28nm technology is
a common embedded processor used in many SSD products [26].
Under 28nm technology, 0.21mm2 [2], the area of a single Cor-
tex R5 processor, could be the area budget limitation standard for
lightweight accelerator insertion.

With the restriction of area budget, the scale of the inserted
logic circuit is limited, thus the computational ability that can be
added into SSD is restricted. In order to implement the approximate
screening algorithm in SSD and match the inserted computational
ability to the high internal bandwidth of an 8-channel SSD, which
is a common configuration for medium-end SSDs, at least 0.24mm2

area would be needed only for the naive floating-point MAC circuit
under 28nm technology. Further considering the chip area needed
for other components such as control logic and INT4 MAC circuit,
the total area must far exceed the 0.21mm2 budget restriction. Thus,
with the naive floating-point circuit technique, the computational
ability under the limited area budget is not enough to match SSD’s
high internal bandwidth. Such mismatch leads to a waste of SSD’s
internal bandwidth resource and makes the in-storage-computing
scheme for extreme classification to be a compute-bound problem,
even with the help of approximate screening algorithm to reduce
the computation amount. To fully utilize the internal bandwidth
of SSD, improving the computational ability on limited area is
necessary. Our computational ability improvement technique is
discussed in Section 4.

4 ARCHITECTURE AND CIRCUIT DESIGN
In this section, we present the ECSSD architecture design. We first
show the overall architecture, followed by the proposed alignment-
free floating-point MAC circuit technique and heterogeneous data
layout design. Then, we present the software integration and the
whole workflow of the ECSSD.

4.1 Overall Architecture
To address the extreme classification problem, we propose a novel
in-storage-computing architecture ECSSD. Fig. 4 shows the overall
architecture of our ECSSD. Different from conventional SSD ar-
chitecture in Fig. 3, we add customized accelerator near the data
buffer in SSD. The INT4 MAC circuit and the comparator in the
inserted accelerator are responsible for low-precision approximate
screening and candidate filtering. The FP32 MAC circuit with our
proposed alignment-free technique is responsible for full-precision
candidate-only classification. The scheduler module controls the
whole accelerator and coordinates with the FTL of ECSSD. The
ECSSD architecture can work in two modes: SSD mode and accel-
erator mode. Simple changes are made to the original firmware of
the embedded processor to support the FTL for both modes.

SSDMode. In SSDmode, the working principle is very similar to
the conventional SSD product. In this mode, the inserted accelerator
is disabled and ignored. When receiving load/store commands from
host, the ECSSD gets the logical address of the data and translates
the logical address into the physical address in ECSSD. Then accord-
ing to the physical address, the data is fetched from/programmed

Figure 4: ECSSD architecture overview.

into the NAND flash. The embedded processor, working as FTL,
controls the logical to physical address mapping, garbage collection
and wear leveling. The DRAM works as a cache to store the L2P
address translation table and other management information.

AcceleratorMode. In accelerator mode, the inserted accelerator
is enabled and the ECSSD only works for accelerating the extreme
classification application. The ECSSD only receives 4-bit/32-bit
weight data and corresponding input features from host. The 4-
bit/32-bit weight data is stored heterogeneously in ECSSD. The
4-bit weight data is only stored in DRAM and 32-bit weight data is
only stored in NAND flash. The heterogeneous data layout design
will be further discussed in Section 4.3. The original data buffer in
SSD nowworks for the inserted accelerator to buffer the 4-bit/32-bit
weight/input/result data and needed physical addresses for 32-bit
candidate weight vector filtering.When inference starts, the acceler-
ator’s INT4 MAC circuit and alignment-free FP32 MAC circuit work
together to finish the extreme classification with the approximate
screening algorithm. The INT4 MAC circuit computes the results of
the low-precision approximate screener. The comparator filters out
the key candidates for further full-precision computation, accord-
ing to the comparison results between pre-trained threshold and
low-precision screening results. Then the candidate 32-bit weight
vectors are fetched from NAND flash channels to do candidate-only
classification in the alignment-free FP32 MAC circuit and finally
get accurate prediction results. The proposed alignment-free FP32
MAC circuit will be discussed in detail in Section 4.2.

4.2 Alignment-free floating-point MAC Circuit
We have discussed in Section 3 that the area budget for the addi-
tional inserted logic circuit in SSD is limited and the maximum
total area of inserted logic should be smaller than 0.21mm2 under
28nm technology. Thus, optimizing the floating-point MAC circuit
for ECSSD is necessary for two reasons. First, since the circuit of
32-bit floating-point MAC is much more complex than the circuit
of 4-bit integer MAC, the area concern is laid on the floating-point
MAC circuit. Second, if we obey the chip area budget requirement
and directly implement naive floating-point MAC circuit into SSD,
then the floating-point computational ability cannot match SSD’s
high internal bandwidth and the performance of the whole ECSSD
is compute-bound.

By analyzing the area breakdown of the naive floating-point
MAC circuit, we find that the proportion of alignment-related com-
ponents, such as exponent comparators and mantissa shifters, is
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Figure 5: Naive FP MAC circuit VS. our proposed alignment-free FP MAC circuit

37.7%, which takes up significant overhead. Therefore, it is nec-
essary to do optimization aimed at the alignment-related compo-
nents to save chip area. Fig. 5(a) shows the details of the naive
floating-point MAC circuit, which contains many area-consuming
alignment-related components, especially mantissa shifters. For
the floating-point accumulation part, it is actually an adder tree
containing many separate floating-point adders. When the adder
is dealing with two floating-point addends, it first compares the
exponent parts of the two addends using an exponent compara-
tor and gets the exponent difference. Then the mantissa is shifted
for alignment by the mantissa shifter, according to the exponent
difference. After the alignment process, the mantissa adder imple-
ments mantissa addition for the two addends. Finally, the exponent
part and mantissa part of the result are normalized to satisfy the
standard of floating-point number presentation.

From the whole computation process of the naive floating-point
MAC circuit, we can see that there are too many alignment pro-
cesses that lower the circuit area efficiency. Inspired by the state-
of-the-art pre-alignment floating-point MAC circuit technique [18],
we creatively propose our alignment-free methodology for the in-
storage-computing scenario.

Our alignment-free floating-point MAC circuit in ECSSD associ-
ated with the pre-alignment process executed in host is shown in
Fig. 5(b). First, the maximum exponent part 𝐸𝑚𝑎𝑥 of each floating-
point input feature vector is found. Then the mantissa parts of each
floating-point data in the input vector are right-shifted according
to the corresponding shifting offset (𝐸𝑚𝑎𝑥 -𝐸). After shifting, all the
floating-point values share the vector-wise maximum exponent
𝐸𝑚𝑎𝑥 as their common exponent part. In this way, vector-wise
alignment is achieved. There are two reasons that we implement

the pre-alignment process in host. First, the floating-point input
features of extreme classification are actually the intermediate com-
putation results of previous model layers, which are executed in
host. Second, although the alignment process is a severe challenge
for ECSSD’s inserted accelerator, it is trivial and easy for the pow-
erful GPU, CPU, or FPGA host. We evaluate the vector-wise pre-
alignment operation on an NVIDIA RTX 3090 GPU. For a typical
1x1024 floating-point feature vector, it only takes 0.005ms to finish
the whole pre-alignment operation.

However, there may be a new concern that such pre-alignment
will cause some information lost. Due to the right shifting, the
least significant bits of original mantissa parts are dropped, which
possibly does harm to classification accuracy. If compensation bits
are directly added to keep the least significant bits, it will cause extra
heavy data storage and transfer burden as all the floating-point data
is much longer than before. To solve this problem, we present a
new compensation floating-point data format Compensation FP32
(CFP32), shown in Fig. 5(b). In CFP32, instead of using the original
8-bit space in FP32 data format to store the repeated shared vector-
wise maximum exponent value 𝐸𝑚𝑎𝑥 , we keep the 8-bit space as the
compensation bits for the 1-bit hidden one and the least significant
bits that exceeds the original 23-bit mantissa scope in FP32. And
the common 8-bit exponent value is stored separately and shared
by all the floating-point data in the same vector. In this way, the
computation accuracy can be guaranteed without extra heavy data
storage or transfer overhead. The floating-point weight data is also
offline pre-aligned into CFP32 data format before storing into flash.

We analyze the data distribution of real model and input feature
parameters. Due to the value locality of deep learning models, with
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Table 1: ECSSD API.

Type API Description
ECSSD_enable/disable() ECSSD working mode choice: SSD mode/accelerator mode

Preparation Pre_align() Pre-align the floating-point input/weight data into CFP32 format in host
Weight_deploy() Deploy the 4/32-bit weight data into ECSSD
INT4_input_send() Send 4-bit input vector to ECSSD

Transmission CFP32_input_send() Send 32-bit input vector to ECSSD
Get_results() Get the final classification results from ECSSD
INT4_screen() Low-precision computation and filtering in ECSSD

Computation CFP32_classify() Full-precision computation in ECSSD
Filter_threshold() Set the filtering threshold for low-precision screening

the 7-bit mantissa compensation, more than 95% of the floating-
point data has no bit information lost. Even for the minimum outlier,
the CFP32 still keeps most of its mantissa bits. We also experiment
on real extreme classification benchmarks listed in Section 6. The
results show that there is no classification accuracy drop, compared
with the original FP32 computation method.

Associated with the proposed pre-alignment process and the
CFP32 data format, the in-storage alignment-free FP MAC circuit
can directly use the shifted mantissa parts of the weight and in-
put data to implement MAC operation. In this way, original area-
consuming alignment-related components are eliminated, shown
in Fig. 5(b). Even though the precision of the mantissa multiplier
increases from 24 bits to 31 bits, causing a little more area consump-
tion than the original mantissa multiplier, the overall area saving
achieved by the alignment-free FP MAC circuit is still significant.
Detailed evaluation is shown in Section 6.4. We test on the LSTM-
W33K benchmark listed in Section 6. Originally, a computational
ability of 34.8GFLOPS is needed to consume the floating-point data
transferred from flash channels without any delay. However, the
naive FP32 MAC circuit can only achieve 29.2GFLOPS performance
under the limited area budget. With our technique, we can achieve
50GFLOPS performance under the same area budget. In conclu-
sion, under the same area budget limitation, with the help of our
alignment-free FPMAC technique, the floating-point computational
ability is significantly improved and able to match SSD’s high inter-
nal channel level bandwidth, which overcomes the compute-bound
problem. The performance of ECSSD now turns into a memory-
bound problem, instead of a compute-bound scenario, shown as
point A moving to point B in Fig. 1.

4.3 Heterogeneous Data Layout Design
Considering the whole data transfer process, even with the help of
the approximate screening algorithm that can reduce the amount of
floating-point data transfer significantly, the transfer workload of
32-bit floating-point candidate weight vectors is still much heavier
than the transfer workload of 4-bit integer screener weight vectors.
Besides, if we store the two kinds of weight data homogeneously
that both 4-bit and 32-bit weight data are stored in the NAND flash
channels, there will be data transfer interference when both 4-bit
weight data and 32-bit weight data need to be transferred from
the NAND flash to corresponding computing logic simultaneously.
Such data transfer interference further slows down the 32-bit data
movement and attenuates the system performance.

To eliminate the data transfer interference and accelerate the
whole data transfer process, we propose the heterogeneous data
layout design that 4-bit integer weight vectors are stored in DRAM
and 32-bit floating-point weight vectors are stored in NAND flash
channels. So that all the channel level bandwidth can be used for the
heavy transfer workload of 32-bit floating-point weight data and
extra DRAM bandwidth can be utilized for 4-bit integer weight data.
And now these two kinds of data can be transferred to the accelera-
tor simultaneously without data transfer interference. Besides, the
SSD’s internal bandwidth resource is further utilized.

4.4 Software Integration
We design a software library to coordinate the execution between
the host and the ECSSD and take full advantage of the in-storage-
computing accelerator. The major Python-style APIs for ECSSD
are listed as Table 1, which could be integrated with existing ma-
chine learning frameworks flexibly. There are mainly three types
of APIs that focus on working preparation, data transmission, and
in-storage computation.

Preparation-related APIs are applied to select the working mode
of ECSSD, pre-align the floating-point weight and input data, and
deploy the 4-bit and 32-bit weight data into ECSSD. Transmission-
related APIs work for input data sending and classification result
gathering. Computation-related APIs are responsible for the dual-
precision in-storage computation.

4.5 Workflow
To support the above proposed techniques, we design the work-
flow of the ECSSD. The ECSSD_enable/disable API is used to
decide the working mode of ECSSD. For the SSD mode, as the
inserted accelerator is ignored, the workflow is just similar to a
conventional SSD product. For the accelerator mode, the workflow
is much different. In the data preparation period of accelerator
mode, the preparation-type APIs are utilized to deploy 4-bit weight
data into ECSSD’s DRAM from host. All the offline pre-aligned
32-bit floating-point weight data is deployed into the NAND flash
channels, according to the proposed learning-based interleaving
framework, discussed in Section 5. The L2P address mappings and
index correspondence between 4-bit and 32-bit weight vectors are
kept in DRAM. After all the 4-bit/32-bit weight data is loaded into
ECSSD, the data preparation finishes and inference starts.

During inference, the transmission-type and computation-type
APIs are applied. Both approximate screener and candidate-only
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Figure 6: Uniform interleaving method. All the 32-bit weight
vectors are uniformly stored into 8 flash channels.

classification are implemented tile-by-tile. Each time, a batch of
4-bit input vectors is loaded into the data buffer from the host and
computed with one tile of 4-bit weight data, which is fetched from
DRAM together with the index and physical address information of
corresponding 32-bit weight vectors. The low-precision results then
are filtered according to the threshold set by the Filter_threshold
API to generate the candidates for later full-precision classification.
Then the physical addresses of candidate 32-bit weight vectors are
passed to flash controllers from the data buffer. Corresponding
candidate 32-bit weight vectors are fetched from flash channels and
loaded into the data buffer. At the same time, the corresponding
batch of pre-aligned 32-bit floating-point input features is loaded
into the data buffer from host. Finally, the alignment-free FP MAC
circuit in the accelerator finishes the candidate-only classification
and sends the final results back to the host. For both 4-bit and 32-bit
processes, the data buffer works in a ping-pong manner to overlap
the buffer read and write in order to reduce the whole execution
time. The processing of the INT4 MAC circuit and alignment-free
FP32 MAC circuit can be overlapped, which means that when the
FP32 MAC circuit is computing with the first weight tile, the INT4
MAC circuit is computing with the second weight tile. In this way,
the whole dual-module processing is continuous, and the total
processing time can be reduced significantly.

5 LEARNING-BASED ADAPTIVE
INTERLEAVING FRAMEWORK

In this section, we first analyze the limitations of two data storing
methods including sequential storing and uniform interleaving.
Then, we present the learning-based adaptive interleaving frame-
work for the imbalanced data access issue.

5.1 Sequential Storing
Naturally, it is the most straightforward way to sequentially divide
and store the whole 32-bit weight matrix into all the flash channels.
However, the whole computation is a tile-by-tile process. Mostly,
the candidate 32-bit weight vectors in adjacent tiles are stored in
the same flash channel. Thereby, only one flash channel is accessed
each time and other channels are idle, wasting the channel level
bandwidth resource.

Figure 7: Learning-based interleaving method. For a nearly
balanced channel access pattern, all the 32-bit weight vectors
are interleaved according to the predicted hot degrees.

5.2 Uniform Interleaving
To make all the 8 flash channels working in parallel and fully utilize
the channel level bandwidth, uniform interleaving is a possible
solution which is shown in Fig. 6. It means uniformly interleaving
all the 32-bit weight vectors into 8 channels. For example, interleave
No.1 ∼ No.8 32-bit weight vectors into No.1 ∼ No. 8 flash channels,
and then interleave No.9 ∼ No.16 32-bit weight vectors into No.1 ∼
No.8 flash channels, and so on. Compared with sequential storing,
now the 8 flash channels can work in parallel for data access and the
total channel level bandwidth utilization is improved. However, the
flash channel access pattern under the uniform interleaving method
is not balanced as the results of candidate filtering are discrete. In
most cases, there are some channels containing more candidate 32-
bit weight vectors than others, causing the imbalanced data access
workload. The access time of some channels is much longer than
others, which is evaluated in Section 6.6. For one specific weight
tile, the final data access time is decided by the busiest flash channel.
Such an imbalanced data access pattern in uniform interleaving
method results in that the total channel level bandwidth utilization
is still far away from ideal.

5.3 Learning-based Adaptive Interleaving
As the final solution, we propose the learning-based adaptive in-
terleaving framework that utilizes the information of projected
4-bit weight vectors to predict the hot degree of corresponding
32-bit weight vectors and balance the data access workload of each
flash channel in ECSSD. The learning-based adaptive interleaving
method is shown in Fig. 7. For a specific 32-bit weight vector, the
hot degree reveals the possibility of being selected as a candidate
for further full-precision computation. For example, very hot means
that the specific 32-bit weight vector is very possible to be selected
as a candidate. According to the sum of the absolute value of each
element in each 4-bit weight vector, corresponding 32-bit weight
vectors are divided into 3 grades: very hot, medium hot and not
hot. The larger the sum of absolute value is, the more possible that
the corresponding 32-bit vector will be selected as a candidate. Af-
ter that, the hot degrees of weight vectors are further fine-tuned
according to the frequency of being filtered as a candidate on the
training dataset. With the goal of making the workload in each flash
channel nearly the same, all the weight vectors are interleaved into



ECSSD: Hardware/Data Layout Co-Designed In-Storage-Computing Architecture for Extreme Classification ISCA ’23, June 17–21, 2023, Orlando, FL, USA

Table 2: ECSSD Configurations

ECSSD
Flash Capacity 4TB Flash Channels 8
DRAM Capacity 16GB Page Size 4KB
Accelerator 1 Data buffer 4MB
Flash Protocol NVDDR3 Interface PCIe 3.0 x4

Accelerator
Technology 28nm Voltage Supply 0.9V
Frequency 400MHz Index Buffer 4KB
Weight Buffer(INT4) 128KB Output Buffer(INT4) 2KB
Input Buffer(INT4) 4KB Input Buffer(FP32) 100KB
Weight Buffer(FP32) 400KB Output Buffer(FP32) 1KB
FP32 MAC 64 INT4 MAC 256
Comparator 1 Scheduler 1

the 8 flash channels in the light of fine-tuned hot degrees. Originally,
the firmware of the embedded processor allocates a specific range
of logical addresses to each flash channel. The framework only
needs to assign a logical address from the specified logical address
range to the specific 32-bit weight vector. Then the FTL supported
by the embedded processor can directly help to interleave these
32-bit vectors into designated channels as the framework indicates.
Finally, the flash channel access pattern is almost balanced and the
total data access time is reduced significantly.

6 EVALUATION
In this section, We first introduce our evaluation methodology.
Then, we evaluate the area and power consumption of the EC-
SSD accelerator. After that, we show the end-to-end performance
improvement. We further evaluate our three main contributions in-
cluding alignment-free MAC circuit, heterogeneous data layout and
learning-based adaptive interleaving. Finally, we compare our EC-
SSD with other state-of-the-art architectures on large-scale bench-
marks.

6.1 Methodology
Software Implementation.We use PyTorch framework [36] to
implement the approximate screening algorithm. According to the
sensitivity study in [22], we set the projection scale of hidden di-
mension as 0.25 and the precision of the screener to be 4-bit integer
to have a good-quality classification.

Hardware Implementation. We implement the inserted accel-
erator of ECSSD in RTL and synthesize with Design Compiler under
28nm technology to get the area and power evaluation results. We
build a simulator that can interface with MQSim [46] to evaluate
the performance of the ECSSD system. We also simulate a simple
host to coordinate with ECSSD.

ECSSD Configurations. The configuration of ECSSD is shown
as Table 2. Here we adopt a medium-end SSD configuration for
our ECSSD. With 8 flash channels and a page size of 4KB, the total
capacity of ECSSD is 4TB. The bandwidth of each flash channel is
set as 1GB/s and the bandwidth of the DRAM is 12.8GB/s. The peak
performance of the INT4 MAC circuit/alignment-free FP32 MAC
circuit is 200GOPS/50GFLOPS respectively.

Benchmarks. We implement different models and datasets
on different applications such as language processing [29], neu-
ral machine translation [45] and recommendation [27], similar to

Table 3: Benchmark models and datasets.

Model Dataset Category Size Abbr.
GNMT WMT16 32,317 GNMT-E32K
LSTM Wikitext-2 33,278 LSTM-W33K

Transformer Wikitext-103 267,744 Transformer-W268K
XMLCNN Amazon-670k 670,091 XMLCNN-A670K
XMLCNN S10M 10,000,000 XMLCNN-S10M
XMLCNN S50M 50,000,000 XMLCNN-S50M
XMLCNN S100M 100,000,000 XMLCNN-S100M

ENMC [22]. We also synthesize 3 larger datasets with 10M, 50M
and 100M category sizes to evaluate the performance of ECSSD.
The benchmark details are in Table 3. For LSTM-W33K, the original
hidden size is 1500. For Transformer-W268K and XMLCNN-670,
the original hidden size is 512. For all the other benchmarks, the
original hidden size is 1024. Take the XMLCNN-S100 benchmark
as an example, the hidden size of the 4/32-bit weight matrices are
256/1024 respectively. Thus, the sizes of its 4/32-bit weight matrices
are 12.8GB/400GB respectively.

6.2 Evaluation for Area and Power
Consumption

Table 4 shows the breakdown area and power evaluation of the
accelerator in ECSSD. The total area of inserted logic is 0.18mm2,
which satisfies the area budget limitation discussed in Section 3.3.
The total power is 52.93mW, which is comparable to state-of-the-
art in-storage-computing architectures such as GenStore [25]. Con-
cretely, the alignment-free FP32 MAC circuit takes 75.7% of the total
area and 63.9% of the total power. The INT4 MAC circuit and the
threshold comparator take 24% of the total area and 36% of the total
power. We also evaluate that, to achieve the same performance, the
naive FP32 MAC circuit needs 0.24mm2 area and 51.8mW power.

Table 4: Area and Power Estimation.

Area (𝑚𝑚2) Power (𝑚𝑊 ) Area (𝑚𝑚2) Power (𝑚𝑊 )
FP32 MAC 0.139 33.87 INT4 MAC 0.044 19.04
Comparator 0.0004 0.016 Scheduler 0.0002 0.004

Total Area 0.1836𝑚𝑚2; Total Power 52.93𝑚𝑊

6.3 Evaluation for End-to-end Performance
Improvement

In this part, we demonstrate the increment of each proposed tech-
nique step by step. The average results on all the benchmarks are
shown in Fig. 8. The starting baseline, on the left side of Fig. 8, is
equipped with naive FP MAC circuit, sequential storing method
together with homogeneous data layout that both 4-bit and 32-bit
weight data are stored in NAND flash. We can observe that, as
only one channel is accessed each time, the channel bandwidth
utilization for floating-point data transfer is lower than 10%. With
the help of the uniform interleaving method, all the 8 channels
can work in parallel, and the channel bandwidth utilization raises
to 44.31%, leading to a 4.06x total speedup. Then with the help
of the alignment-free FP Mac circuit technique, the floating-point
computing time can be hidden by the memory access time. Fur-
thermore, with the help of heterogeneous data layout design, the
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Figure 8: Breakdown analysis for each proposed technique
in ECSSD.

4-bit data transfer and 32-bit data transfer are separated, which
leads to the channel level bandwidth utilization raising to 67.6% for
floating-point data transfer. Finally, with the help of the proposed
learning-based adaptive interleaving technique, the channel level
bandwidth utilization for floating-point data transfer raises to 94.7%.
Compared with the starting baseline equipped with the sequential
storing method, it finally achieves 10.5x speedup.

6.4 Evaluation for Alignment-free FP MAC
Circuit

We implement the naive FPMAC circuit and our proposed alignment-
free FP MAC circuit that are discussed in Section 4.2 with RTL code
synthesized using Design Compiler. We also implement SK Hynix’s
optimized FP MAC circuit [18] for comparison. Their FP MAC cir-
cuit’s key idea is that the mantissa parts of all the FP products are
aligned after the FP multiplication, before FP addition. In this way,
the number of area-consuming shifter components in FP adders
can be reduced by half to save area.

Figure 9: Area and power comparison of naive, SK Hynix’s
and our alignment-free floating-point MAC circuit.

The normalized area and power comparison results of these
three FP MAC circuit techniques are shown in Fig. 9. To achieve
the computational performance that can match SSD’s high inter-
nal bandwidth, the naive FP MAC circuit and SK Hynix’s FP MAC
circuit respectively need 1.73x and 1.38x more area than our pro-
posed alignment-free FP MAC circuit. Besides, the naive FP MAC
circuit and SK Hynix’s FP MAC circuit need 1.53x and 1.19x more
power than ours. The obvious area and power benefits owe to our
alignment-free FP MAC technique that can not only eliminate all
the area-consuming alignment-related components such as man-
tissa shifters and exponent comparators in the FP adders but also
simplify the FP multiplier into INT mantissa multiplier.

Figure 10: Data transfer time comparison of homogeneous
data layout design and heterogeneous data layout design.

6.5 Evaluation for Heterogeneous Data Layout
The purpose of this experiment is to evaluate the performance
improvement contributed by heterogeneous data layout design. For
the baseline homogeneous data layout, both 32-bit weight data and
4-bit weight data are stored in NAND flash.We use the Transformer-
W268K benchmark with different candidate ratio settings: 5%, 10%,
15% and 20% to implement the experiment. The speedup results are
shown in Fig. 10. When the candidate ratio is 5%, the heterogeneous
design can achieve 1.73x speedup over the homogeneous one. On
average, our heterogeneous data layout design can achieve 1.43x
speedup than the homogeneous baseline, under these 4 practical
candidate ratio settings.

The speedup of heterogeneous design comes from the fact that
in the heterogeneous scenario, the data transfer processes of 4-bit
weight data and 32-bit weight data are completely separated. All
the channel level bandwidth is utilized for the 32-bit weight data
transfer and extra DRAM bandwidth is utilized to transfer 4-bit
weight data. In this way, SSD’s internal bandwidth is further utilized
and the data transfer interference between 4-bit and 32-bit weight
data is avoided.

6.6 Evaluation for Learning-based Adaptive
Interleaving

Fig. 11 shows the data access pattern comparison between the
uniform interleaving method and the learning-based adaptive in-
terleaving method. Here we test these two methods on one specific
32-bit weight data tile in GNMT-E32K benchmark with 10% can-
didate ratio. The result shows that our learning-based adaptive
interleaving method can achieve a more balanced data access pat-
tern, which means more balanced workload in each NAND flash
channel.

Fig. 12 shows the performance comparison of the three differ-
ent storing strategies mentioned in Section 5 on four benchmarks.
On average, our proposed learning-based adaptive interleaving
method can achieve 1.43x performance improvement over the uni-
form interleaving method and 7.57x performance improvement
over the sequential storing method. The significant improvement
comes from the fact that our learning-based interleaving method
can achieve better channel level parallelism than the sequential
storing method, in which only one channel is accessed each time.
Besides, the more balanced channel access pattern of learning-based
interleaving efficiently improves the channel bandwidth utilization,
leading to performance improvement over uniform interleaving.
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Figure 11: Flash channel access patterns of uniform inter-
leaving method and learning-based interleaving method.

Figure 12: Performance comparison of sequential storing,
uniform interleaving and learning-based adaptive interleav-
ing method.

6.7 Comparison with Other Architectures
Baselines. GenStore [25] is a famous in-storage-computing archi-
tecture for private information retrieval. It leverages the accelera-
tors inserted into SSD to accelerate query processing. Especially,
there is a proprietary accelerator for each channel. Thus, for an
8-channel SSD, there are totally 8 channel-level accelerators and
each of them works independently without inter-channel commu-
nication. SmartSSD platform [17, 38, 39] is a computational storage
system with programmable acceleration ability that integrates Xil-
inx’s FPGA near Samsung’s SSD. The FPGA is connected to the
SSD through a 3GB/s PCIe switch.

We comprehensively compare our ECSSDwith 8 baselines includ-
ing CPU-based baselines, GenStore-like baselines and SmartSSD-
based baselines. Condisering Samsung and Xilinx would further
equip their following SmartSSD products with higher bandwidth,
herewe also build simulation baselines SmartSSD-H-N and SmartSSD-
H-AP with higher 6GB/s bandwidth between FPGA and SSD for
bandwidth sensitivity study. For a fair comparison, we construct our
ECSSD and the two Genstore-like baselines with almost the same
area for computing logic under 28nm technology. The construction
details of all the baselines are indicated below.

CPU-N & CPU-AP. The CPU baselines are based on the Intel
Xeon Silver 4110 CPU. The CPU-N is a naive baseline without the
approximate screening algorithm. The CPU-AP is equipped with
the approximate screening algorithm.

GenStore-N & GenStore-AP. The GenStore-AP/GenStore-N is
an in-storage-computing baseline with/without the approximate
screening algorithm. For both GenStore-N and GenStore-AP, sepa-
rated naive channel-level FP32 accelerators are equipped for each
flash channel and all the data is stored in the 8 flash channels
uniformly. GenStore-AP has an extra SSD-level INT4 accelerator.

SmartSSD-N&SmartSSD-H-N.The SmartSSD-N and SmartSSD-
H-N are naive near-storage-computing baselines without the ap-
proximate screening algorithm. For both of them, the computational

Figure 13: End-to-end performance comparison with other
architectures.

resource on the equipped FPGA is configured as a naive FP32 ac-
celerator.

SmartSSD-AP & SmartSSD-H-AP. For both SmartSSD-AP and
SmartSSD-H-AP, the approximate screening algorithm is equipped
and the computational resource on FPGA is configured as an INT4
accelerator and a naive FP32 accelerator.

Comparison Results and Analysis. As shown in Fig. 13, we
run three large-scale extreme classification benchmarks for the
nine architectures. On average, our ECSSD achieves 49.87x, 37.83x,
24.51x, 19.11x, 8.22x, 6.28x, 4.05x and 3.24x performance improve-
ment over CPU-N, SmartSSD-N, GenStore-N, SmartSSD-H-N, CPU-
AP, SmartSSD-AP, GenStore-AP and SmartSSD-H-AP respectively.

Compared with our in-storage-computing ECSSD, the perfor-
mance of CPU-N and CPU-AP is severely bounded by the low SSD
I/O bandwidth, suffering a huge amount of lengthy data movement
from SSD storage to main memory and later to the caches and
computing units in CPU cores.

Compared with SmartSSD-N, SmartSSD-H-N and GenStore-N,
the benefits of our ECSSD mainly come from three points. First,
the three baselines do not adopt the approximate screening algo-
rithm to reduce the amount of floating-point computation. Second,
the performance of the naive FP MAC circuit in GenStore-N is
lower than the performance of the alignment-free MAC circuit
in our ECSSD. Third, although the computational performance in
SmartSSD-N is powerful enough, the bandwidth between its SSD
and FPGA restricts the overall performance.

Compared with SmartSSD-AP, SmartSSD-H-AP and GenStore-
AP, the benefits of our ECSSD are attributed to multiple facts. First,
the uniform interleaving method of the GenStore-AP causes the
imbalanced channel access pattern in SSD, which lowers the chan-
nel bandwidth utilization and slows down the total data transfer
speed. Second, the random floating-point data access in SmartSSD-
AP/SmartSSD-H-AP also slows down the overall performance. With
higher bandwidth in SmartSSD-H-AP, the slow data transfer issue
in SmartSSD-AP is alleviated, showing the powerful potential of
future upgraded SmartSSD products. Third, the homogeneous data
layout in the three baselines causes data transfer interference be-
tween 4-bit and 32-bit weight data, causing longer processing time.

7 DISCUSSION
7.1 Scalability
Scaling up. In this subparagraph, we mainly discuss the scalabil-
ity of the DRAM capacity in a single ECSSD. To avoid transfer
interference between 4-bit and 32-bit data, ECSSD’s DRAM is uti-
lized to hold the 4-bit weight matrix. We comprehensively study
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the size of popular extreme classification layers [21, 37, 42] and
design the DRAM with 16GB capacity so that the DRAM can hold
the 12.8GB 4-bit weight matrix of the large 100-million-category
scenario. Here we also analyze the scenarios with 8GB or 32GB
DRAM capacity. For the 8GB DRAM capacity scenario, the max-
imum scale of the extreme classification that can be deployed in
a single ECSSD would be severely bound to 50-million categories,
limiting the usability of ECSSD for popular extreme classification
problems. For the 32GB DRAM capacity scenario, the maximum
scale of the deployed extreme classification in a single ECSSD could
be 200-million categories. However, the larger DRAM would cause
at least 40% increase in power consumption, which is not a triv-
ial cost for ECSSD. Overall, 16GB DRAM capacity in ECSSD is a
sweet-point design choice that balances both hardware cost and
maximum classification scale supported.

Scaling out.As the scale of extreme classification problem keeps
growing in the real world, we also propose a scale-out method that
we would partition the larger classification layer into multiple
ECSSDs and do the execution in parallel. For example, when the
category size goes up to 500 million, the 4/32-bit weight matrix
would be 64GB/2TB respectively, which far exceeds the capacity
of the server main memory. With our scale-out ECSSD system,
the huge classification layer will be partitioned into 5 ECSSDs for
parallel execution so that in each ECSSD the DRAM is still enough
to hold the 4-bit weight data. In this way, we only need to extend
the number of cost-efficient ECSSDs in one server system instead
of adding more expensive server systems.

7.2 Comparison with GPU
GPUs are widely used to accelerate compute-intensive NN tasks.
However, for the data-intensive extreme classification problem,
even if we use a high-end NVIDIA RTX 3090 GPU [35], its 24GB
embedded memory is far from enough to hold all the parameters
of the huge classification layer. Its performance has to suffer the
lengthy data movement from the storage, similar to the CPU. Even
one single RTX 3090 consumes 32x higher power than our ECSSD
scheme. If we want to completely eliminate the slow data movement
from storage, multiple GPUs with the model partition method are
needed to hold all the model parameters and execute in parallel.
However, even for the popular 100-million-category classification
problem, at least 18 RTX 3090 GPUs are needed, causing at least
573x higher power consumption than our ECSSD scheme. Only if
both the performance requirements and cost budget are extremely
high, it is suitable to adopt the multiple-GPU scheme for extreme
classification. Otherwise, our ECSSD scheme is a better choice with
much higher power efficiency.

7.3 Comparison with Near-DRAM-Computing
ENMC

ENMC [22] is a near-DRAM-computing accelerator that adopts
approximate screening algorithm to implement extreme classifica-
tion application. The ENMC accelerator circuit is placed at each
rank of the DRAM to utilize the high rank-level bandwidth. Con-
sisting of totally 64 DRAM ranks, the ENMC is a huge and ex-
pensive 512GB near-DRAM-computing system with 800 GFLOPS
peak performance. Due to the intrinsic differences between flash

media and DRAM media, ENMC can achieve higher peak perfor-
mance than our single ECSSD. However, our ECSSD can achieve
much better energy efficiency and cost efficiency than ENMC.
Behind ENMC’s high peak performance and high DRAM capac-
ity, ENMC at least costs 154x larger 28nm fabricated chip area,
19.1x higher power and 10x more expensive memory infrastruc-
ture than our ECSSD[1, 30–32]. In detail, our ECSSD achieves
0.018GFLOPS/dollar and 4.55GFLOPS/Wwhile ENMConly achieves
0.002GFLOPS/dollar and 3.805GFLOPS/W. With 8.87x higher cost
efficiency and 1.19x higher energy efficiency, our ECSSD is more
suitable for power-limited or money-limited scenarios. Besides,
when the scale and footprint of the extreme classification keep
growing, it is hard to continue extending ENMC’s huge 512GB
DRAM capacity to hold more parameters and its end-to-end perfor-
mance would be severely degraded by the lengthy data movement
from storage to ENMC. However, our ECSSD scheme can still be
scaled out efficiently without performance degradation, which has
been discussed in the scaling out part of Section 7.1.

8 RELATEDWORK
In-Storage-Computing Systems. As the memory footprint of
many data-intensive applications keeps growing, emerging in-storage
computing becomes a suitable solution due to SSD’s high capacity
and high internal bandwidth.[19, 20, 25, 44, 52]. Our ECSSD is the
first in-storage-computing system for the extreme classification
problem which explores deeper on data access patterns, channel
level bandwidth utilization, and how to improve the computational
ability under limited internal overhead budget.

Flash-centric accelerator. Behemoth[12] is an NLP training
accelerator that tightly couples its novel flash memory system with
powerful computational cores. To achieve the 840TFLOPS high
peak performance, Behemoth builds 524288 computational units
with high hardware cost and modifies the original SSD architec-
ture heavily for higher bandwidth, such as much more parallel
flash channels than common SSD and simplified hardware-based
memory controller instead of the original FTL in SSD. Compared
with Behemoth, we adopt different design philosophies: we design
our ECSSD based on the conventional SSD architecture with as
lightweight modifications as possible. Essentially, Behemoth and
ECSSD are suitable for different usage scenarios. ECSSD mainly
targets cost-limited and power-limited scenarios. And Behemoth
is good for scenarios with high cost budgets and extremely high
performance requirements.

9 CONCLUSION
In this work, we employ a hardware/data layout co-design approach
to propose the in-storage-computing architecture ECSSD that ad-
dresses the extreme classification problem. We believe that ECSSD
can motivate more innovations and thinkings for improving the
computational ability and internal bandwidth utilization of future
in-storage-computing systems.
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