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ABSTRACT
Deep neural network (DNN) training workloads are increasingly
susceptible to hardware failures in datacenters. For example, Google
experienced “mysterious, difficult to identify problems" in their TPU
training systems due to hardware failures [7]. Although these par-
ticular problems were subsequently corrected through significant
efforts, they have raised the urgency of addressing the growing
challenges emerging from hardware failures impacting many DNN
training workloads.

In this paper, we present the first in-depth resilience study target-
ing DNN training workloads and hardware failures that occur in the
logic portion of deep learning (DL) accelerator systems. We devel-
oped a fault injection framework to accurately simulate the effects
of various hardware failures based on the design of an industrial
DL accelerator, and conducted > 2.9𝑀 experiments (> 490𝐾 node-
hours) using representative workloads. Based on our experiments,
we present (1) a comprehensive characterization of hardware fail-
ure effects, (2) the fundamental understanding on how hardware
failures propagate in training devices and interact with training
workloads, and (3) the necessary conditions that must be satisfied
for these failures to eventually cause unexpected training outcomes.

The insights obtained from our study enabled us to develop ultra-
light-weight software techniques to mitigate hardware failures.
Our techniques require 24-32 lines of code change, and introduce
0.003% − 0.025% performance overhead for various representative
workloads. Our observations and techniques are generally applica-
ble to mitigate various hardware failures in DL training accelerator
systems.
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1 INTRODUCTION
Hardware failures are a growing challenge in datacenters, as evi-
denced by the increasing number of hardware failures that have
recently been reported by Google, Facebook, and more [7, 19, 20, 39,
55, 77]. The hardware failure rate is high – a few cores per several
thousand server machines [20, 39]. Moreover, a wide variety of
hardware failures have been reported, including transient failures
such as soft errors and dynamic variations, and permanent failures
such as early life failures, manufacturing defects that escape testing,
and circuit aging/degradation [19, 20, 39, 55, 77].

As deep neural network (DNN) training workloads are becom-
ing more and more prevalent in datacenters [28, 32, 62], they are
increasingly susceptible to hardware failures. For example, through
significant efforts, Google recognized and corrected multiple in-
stances of hardware failures during the execution of DNN training
workloads on TPUs, with a failure rate similar to previously re-
ported numbers [20, 39]. These hardware failures resulted in not
only easy-to-detect unexpected outcomes such as NaN values that
corrupted the training process, but also “mysterious, difficult to
identify problems" [7]. Due to the widespread use of ECCs (Error
Correction Codes) in both on-chip and off-chip memories, these
hardware failures predominantly occurred in the logic portion of
these TPU systems. They mostly exhibited transient effects – some
could not be reproduced at all, while others could only be repro-
duced intermittently (e.g., when running the same workload 10
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times on a faulty machine, the unexpected outcome was only ob-
served 3 times), and were root-caused to manufacturing defects,
circuit degradation, voltage variations, environmental conditions,
and soft errors, among others.

We have learned several lessons from these reported experiences.
First, as many logic hardware failures that pose real threats have
been found in datacenter systems, they are not rare and cannot
be ignored. Second, contrary to the common belief that hardware
failures (especially those that exhibit transient effects) can largely
be tolerated by training algorithms, we now have the evidence that
suggests otherwise. Third, when an unexpected training outcome
occurs, it is critical to determine if the issue is caused by hardware
failures or software bugs. Otherwise, significant software engineer-
ing efforts would be wasted on debugging a problem engineers
incorrectly perceive to be in their software systems. Last but not
least, although there is rich resilience literature, in practice, no solu-
tion exists to efficiently handle unexpected DNN training outcomes
caused by hardware failures (see Sec. 6) – these issues have been
termed “bugs from hell" [7], and the industry has issued urgent
call-to-action to address them [7, 20, 39].

All of these lessons point to one important realization: there is
an urgent and crucial need to devise efficient and effective hard-
ware failure mitigation techniques for DNN training workloads. In
order to create new solutions, the critical first step is to thoroughly
understand the impacts of logic hardware failures on DNN training
workloads. However, there is no such prior study in the literature.

To bridge these important knowledge gaps, we present the first
study on hardware failures in DNN training systems. We focus
on logic hardware failures that exhibit transient effects, which
predominantly occur in datacenters today [7] – in the rest of the
paper, hardware failure is used to refer to this class of failures
unless specified otherwise. Moreover, we focus on deep learning
(DL) training accelerator systems, since they are widely used and
are currently undergoing rapid growth [26, 62]. Through in-depth
analysis, we now have a comprehensive characterization of the
hardware failure effects. We also fundamentally understand how
hardware failures propagate, as well as the necessary conditions for
these failures to eventually cause unexpected outcomes. These new
insights enabled us to develop efficient hardware failure mitigation
solutions that are readily deployable in practice.

The major contributions of this paper are:
(1) We present the first in-depth study on hardware failures in
DNN training accelerator systems, which is enabled by a new
fault injection framework that accurately models the behaviors
of hardware failures. Using this framework (open-sourced [1]), we
performed > 2.9𝑀 fault injection (FI) experiments (> 490𝐾 node-
hours) in a distributed DNN training environment.
(2) Based on the experiment results, we present a complete char-
acterization of the failure behaviors. In addition to known effects
(e.g., a failure generates INFs/NaNs [7, 77]), we identified four new,
intricate outcomes (Sec. 4.1), where failures resulted in abnormal
convergence trends that persist for a long time (thousands of train-
ing iterations or more), without visible anomalies. Instances of one
of the new outcomes (SlowDegrade, see Sec. 4.1) were later observed
(and corrected) in DL training accelerator systems in datacenters.
(3) Deeper analysis led to a finding that large absolute gradient
history values in optimizers, or large absolute moving variance

values in normalization layers, are the necessary conditions for
hardware failures to generate the new unexpected training out-
comes revealed by our experiments. Moreover, these conditions
always occur within two training iterations after hardware failures
occur.
(4) Based on the necessary conditions, we devised (a) a new hard-
ware failure detection technique that checks the absolute gradient
history values and the absolute moving variance values against
their respective bounds, where the bounds can be mathematically
derived based on the properties of a given DNN training workload,
coupled with (b) light-weight re-execution of the two most recent
training iterations, which is sufficient to recover the training work-
load from hardware failures. Evaluation on Google Cloud TPUs
shows that our detection and re-execution techniques together re-
quire 24 − 32 lines of code change and introduce 0.003% − 0.025%
performance impact for various DNN training workloads.

This paper is organized as follows. Background information is
provided in Sec. 2. Our fault injection experiments and results are
presented in Sec. 3 and Sec. 4.We present newmitigation techniques
in Sec. 5, and discuss related work in Sec.6.

2 BACKGROUND
DNN training workloads are typically executed in a distributed
manner using many training devices. For example, in synchronous
distributed training [95], every device stores a separate copy of a
given DNN model, and uses one mini-batch of the training data-set
to compute a training loss through a forward pass, followed by a
backward pass where the gradients of the trainable parameters (e.g.,
weights, biases, etc.) are computed with respect to a loss function
using an optimizer. After each iteration, the weight gradients gen-
erated by all training devices are averaged (e.g., by a central server).
The average gradients are then propagated back to all training
devices to start the next iteration.

Hardware failures can pose various effects on DNN training
workloads (some examples are shown in Fig. 1). Although it might
appear that DNN training is resilient to hardware failures, industry
reports have already shown that these failures are detrimental to
training and not rare, as discussed in Sec. 1.

Some failures may be masked by hardware logic, e.g., if faulty
values are AND’ed with 0’s. They may also be masked by various
operations performed during the training process, e.g., if a faulty
value is multiplied by a 0, or is set to 0 by the activation function.
Without the above masking effects, still the final training outcome
(training/test accuracy and training time) may not be affected signif-
icantly because the training process may be able to recover from the
effects of hardware failures. This presents an opportunity: if we can
pinpoint the hardware failures that are likely to cause unexpected
outcomes, we can devise optimized mitigation solutions.

3 METHODOLOGY AND FRAMEWORK
To study the resilience of DL training accelerator systems, we
performed statistical fault injection (FI) experiments, the most
widely-used approach for analyzing hardware failure behaviors
[15–17, 46, 48, 58, 72, 78].

Existing FI methods suffer from the following limitations. Fast
FI is typically achieved by injecting faults in software [48, 49, 93].
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Figure 1: Hardware failure examples in DNN training.

However, the accuracy of software FI is low [17, 35, 69]. To achieve
high accuracy, RTL-level FI needs to be performed; however, RTL
simulation time is prohibitively long, especially for the already time-
consuming DNN training workloads. For example, using Resnet18
with the Cifar10 data-set as the DNN training workload, it would
take 46𝐾 years with 8 threads to perform 1𝑀 RTL FI experiments to
achieve high statistical significance. Our methodology and frame-
work, discussed in this section, explain how we overcame these
challenges.

3.1 Accelerator Architecture for DNN Training
Detailed hardware information (e.g., RTL) is required to obtain
accurate FI results. Although there are no DL training accelerators
with open-source access, an inference accelerator can be adopted
for training because the designs of DNN training and inference
accelerators are similar. For example, TPU v4 (training) and v4i
(inference) share the same design [45], and the same is true for
Nvidia A100 (training) and A30 (inference) [63]. The training and
inference versions differ mainly in the number of cores.

In our study, we adopted NVDLA, Nvidia’s DL accelerator [64],
as our base architecture (to the best of our knowledge, NVDLA is
the only industrial DL accelerator with open-source RTL access).
However, the key findings from our work can be generalized to
other accelerator designs, because DL accelerators follow a similar
dataflow architecture [12, 41, 45, 75], and are expected to experience
similar hardware failure effects.

The major modules in NVDLA include (1) 512𝐾𝐵 on-chip buffers
to store layer inputs, weights, partial sums, and layer outputs, (2)
sequencing units that control the dataflow of inputs and weights, (3)
16 parallel compute units that performMAC (Multiply-ACcumulate)
operations, and (4) compute units for element-wise, activation, and
pooling operations.

To use NVDLA for training, on the hardware side, we augmented
the datapath so that bfloat16 and FP32 are used for MAC and
element-wise operations, respectively, which is a common precision
setting for training [60]. On the compilation side, we introduced
extra matrix transpose and rotation operations such that the order
of gradient computations, which is fixed by NVDLA’s dataflow
algorithm, matches that required by the training algorithm [91].

3.2 Fault Injection Framework
We achieve accurate and quick FI in our framework by (1) deriving
a set of software fault models through a systematic analysis of
NVDLA’s RTL, and (2) injecting software faults (i.e., instances of the

software fault models) using Tensorflow [25], where each software
fault accurately captures the behavior of a hardware failure. We
have open-sourced our framework [1].

3.2.1 Hardware Fault Model. Hardware failures are modeled us-
ing single-cycle, single-FF (flip-flop) bit-flips. This fault model is
widely used to study dynamic variations, unstable/marginal circuit
behaviors, and soft errors [10, 15–17, 30, 40, 44, 46, 61, 78, 83, 88].
The observations obtained using this model may also provide in-
sights for other failures that exhibit transient or intermittent effects.
For example, the SlowDegrade outcome (Sec. 4.1), which was first
revealed by our study, was later observed in real systems and root-
caused to hardware failures that can be reproduced intermittently.

3.2.2 Software Fault Models. Based on the hardware fault model,
we derived a set of software fault models, which can accurately
represent the effects of hardware faults.

A subset of the software fault models in our framework draw
similarities to those from our previous work called FIdelity [35],
which provides software fault models for DNN inference workloads
based on the same hardware fault model used in this study. These
similar fault models are the ones used to represent bit-flips in a
datapath FF (i.e., an FF in the accelerator’s datapath) or a local
control FF (i.e., an FF that controls exactly one datapath register)
[35], because the dataflow and compute operations are the same in
the forward/backward pass of training, and also during inference.
Therefore, given a single-cycle bit-flip in one of these FFs (following
the hardware fault model), the number of faulty elements in the
output tensor, their relative positions, and their faulty values are
derived in exactly the same way for all of the above operations.

The key difference between the new framework and FIdelity lies
in how bit-flips in global control FFs are modeled. Global control
FFs are FFs in the control logic that affect more than one datapath
registers. Thus, a bit-flip in a global control FF can result in many
faulty elements in the output tensor of the current DNN layer (see
Table 1 for some examples). For inference, it is highly likely that
the final prediction will be different from the fault-free prediction,
so FIdelity simply models bit-flips in global control FFs as such [35].
In contrast, for training, many faulty output elements in a single
DNN layer do not necessarily lead to unexpected training outcomes,
because the training process may still be able to recover from the
hardware failure effects. Therefore, accurate software fault models
for bit-flips in global control FFs are required for training.

To this end, we systematically studied the functionalities of all
global control FFs in NVDLA (41𝐾 in total, corresponding to 7, 531
unique control variables) to derive the corresponding software fault
models, as summarized in Table 1.

3.2.3 Validating the New Software Fault Models. We performed 40𝐾
RTL FI experiments, targeting global control FFs, for five layers ar-
bitrarily selected from five representative DNN models: GoogleNet
[84], Resnet [33], Transformer [87], Yolo [73], and LSTM [38]. For
each RTL experiment where the injected fault is not masked by
hardware (11𝐾 total), we confirmed that the faulty output elements
match those obtained by simulating the corresponding software
fault. Given this result, we can estimate with 99% confidence that
the accuracy of our software fault models is very high, with < 1 in
1𝑀 faults not modeled correctly.
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Table 1: Fault injection framework and methodology.
DL accelerator:

NVDLA [64], adopted for training
Software fault injection platform:

Tensorflow [25]
Hardware fault model:

a single-cycle bit-flip in a single FF
Definitions and terminologies:
Layer_Output: output neurons in forward pass, input gradients or weight gradients in backward pass.
Layer_Input_1: input feature map in forward pass and for weight gradient operations, output gradients for input gradient operations.
Layer_Input_2: weights in forward pass and for input gradient operations, output gradients for weight gradient operations.
𝑛: an integer ≥ 1 indicating how long the effect of a fault lasts in a given DNN layer. If the FF where the fault occurs has a feedback

loop. 𝑛 is randomly chosen between 1 and the max number of loop iterations. Otherwise, 𝑛 = 1.
Layer_Outputs computed in one cycle: they belong to 16 consecutive channels, computed by 16 MAC units in parallel.
Layer_Outputs computed in 𝑛 consecutive cycles: output elements across 𝑛 cycles grow in the width dimension.
Layer_Inputs_1/Layer_Inputs_2 required in one cycle: they belong to 64 consecutive channels.
Layer_Inputs_1/Layer_Inputs_2 required in 𝑛 consecutive cycles: input elements across 𝑛 cycles grow in the width dimension.

Software fault models for datapath FFs and local control FFs: same as FIdelity [35]
Accurate software fault models for global control FFs For which bit-flips? % FFs
1. Random faulty values that can span the entire data precision
dynamic range are set in all Layer_Outputs computed in one cycle,
for 𝑛 consecutive cycles.

A bit-flip in a configuration FF, or a valid signal for
Layer_Output turns from ’invalid’ to ’valid’, affecting all
16 MAC units.

0.24%

2. All Layer_Outputs computed in one cycle are set to 0, for 𝑛 con-
secutive cycles.

A valid signal for Layer_Output turns from ‘valid’ to
‘invalid’, affecting all 16 MAC units. 0.25%

3. One Layer_Output element is randomly chosen, and its value is
set to a random faulty value in each cycle. This effect lasts for 𝑛
consecutive cycles.

Same as group 1, but the bit-flips affect only one MAC
unit. 0.48%

4. All Layer_Outputs computed in one cycle are written to incorrect,
randomly chosen memory locations while maintaining their relative
positions, for 𝑛 consecutive cycles.

Bit-flips in FFs that control the memory addresses of
Layer_Outputs. 2.36%

5 / 6. All Layer_Inputs_1 / Layer_Inputs_2 required in one cycle
are read from incorrect, randomly chosen memory locations while
maintaining their relative positions, for 𝑛 consecutive cycles (from
DRAM) or one cycle (from on-chip buffers).

Bit-flips in FFs that represent the memory addresses of
Layer_Inputs_1 / Layer_Inputs_2. 1.31% /

0.96%

7 / 8. All Layer_Inputs_1 / Layer_Inputs_2 required in one cycle are
set to 0, for 𝑛 consecutive cycles (from DRAM) or one cycle (from
on-chip buffers).

A valid signal for Layer_Input_1 / Layer_Input_2 turns
from ‘invalid’ to ‘valid’. 0.09% /

0.22%
9 / 10. All Layer_Inputs_1 / Layer_Inputs_2 required in one cycle use
a random set of values from Layer_Input_1 / Layer_Input_2, while
maintaining their relative positions, for 𝑛 consecutive cycles (from
DRAM) and 1 cycle (from on-chip buffers).

A valid signal for Layer_Input_1 / Layer_Input_2 turns
from ‘valid’ to ‘invalid’. 0.16% /

0.12%

3.3 Experiment Setup
We implemented the software fault models derived for NVDLA
using Tensorflow APIs. The DNN models used in our study are
summarized in Table 2. In the fault-free runs, we trained each work-
load for 430 − 50𝐾 iterations, which corresponds to 40 − 80 epochs
with 8 training devices (similar to typical training procedures in the
literature [60]). For each workload, the final fault-free training/test
accuracy reaches > 95% of that reported in the corresponding paper
cited in Table 2.

We deployed our framework on Google Cloud TPUs, and con-
ducted > 2.9𝑀 (> 490𝐾 node hours) FI experiments. Each FI exper-
iment consists of the following steps: (1) randomly select an FF and
a cycle to indicate where and when a bit-flip is to be injected; (2)
use the corresponding software fault model to obtain the number
and the positions of all faulty output elements in the current DNN
layer; (3) obtain the faulty values of the faulty output elements
based on the software fault model; and, (4) propagate the effects of
the faulty output elements in the current DNN layer by continuing
to train the DNN until either an error message (e.g., one that reports

the occurrence of INFs/NaNs) is encountered, or until a predefined
number of training iterations are completed.

For each workload, the upper bound of the training iterations
used in our experiments is 2× the number of iterations in the fault-
free run (reported in Table 2). In each FI experiment, we captured
the convergence trend by recording the training loss and accuracy
values in every training iteration, as well as the test accuracy once
every 100 training iterations.

4 RESULTS
4.1 Characterization of Hardware Failure

Effects
We observed two distinct categories of training outcomes from our
FI experiments. In the first category, which accounts for 82.3% −
90.3% of all cases across the workloads, the injected faults did not
significantly affect the final training/test accuracy for the same
training time as the fault-free runs. In fact, the majority of them
(65.5% − 86.3% of all cases) yielded slightly higher training/test
accuracy compared to the fault-free cases, perhaps because the
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Table 2: DNN training workloads. Optimizer: Adam (except
for Resnet_SGD). Momentum value in batch normalization
(BatchNorm) layers: 0.9 (except for Resnet_LargeDecay).

DNN models Data-sets

Num.
iterations
/ epochs
(fault free)

Num.
experiments

Resnet [33]
(4 configurations∗)

Cifar10[47] 1960
/ 80

>900K
DenseNet [42] >400K
Efficientnet [85] >400K

NFNet [8] >100K

Yolov3 [73] VOC12[21] 430
/ 40 >200K

Multi-grid neural
memory [43] 25*25 maze 50000

/ N/A >400K

Transformer [87] WMT14
EN-DE [6] 50000

/ 40 >100K
∗ Four configuration of Resnet18: (1) Resnet, a BatchNorm layer follows
every convolution layer; (2) Resnet_NoBN, no BatchNorm layers; (3)
Resnet_SGD, same as Resnet, except that SGD (stochastic gradient
decent) is used as the optimizer; (4) Resnet_LargeDecay, same as Resnet,
except that the momentum value in BatchNorm layers is 0.99.

faults created noises that introduced certain regularization effects.
The rest of the cases in this category showed slight degradations
(mostly within 2%, up to 6%) in training/test accuracy for the same
training time compared to the fault-free runs. These cases by and
large correspond to those where faults were injected late in the
training process. For these cases, when we increased the training
time by 10% / 17% to allow the training algorithm to recover the
effects of the faults, the training/test accuracy differed by only less
than 2% / 0.5% from that of the corresponding fault-free runs.

The remaining 9.7% − 17.7% of the FI experiments, belonging
to the second category, all exhibit certain unexpected training out-
comes. We characterized these outcomes based on (1) convergence
trends (i.e., training/test accuracy values throughout the training
process), and (2) occurrences of visible anomalies, as shown in Table
3. In addition to the occurrences of INFs/NaNs which have been re-
ported by industry, we discovered four new unexpected outcomes:
(1) SlowDegrade, (2) SharpSlowDegrade, (3) SharpDegrade, and (4)
LowTestAccuracy. In Fig. 3, we report the percentage breakdown
of different training outcomes normalized to the total number of
experiments for each workload.

Based on the same statistics analysis methodology used in previ-
ous resilience studies [17, 54], we have achieved a 99% confidence
level that the percentage of each outcome reported in this section
is within a confidence interval of 0.1%. The probability of an unex-
pected outcome not exposed by our experiments is < 0.004% with a
99.5% confidence level. Moreover, after observing the SlowDegrade
outcome in our experiments, this outcome was later observed in
datacenters when training large DNN workloads using DL training
accelerator systems.

4.2 Detailed Analysis
A detailed characterization of the fault propagation paths and ef-
fects are summarized in Fig. 4. We have also derived the necessary
conditions for a fault to generate a latent unexpected outcome.

Table 3: Unexpected outcomes in DNN training workloads.

Symptoms Descriptions
Manifestation latency: immediate

INFs/NaNs

A fault in the forward pass: INFs/NaNs are observed in
the forward or backward pass of the current iteration.
A fault in the backward pass: INFs/NaNs are observed
in either the backward pass of the current iteration,
or the forward pass of the next iteration.

Low hardware
utilization

Hardware resources are not fully utilized, resulting
in sub-optimal performance, because a faulty control
FF incorrectly disables a subset of hardware modules.

Accelerator
hang

The accelerator fails to notify the host server that its
task is completed within a pre-specified timeframe,
because a fault causes some control logic to be stuck
in an infinite loop.

Manifestation latency: short-term

INFs/NaNs INFs/NaNs show up within a few training iterations
(2 in our experiments) after a fault occurs.

Manifestation latency: latent

SlowDegrade
(Fig. 2a)

Training accuracy slowly degrades for 10 − 100 itera-
tions, then stays at a low level. Training/test accuracy
may recover after 10𝐾 − 100𝑀 iterations.

SharpSlow
Degrade
(Fig. 2b)

Similar to SlowDegrade, except that an additional
sharp drop in training accuracy is observed at the
iteration when a fault occurs.

SharpDegrade
(Fig. 2c)

Training accuracy drops sharply at the iteration when
a fault occurs, and stays at a low level. Test accuracy
follows training accuracy.

LowTest
Accuracy
(Fig. 2d)

Training accuracy appears normal, but test accuracy
shows visible degradation after a fault occurs. Test
accuracy may recover after 10𝐾 − 100𝑀 iterations.

4.2.1 Analysis on the Immediate Outcomes. Immediate INFs/NaNs
are generated by faults in the following FFs: (1) the datapath FFs
that represent the high exponent bits, (2) a subset of control FFs
that configure the data precision (e.g., if a fault in one of these FFs
causes int16 MAC operations to be performed instead of bfloat16
operations, the results may overflow when they are converted to
FP32 to undergo element-wise operations), and (3) FFs that corre-
spond to valid/invalid signals (a fault in one of these FFs can result
in incorrect logic functions that generate arbitrary datapath values,
including INFs/NaNs).

The faults that can generate the other two immediate unexpected
outcomes (low hardware utilization and accelerator hang) cannot be
modeled using software-visible states. We observed these outcomes
in our RTL FI experiments (see Sec. 3.2.3), and included them in
Table 3 for completeness.

4.2.2 Analysis on the Short-Term INFs/NaNs Outcome. The fault
propagation paths leading to this outcome are shown in Fig. 4.
There are two major events along these paths. First, at the end of
iteration 𝑡 (i.e., the iteration when a fault occurs), weights with large
absolute values are generated as a result of the fault and propagate
to subsequent training iterations. Second, a history term combines
the effects of large absolute faulty weight values across at least two
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(a) SlowDegrade (b) SharpSlowDegrade (c) SharpDegrade (d) LowTestAccuracy

Figure 2: Four new unexpected latent outcomes observed from our experiments.

Figure 3: Percentages of training outcomes, normalized to
the total number of experiments for each workload.

training iterations to generate a value that overflows after iteration
𝑡 + 1.

History terms are used in normalization layers that are widely
adopted in DNNs [4, 8]. For example, moving variance (𝑚𝑣𝑎𝑟 ) in
BatchNorm is such a history term, which combines the variance of
the layer’s inputs with the𝑚𝑣𝑎𝑟 obtained in the previous iteration,
weighted using a decay factor:𝑚𝑣𝑎𝑟 𝑎𝑡 𝑖𝑡𝑒𝑟 (𝑖+1) = 𝑑𝑒𝑐𝑎𝑦_𝑓 𝑎𝑐𝑡𝑜𝑟 ∗
𝑚𝑣𝑎𝑟 𝑎𝑡 𝑖𝑡𝑒𝑟 𝑖 + (1−𝑑𝑒𝑐𝑎𝑦_𝑓 𝑎𝑐𝑡𝑜𝑟 ) ∗ 𝑖𝑛𝑝𝑢𝑡 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 . The inputs of
a BatchNorm layer are the outputs of the previous layer, which can
contain large absolute neuron values because of the faulty weight
values. The faulty BatchNorm layer inputs can result in a large
absolute𝑚𝑣𝑎𝑟 value, which may overflow after iteration 𝑡 + 1. For
clarity, we use 𝑚𝑣𝑎𝑟 to generally denote such a history term in
normalization layers.

Short-term INFs/NaNs are rare. First, if an optimizer that nor-
malizes gradients (e.g., Adam) is used, large absolute weight values
can only be generated if a fault occurs during the weight update
operation (i.e., the operation that adds gradients to current weight
values), which is extremely unlikely because this operation takes
a very small amount of time. This is why we observe this case for
Resnet_SGD only in our experiments, since SGD does not normalize
gradients.

Second, the absolute value of a faulty𝑚𝑣𝑎𝑟 across multiple it-
erations must lie in a specific range (2.9𝑒38 − 3.0𝑒38 from our ex-
periments, as shown in Table 4) so that it does not overflow at
iteration 𝑡 , but overflows at a later iteration. Moreover, the overflow
is expected to appear shortly after iteration 𝑡 +1 because (1) a decay
factor is applied to𝑚𝑣𝑎𝑟 , and (2) although quite slowly, the faulty
weights are updated towards the correct direction (decreasing their
absolute values) by the optimizer. Thus, it is not likely for INFs/-
NaNs to occur beyond a small number of iterations after a fault
occurs. Because of this decaying effect, the magnitude of𝑚𝑣𝑎𝑟 at
iteration 𝑡 + 1 must be very close to the max floating point value
that can be represented (e.g., the max value of FP32 in our study).
A large absolute𝑚𝑣𝑎𝑟 value therefore is a necessary condition for
this outcome.

4.2.3 Analysis on the SlowDegrade and SharpSlowDegrade Latent
Outcomes. The fault propagation paths that lead to these two out-
comes are depicted in Fig. 4. Both outcomes are observed only if the
optimizer uses gradient history values to normalize the gradients
derived in the current iteration, which is common in DL training
workloads (e.g., 134 such optimizers were developed out of a total
of 154 between 2015 and 2021 [79]). SharpSlowDegrade can only oc-
cur if normalization layers are not present (e.g., Resnet_NoBN and
NFNet) and if a fault occurs in the forward pass, while SlowDegrade
can only occur if a fault occurs in the backward pass. Moreover, the
convergence trends of these two outcomes exhibit three distinct
phases. We mathematically explain each phase in Fig. 5 using Adam
(Eq. 1) as an example.

Operations performed in Adam

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1 )𝑔𝑡 , 𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2 )𝑔2𝑡

𝑢𝑡 = [

𝑚𝑡

1 − 𝛽𝑡1√︂
𝑣𝑡

1 − 𝛽𝑡2
+ 𝜖

, 𝑤𝑡 = 𝑤𝑡−1 − 𝑢𝑡

𝑔𝑡 : gradient values computed in iteration 𝑡 . 𝛽1, 𝛽2 : decay factors.
𝑚𝑡 : the history values of the gradients.

𝑣𝑡 : the history values of the square of the gradients.
𝑢𝑡 : the values used to update the weights. 𝑤𝑡 : weight values.

[ : learning rate. 𝜖 : a small value for numerical stability.

(1)
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Figure 4: Characterization of fault propagation paths and effects.

Figure 5: Explanation of the three phases in the convergence
trends of SlowDegrade and SharpSlowDegrade. The math
symbols are defined in Eq. 1.

From Fig. 4, we see that a necessary condition for both outcomes
is that the absolute values of the faulty gradient history values of

the optimizer (𝑚𝑡 and 𝑣𝑡 in Eq. 1 for Adam) must be large enough
to influence training accuracy, but not large enough to cause imme-
diate or short-term INFs/NaNs (the range of faulty values obtained
from our experiments is shown in Table 4).

However, this is a necessary condition but not a sufficient con-
dition, because even if this condition is met, it is possible that the
final training/test accuracy would not be affected significantly. For
example, if only a few gradient history values are perturbed, it may
not be significant enough to perturb the overall convergence trend.
Moreover, training/test accuracy can start to improve again in Phase
3 (Fig. 5). However, for all of our experiments in which the con-
vergence trend is perturbed due to large absolute gradient history
values except for those training the Transformer workload, the final
training/test accuracy values are still low even after the numbers of
training iterations are doubled with respect to the corresponding
fault-free runs. The takeaway is that, although theoretically there
is a recovery phase, the final training outcome is largely dependent
on the interactions between the magnitudes of the faulty values,
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the choice of hyperparameters (e.g., decay factors), and the training
dynamics. In practice, the recovery phase may never be reached, or
it may require millions of iterations to fully recover from the fault.
For example, the latter can happen with a decay factor of 0.9999
(used in real datacenter workloads) and a faulty absolute gradient
history value in the order of 1𝑒19 (observed from our experiments).

4.2.4 Analysis on the SharpDegrade Latent Outcome. The propa-
gation path that leads to the SharpDegrade outcome is mostly the
same as that for the short-term INFs/NaNs outcome, except that
faulty𝑚𝑣𝑎𝑟 ’s never overflow in the case of SharpDegrade. Instead,
their absolute values must be large enough (which are generated
by large absolute weight values due to a fault) for the training/test
accuracy to show sharp degradations – this is thus a necessary
condition for the SharpDegrade outcome. Afterwards, the absolute
values of the faulty weights continue to stay large as they are up-
dated very slowly by the optimizer, so the training/test accuracy
stay low for a long time.

4.2.5 Analysis on the LowTestAccuracy Latent Outcome. From Fig. 4,
we see that LowTestAccuracy can only occur in DNN workloads
that satisfy two conditions. First, a history term is used, which is
updated based on its values from previous iterations. Moreover, it
is only used to evaluate test accuracy but not training accuracy. An
example of such a history term is themoving variance in BatchNorm
layers (𝑚𝑣𝑎𝑟 as defined previously), which we will use to generally
denote such history terms for clarity. Second, the absolute value of
𝑚𝑣𝑎𝑟 must be very large, such that it can visibly degrade the test
accuracy (see Table 4 for the range observed in our experiments).
Thus, this is a necessary condition for the LowTestAccuracy outcome.

Similar to the SlowDegrade and SharpSlowDegrade cases, there
is typically a recovery phase for LowTestAccuracy, because a faulty
absolute𝑚𝑣𝑎𝑟 value will decay over time given the common use of
a decay factor (as explained in Sec. 4.2.2). However, whether the test
accuracy can be successfully recovered depends on various factors,
including the magnitudes of the faulty values, the decay factor, and
the training dynamics. In our experiments, LowTestAccuracy is
observed for the Resnet_LargeDecay workload, because the large
decay factor (0.99, vs. 0.9 in other workloads) corrects the faulty
𝑚𝑣𝑎𝑟 ’s too slowly.

Moreover, only faults that occur in the forward pass can lead
to LowTestAccuracy, because those in the backward pass can only
perturb𝑚𝑣𝑎𝑟 ’s in the forward pass of the next training iteration
through faulty weight values. However, in this case, large abso-
lute weight values will dominate the overall effect and create the
SharpDegrade outcome instead.

4.2.6 Summary. We summarize the necessary conditions for a
fault to generate each latent outcome (including short-term INFs/-
NaNs) in Table 4. The necessary conditions always occur within two
training iterations after a fault occurs. Note that, these necessary
conditions are not sufficient. In our experiments, we observed cases
in which the training process is able to recover from the effects
of faulty gradient history values in optimizers or faulty𝑚𝑣𝑎𝑟 ’s in
normalization layers, especially if the number of faulty values is
small.

In addition to the necessary conditions, we have obtained the
following three key observations from our analysis.

Table 4: Necessary conditions for short-term/latent unex-
pected outcomes. iter. 𝑡 is the iteration during which a fault
is injected.

.

Outcomes Necessary
conditions

When
conditions
observed

Ranges
observed in
experiments

SlowDegrade Large absolute
gradient history

values in optimizer

iter. 𝑡 3.6e9-1.1e19
Sharp

SlowDegrade iter. 𝑡 2.7e8-1.2e19

SharpDegrade Large absolute
𝑚𝑣𝑎𝑟 values in
normalization

layers

iter. 𝑡 + 1 6.5e16-1.2e38
LowTestAccuracy iter. 𝑡 7.3e17-7.1e37

Short-term
INFs/NaNs iter. 𝑡 + 1 2.9e38-3.0e38

Observation (1) Recovery effects of DNN training workloads. If the
perturbations in all software variables that are affected by a fault
are small, then the training process (provided that it is implemented
correctly) is highly likely to be able to recover from the effects of
the fault without posing high training time overheads. Even if the
perturbations are large, given a long enough training time (which
may not be practical), the training process may recover from the
effects of the fault, unless INFs/NaNs are generated.

Observation (2) Necessary conditions for latent unexpected out-
comes. For any hardware fault to cause a latent unexpected outcome,
the effects of the fault need to last across multiple training itera-
tions; otherwise, it is highly likely that the training process will
recover. This observation is reflected in the necessary conditions, as
both the𝑚𝑣𝑎𝑟 ’s in normalization layers and gradient history values
in optimizers can carry the effects of a fault from one iteration to
the next.

The effects of faulty weight/gradient values will also last across
multiple training iterations; however, they will propagate to the
𝑚𝑣𝑎𝑟 ’s and/or gradient history values, and subsumed in our nec-
essary conditions. On the other hand, faulty 𝑚𝑣𝑎𝑟 and gradient
history values do not always imply faulty weights/gradients.

We also analyzed the behaviors of the training loss value to
determine if it can serve as a necessary condition for the latent
unexpected training outcomes. For faults that occur in the forward
pass and subsequently generate the SharpSlowDegrade, SharpDe-
grade, and short-term INFs/NaNs outcomes, a sharp increase in the
training loss value is observed at the iterations during which the
faults first appear. However, for faults that occur in the backward
pass, even if they eventually lead to latent unexpected outcomes
(SlowDegrade or LowTestAccuracy), the training loss value appears
normal throughout the training process.

Observation (3) Interactions between DNN configurations and hard-
ware failures. Normalization layers in DNNs play an important role
in the resilience of DNN training workloads. On the one hand, the
occurrence of large absolute𝑚𝑣𝑎𝑟 ’s is a necessary condition for
various short-term and latent unexpected outcomes. On the other
hand, the presence of normalization layers makes it more likely
for a training workload to recover from the faults that occur in the
forward pass. As shown in Fig. 4, if large absolute output neurons
(large |𝑦 |) are generated in the forward pass, normalization layers
will normalize the magnitudes of these output neurons, effectively
alleviating the impacts of these faults.
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The choice of optimizers and hyperparameters also play an im-
portant role. For example, the SlowDegrade and SharpSlowDegrade
outcomes can only be generated if the optimizer normalizes gradi-
ents using gradient history values, while the SharpDegrade outcome
can only occur if the optimizer does not.

4.3 Other Results and Discussions
4.3.1 Contributions to Unexpected Outcomes from Different FFs. In
NVDLA, global control FFs whose bit-flips belong to groups 1 and 3
defined in Table 1 and local control FFs are more likely to generate
large absolute𝑚𝑣𝑎𝑟 ’s and large absolute gradient history values.
Together they contribute to 55.7-68.5% of the total number of un-
expected outcomes across different workloads in our experiments,
even though these FFs only account for 9.8% of all FFs in the design.

For datapath FFs, bit-flips that correspond to the upper two
exponents bits (5.5% of all FFs) contribute to 31.9%-44.3% of all
unexpected outcomes across different workloads. These bit-flips
are more likely to generate large absolute values that cause overflow
or satisfy the necessary conditions reported in Table 4 than the
bit-flips in other datapath FFs.

4.3.2 Generalization to other hardware fault models. The necessary
conditions discussed in Table 4 were derived based on the single-
cycle single-FF bit-flip hardware fault model. However, based on
Observation (2), the same necessary conditions are applicable to
any single hardware failure, regardless of the fault model.

Furthermore, given the hardware failure rate reported by indus-
try, it is expected that at most one hardware failure would occur
during the training process of mid-sized DNNs (i.e., DNNs with
< 1𝐺𝐵 parameters), which account for the majority of all DNNs
deployed in datacenters today [45]. For larger DNNs, even though
multiple failures may occur during the training process, they are
expected to occur far enough apart such that their effects are largely
independent. Therefore, the same necessary conditions are also ap-
plicable to multiple hardware failures under the reported hardware
failure rate.

4.3.3 Discussions on the number of training devices. We used 8
training devices in our experiments. With more training devices,
our findings still apply. First, if a hardware failure occurs in a train-
ing device and generates an immediate unexpected outcome, the
outcome will show up in the local device without affecting other
devices, so the number of training devices is irrelevant. Second, the
necessary condition for short-term INFs/NaNs, SharpDegrade and
LowTestAccuracy is large absolute𝑚𝑣𝑎𝑟 values on a single training
device, which is not affected by the number of devices. Last but
not least, we consider the SlowDegrade and SharpSlowDegrade
outcomes, for which the necessary condition is large absolute gra-
dient history values. On the one hand, using more training devices
results in a shorter training time, which makes it less likely for a
workload to reach the recovery phase, or for the recovery phase to
fully recover the training/test accuracy. On the other hand, since
gradients are averaged among all training devices, absolute faulty
gradient values (due to a hardware failure) would be smaller if
more devices are used, making it less likely to meet the necessary
condition of these two outcomes. These opposing factors balance
out the sensitivity to the number of training devices.

4.3.4 Discussions on the sizes of DNNs and data-sets. How hard-
ware failures propagate and affect DNN training workloads, as
shown in Fig. 4, does not depend on the sizes of the DNN or the
training data-set. The only consideration is that the sizes may in-
fluence when the three phases in SlowDegrade/SharpSlowDegrade
and the recovery phase in LowTestAccuracy occur, and how long
the different phases last.

5 TECHNIQUES TO TACKLE HARDWARE
FAILURES IN DNN TRAINING SYSTEMS

In datacenters, when a potential issue is detected in a DL acceler-
ator, a standard procedure is to decommission the accelerator for
further investigation, revert all affected workloads to their previous
checkpoints, and execute these workloads in other healthy devices
[7]. Handling immediate and short-term NaNs/INFs is easy. How-
ever, for a latent unexpected outcome, its error detection latency,
i.e., the time between when a hardware failure occurs and when
the unexpected outcome is observed, can be very long – spanning
thousands to millions of training iterations. The long error detec-
tion latency makes it challenging to recover an affected workload.
For example, even though checkpointing is routinely used in DNN
training, it is not clear how one could determine which checkpoint
to revert to, not to mention that the available checkpoints may all
have been corrupted.

Therefore, a detection technique that guarantees a short error
detection latency is required. Although there exist a plethora of
resilience techniques in the literature, these techniques are inade-
quate because they incur high performance/energy costs even in
the absence of hardware failures (more details in Sec. 6). To this
end, we leverage the necessary conditions revealed by our study
to devise new, efficient techniques to mitigate hardware failures in
DL training accelerator systems.

5.1 Detection
Our technique detects all hardware failures that are likely to lead
to latent unexpected outcomes. The idea is to compare the gradient
history values against a bound (for workloads trained by optimizers
that use such history values), and also compare the𝑚𝑣𝑎𝑟 ’s against
a bound (for workloads with normalization layers). If any of these
values is out of bound, an error message is generated. Since the
necessary conditions occur within 2 training iterations after a fail-
ure occurs, the error detection latency of our technique is bounded.
Further, we proved that these bounds can be mathematically de-
rived based on the properties of a given DNN workload. As shown
in Algorithm 1, the absolute gradient history values in the absence
of hardware failures (and software bugs) are less than 20 ×

√︁
𝑛𝑙/𝑚2

with a probability larger than (1 − 3 × 10−89), where 𝑛𝑙 is the num-
ber of partial sums used to generate one gradient value, and 𝑚
is the batch size. Similarly, we derived a bound for the𝑚𝑣𝑎𝑟 ’s in
Algorithm 1.

Note that, a hardware failure detected by our technique does
not always lead to unexpected training outcomes. However, it is
still beneficial to decommission the accelerator for further anal-
ysis because it is highly likely (based on the probability shown
in Algorithm 1) that the accelerator has encountered a hardware
failure.
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Algorithm 1: Derive bounds for gradient history values in Adam and moving variance values in BatchNorm. The bounds apply for
various DNN layers including convolution, matrix multiplication, and fully-connected layers.

Without loss of generality, assume the following DNN properties
[23, 34]:

(1)The mean of the outputs (before activation) and inputs of every
DNN layer is 0, and the variance of all layers are approximately
the same.
(2)The input data-set is normalized to zero mean and unit variance.
(3)Softmax-cross-entropy is used as the loss function, and Adam is
used as the optimizer.
(4)The weight gradient values follow the Gaussian distribution.

I. Deriving the bound for absolute gradient history values in
Adam.

Step 1: Let 𝑎𝑖 and 𝑝𝑖 B the 𝑖𝑡ℎ inputs and outputs of the softmax
layer; 𝑦𝑖 B the 𝑖𝑡ℎ one-hot encoded training target, 1 ≤ 𝑖 ≤ 𝐼 ;
𝑚 B the number of mini-batches; 𝐿 B Softmax-cross-entropy =
−∑

𝑖 𝑦𝑖𝑙𝑜𝑔(𝑝𝑖 )/𝑚. We bound 𝜕𝐿

𝜕𝑎𝑖
, the input gradients of the last

DNN layer ∀𝑖 .
𝑝𝑖 =

𝑒𝑎𝑖∑𝐼
𝑘=1 𝑒

𝑎𝑘
,

𝜕𝐿

𝜕𝑎𝑖
= (𝑝𝑖 − 𝑦𝑖 )/𝑚.

∵ 𝑝𝑖 ∈ [0, 1], 𝑦𝑖 ∈ [0, 1], ∴ 𝜕𝐿

𝜕𝑎𝑖
∈ [− 1

𝑚
,
1
𝑚
].

Step 2: Let 𝑦𝑙
𝑖
B the 𝑖𝑡ℎ element of the output tensor of layer 𝑙 . We

bound 𝜕𝐿

𝜕𝑦𝑙
𝑖

∀𝑙 . Given Property 1, 𝜕𝐿
𝜕𝑎𝑖

∈ [− 1
𝑚
,
1
𝑚
] →

𝜕𝐿

𝜕𝑦𝑙
𝑖

∈ [− 1
𝑚
,
1
𝑚
] ∀𝑙 , since 𝑎𝑖 is the output of the last layer.

Step 3: Let𝑤𝑙
𝑖
B the 𝑖𝑡ℎ element of the weight tensor of layer 𝑙 ;

𝑥𝑙 B the transpose of layer 𝑙 ’s input tensor; 𝑛𝑙 B the number of
the partial sums used to compute one gradient. We bound 𝜕𝐿

𝜕𝑤𝑙
𝑖

,∀𝑙 .

𝜕𝐿

𝜕𝑤𝑙
= 𝑥𝑙

𝜕𝐿

𝜕𝑦𝑙
→ 𝑉𝑎𝑟 [ 𝜕𝐿

𝜕𝑤𝑙
] = 𝑉𝑎𝑟 [𝑥𝑙 × 𝜕𝐿

𝜕𝑦𝑙
].

Given Property 1, ∵ 𝜕𝐿

𝜕𝑦𝑙
𝑖

∈ [− 1
𝑚
,
1
𝑚
], ∀𝑙 ∴ In the worst case,

𝜕𝐿

𝜕𝑦𝑙
𝑖

=


− 1
𝑚

𝑥 ∈ 𝑥𝑙 , 𝑥 < 0
1
𝑚

𝑥 ∈ 𝑥𝑙 , 𝑥 ≥ 0
and 𝑉𝑎𝑟 [ 𝜕𝐿

𝜕𝑤𝑙
] ≤ 𝑛𝑙

𝑚2𝑉𝑎𝑟 [𝑥𝑙 ] .

Step 4: Based on the history value computation in Adam, shown
in Eq. 1, ∵ 𝛽 < 1, ∴ the bound for 𝜕𝐿

𝜕𝑤𝑙
𝑖

can also be used for𝑚𝑡 .

Given Properties 1, 2, and 4, 𝐸 [ 𝜕𝐿
𝜕𝑤𝑙

] = 0, and also given the bound

for 𝑉𝑎𝑟 [ 𝜕𝐿
𝜕𝑤𝑙

] shown in Step 3,𝑚𝑡 ∼ N(0, 𝑛𝑙
𝑚2 ),

∴ 𝑃𝑟𝑜𝑏 ( |𝑚𝑡 | > 20 ×
√︂
𝑛𝑙

𝑚2 ) < 3 × 10−89.

II. Deriving the bound for absolute moving variance values
in BatchNorm.

Step 1: Let [ B learning rate; 𝑔𝑡 B
𝜕𝐿

𝜕𝑤𝑙
in iteration 𝑡 ;𝑤𝑙 ′ B the

weight values of layer 𝑙 in iteration 𝑡 + 1; 𝑁𝑙 B the number of
partial sums used to compute one output neuron in layer 𝑙 .
∵ Property 1, 𝐸 [𝑤𝑙 ] = 0,𝑉𝑎𝑟 [𝑤𝑙 ] = 1

𝑁𝑙
. Since Adam is the

optimizer, let 𝑘 B
√︃
1 − 𝛽𝑡2/(1 − 𝛽

𝑡
1), then we have

𝑢𝑡 ∼ N(0, [2𝑘2) based on Eq. 1.
Step 2: ∵ 𝑢𝑡 and𝑤𝑙 are independent, ∴ 𝐸 [𝑤𝑙

′ ] = 0, and
𝑉𝑎𝑟 [𝑤𝑙 ′ ] ≤ 1

𝑁𝑙
+ [2𝑘2. ∵ 𝑉𝑎𝑟 [𝑦𝑙 ] = 𝑁𝑙 ∗𝑉𝑎𝑟 [𝑤𝑙

′ ] ∗𝑉𝑎𝑟 [𝑦𝑙−1],

∴
𝑉𝑎𝑟 [𝑦𝑙 ]
𝑉𝑎𝑟 [𝑦𝑙−1]

= 𝑁𝑙 ∗𝑉𝑎𝑟 [𝑤𝑙
′ ] ≤ 1 + 𝑁𝑙[2𝑘2.

∵ Properties 1 and 2, ∴ 𝑉𝑎𝑟 [𝑦𝑙 ] ≤ (1 + 𝑁𝑙[2𝑘2)𝑙 .
Step 3: Let𝑚𝑣𝑎𝑟𝑙,𝑡 B the moving variance of BatchNorm at layer
𝑙 and iteration 𝑡 ; 𝛽 B the decay factor.
𝑚𝑣𝑎𝑟𝑙,𝑡 = 𝛽 ×𝑚𝑣𝑎𝑟𝑙,𝑡−1 + (1 − 𝛽) ×𝑉𝑎𝑟 [𝑦𝑙 ]. ∵ 𝛽 < 1, ∴ the bound
for 𝑉𝑎𝑟 [𝑦𝑙 ] can be used to bound𝑚𝑣𝑎𝑟𝑙,𝑡 .
∴ 𝑚𝑣𝑎𝑟𝑙,𝑡 ≤ (1 + 𝑁𝑙[2𝑘2)𝑙 .

5.2 Recovery
We developed a light-weight recovery technique that re-executes
the two most recent iterations of a DNN training workload on
all training devices, which is sufficient to mitigate all immediate,
short-term, and latent unexpected outcomes when coupled with
our detection technique. The following changes to a DNN training
program are required to implement our re-execution technique:
(1) subtracting the gradients obtained in the last iteration from
the current weight values to obtain the weight values used in the
previous iteration; (2) reloading the mini-batch data-set used for
the previous iteration; and (3) recording the seeds used to initialize
random variables (if they are used) in the previous iteration, and
applying them during re-execution.

5.3 Implementation and Evaluation
We implemented the detection and re-execution techniques in Ten-
sorflow for the same set of workloads presented in Table 2, which
requires only 24 − 32 lines of code change to the different DNN
programs. The memory overhead is negligible since our detection
technique only requires two new variables to bound the gradient
history and𝑚𝑣𝑎𝑟 values, and our re-execution technique only re-
quires a few seeds to be stored (if seeds are used). We evaluated the
techniques on Google Cloud TPUs, using the cloud TPU profiler
[27] to obtain performance/power/memory overheads. For each
workload, the bounds-checking and re-execution operations were
both executed 10𝐾 times.

If no out-of-bound values are detected, the performance impact
is 0.003% − 0.025% on average (geomean) across different DNN
training workloads. If re-execution is invoked once, the average
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(geomean) performance impact is 0.04% − 0.15%. Also, the profiler
reported a similar utilization of TPU resources between the modi-
fied and original programs for each workload, indicating that the
power/memory overheads of our techniques are negligible.

Compared to the checkpointing approach where a checkpoint is
saved at the end of each training epoch [60, 86], the performance/en-
ergy costs of our recovery technique are up to 500× lower (depend-
ing upon the number of iterations per epoch, which is typically
∼ 1, 000 iterations) assuming that 8 training devices are used.

6 RELATEDWORK
Resilience analysis on DNNworkloads. There is one study that targets
memory errors in DNN training workloads [93]. Memory errors in
datacenters are not a critical concern because ECCs are commonly
supported in both on-chip and off-chip memories. Moreover, errors
in memory behave differently from those in logic. For example, all
the latent unexpected outcomes revealed by our study are unique
to hardware failures in logic.

Many conclusions and findings from previous work on the re-
silience of inference workloads [2, 3, 9, 13, 24, 35, 48, 54, 59, 67,
68, 71, 80, 81, 90] cannot be extended to training workloads due
to the fundamental differences in their respective algorithms and
resilience requirements, as summarized in Table 5.

Table 5: Resilience properties of inference vs. training.

Inference Training (details in Sec. 4)

Normalization layers effec-
tively mask hardware failures
[48].

Normalization layers can exac-
erbate or reduce the impact of
hardware failures. See Obser-
vation (3) in Sec. 4.2.6.

Failures that occur in early lay-
ers are more likely to generate
visible anomalies [48, 49].

We observed this trend only
for the failures that lead to the
SlowDegrade outcome.

Hardware failures that occur
in certain output feature maps
or input data samples are more
likely to generate visible anom-
alies [54].

We did not observe such corre-
lations in training.

INFs/NaNs are not observed.
INFs/NaNs are a major class of
unexpected DNN training out-
comes.

Hardware Failure Mitigation Techniques. There exist a plethora of
resilience techniques across various system design layers [16], span-
ning algorithm [31, 94], compiler/software [18, 22, 51–53, 65, 66,
74, 76], architecture [18, 22, 29, 36, 50, 53, 56, 70, 82, 89], and cir-
cuit [5]. Selectively protecting FFs using circuit-level solutions (e.g.,
FF hardening) is a potential resilience solution, and our results
in Sec. 4.3.1 can guide which FFs to harden; however, it requires
hardware modifications, which may not be possible or desirable.
Existing compiler/software techniques and architecture techniques
were mostly developed for CPUs or GPUs, and they rely on specific
properties in CPU/GPU applications or architectures; therefore,
they do not lend themselves to be used in DL accelerators.

The authors in [54] focused on inference workloads, and pro-
posed selective duplication in the weight kernel level or the in-
ference task level. However, it is not clear how one would apply

the kernel-level technique to training, since weight values are not
static during training. Regarding the task-level technique, it is also
not clear how to determine the importance of each input sample
because that depends on the model and various training dynam-
ics. Without selective redundancy, detection through duplication
(or other redundancy-based techniques) incur high overheads. To
recover from a failure, the overhead will be even higher since addi-
tional operations need to be executed upon detection.

In the algorithm level, algorithm-based fault tolerance (ABFT)
techniques have been developed for DNN inference workloads
[31, 94]. We extended the idea in [94] to cover training workloads,
implemented it in Tensorflow for Resnet [33], Efficientnet [85] and
DenseNet [42], and obtained the performance/energy results for
these workloads using Google Cloud TPUs. This ABFT technique
requires non-trivial software modifications (463 − 485 lines of code
change), and incurs large (5% − 7%) performance/energy costs even
in the absence of hardware failures.

Another line of work proposed to bound the activation outputs
to improve the resilience of inference workloads [13, 14, 37, 48, 68].
This approach is inadequate for training because it can only detect a
small fraction (33.7% from our experiments) of all latent unexpected
outcomes.

Gradient clipping techniques in DNN training.Gradient clipping tech-
niques [11, 57, 92] were proposed to boost test accuracy or reduce
training time, without any resilience considerations. These tech-
niques cannot be used to mitigate all unexpected training outcomes
caused by hardware failures, because, as shown for the SlowDe-
grade, SharpDegrade, and LowTestAccuracy cases in Fig. 4, hard-
ware failures can perturb gradient history /𝑚𝑣𝑎𝑟 values without
affecting gradient values. Moreover, the bounds from previous work
were heuristically determined. In contrast, our bounds were derived
mathematically based on DNN properties to yield high detection
coverage for hardware failures that are likely to generate latent
unexpected outcomes.

7 CONCLUSIONS
Wepresent the first in-depth resilience study on hardware failures in
DL training accelerator systems. This study reveals the fundamental
understanding on how hardware failures propagate in DL training
devices and interact with DNN training workloads. We also present
efficient and light-weight solutions to mitigate these failures.

Our work serves as a solid foundation for future work, which
is essential because the impact of hardware failures is expected to
increase as DL systems continue to scale and the complexity of
DNNs continues to grow. We plan to extend our work to a broader
set of hardware failures, DNN training workloads, and DL training
systems such as GPUs and CPUs.
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A ARTIFACT APPENDIX
A.1 Abstract
We provide our fault injection framework used in our study and
the evaluation of our technique. The methodology to inject faults
and apply our technique to the DNN training program are similar
for all workloads. We will open-source the complete fault injection
framework for all DNN workloads.

In each fault injection experiment, we pick a random training
epoch, a random training step, a random layer (selected from both
layers in the forward pass and the backward pass), and a random
software fault model, and continue training the workload to observe
the outcome. In order to inject faults to the backward pass and also
correctly propagate the error effects, we manually implemented
the backward pass for each DNN workload, which can be found in
the fault_injection/models folder.

We have performed 2.9M fault injection experiments to obtain
statistical results. In this artifact evaluation, we provide three re-
producible examples of fault injections that correspond to three
outcomes (Masked, Immediate INFs/NaNs, and SlowDegrade) re-
ported in our paper. We also provide instructions for running more
fault injection experiments.

Our technique’s evaluation includes both detection and recovery.
To measure detection performance, we perform detection opera-
tions 10,000 times in each training step and calculate the geomean
of the overhead. For recovery performance, we re-execute the two
most recent training iterations once for every 10 training iterations
and calculate the geomean of the overhead.

A.2 Artifact check-list (meta-information)
• Model: Resnet18.
• Data set: Cifar10.
• Run-time environment: Google Cloud TPU VM.
• Hardware: Google Cloud TPU.
• Output: Training / test accuracy.
• Experiments: Experiments performed by our fault injection
framework.

• How much disk space required (approximately)?: 5GB.
• How much time is needed to prepare workflow (approxi-
mately)?: 10 minutes.

• How much time is needed to complete experiments (approxi-
mately)?: 20-30 minutes for all three examples of fault injec-
tion. 20-30 minutes for the evaluation of our technique.

• Publicly available?: Yes.
• Workflow framework used?: Tensorflow.
• Archived?: Yes.
• DOI: https://doi.org/10.5281/zenodo.7952090, and
https://doi.org/10.5281/zenodo.7952098.

A.3 Description
A.3.1 How to access. Our artifact can be accessed through this
link: https://doi.org/10.5281/zenodo.7952090.

A.3.2 Hardware dependencies. Our experiments are run on Google
Cloud TPUs (TPU versions v2-8 and v3-8).

A.3.3 Software dependencies. We require the following software
tools:

• Tensorflow 2.6.0
• Numpy 1.19.5

• Gdown 4.6.4

A.3.4 Data sets. We use the Cifar10 dataset in this AE.

A.3.5 Models. We use Resnet18 in this AE.

A.4 Installation
The step for creating cloud TPU VMs and download the check-
points.
(1) Step 1. Create Google Cloud TPU VM.
export PROJECT_ID=${PROJECT_ID}

gcloud alpha compute tpus tpu -vm create

${TPU_NAME} --zone=${TPU_LOCATION}

--accelerator -type=${TPU_TYPE}

--version=v2-alpha

PROJECT_ID: The Google cloud user ID.
TPU_NAME: A user-defined name.
TPU_LOCATION: The cloud region, e.g., us-central1-a.
TPU_TYPE: The type of the cloud TPU, e.g., v2-8.

(2) Step 2. SSH to the TPU VM.
gcloud alpha compute tpus tpu -vm ssh

${TPU_NAME} --zone=${TPU_LOCATION}

--project ${PROJECT_ID}

(3) Step 3. Check Numpy and Tensorflow versions.
import numpy

numpy.__version__

import tensorflow

tensorflow.__version__

Make sure that the version of numpy is 1.19.5, and the version of
tensorflow is 2.6.0. If the versions don’t match, please install the
correct versions.
(4) Step 4. Download files from this link:
https://doi.org/10.5281/zenodo.7952090.
(5) Step 5. Download checkpoints from Google Drive.
cd fault_injection

pip install gdown

gdown --folder

https :// drive.google.com/drive/folders/

1HVRFWY7NI5xr5qzR8yNeSKCRVnJNnqFf

?usp=sharing

The commands above download checkpoints to folder fault_injec
tion/ISCA_AE_CKPT. Please keep this folder name. If gdown cannot
be found, specify the full pathwhere gdown is installed, mostly likely
in ~/.local/bin.

A.5 Experiment workflow
A.5.1 Fault injection. The reproduce_injections.py file is the
top-level program to perform the entire workflow of a fault in-
jection experiment, which takes in one argument --file, which
specifies the injection configs, e.g., the target training epoch, target
training step, target layer, faulty values, etc. The configs of our
three examples are provided in the injections folder.
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For each injection, the program generates an output file named
replay_inj_TARGET_INJECTION.txt file under the fault_inject
ion directory, which records the training loss, training accuracy
for each training iteration, and test loss and test accuracy for each
epoch. For Example 1, the file will also record when INF/NaN values
are observed.

To execute each example, run:
i Example 1 (takes approximately 5 minutes).
cd fault_injection

python3 reproduce_injections.py --file

injections/inj_immediate_infs_nans.csv

ii Example 2 (takes approximately 10-15 minutes).
cd fault_injection

python3 reproduce_injections.py --file

injections/inj_masked.csv

iii Example 3 (takes approximately 10-15 minutes).
cd fault_injection

python3 reproduce_injections.py --file

injections/inj_slow_degrade.csv

A.5.2 Evaluation of our technique. To evaluate the overhead of
detection (takes approximately 15 minutes): we first execute the
detection.py script without the --check flag. This trains the
workload without detection. Once this step is complete, we ex-
ecute the detection.py script with the --check flag, enabling
detection and executing detection operations 10,000 times for ev-
ery training iteration. These two commands generate two files:
train_recorder_no_check.txt and train_recorder_check.
txt, which record the total elapsed time of the training process
without and with detection, respectively. Finally, we execute the
calc_overhead.py script to obtain the overhead.
cd technique/detection

python3 detection.py

python3 detection.py --check

python3 calc_overhead.py

We follow a similar methodology for recovery (takes approxi-
mately 15 minutes), and execute the replay.py script without and
with the --rerun flag. These two commands generate two files:
train_recorder_no_rerun.txt and train_recorder_rerun.
txt, which record the total elapsed time of the training process
without and with re-execution, respectively. Finally, we execute the
calc_overhead.py script to obtain the overhead.
cd technique/replay

python3 replay.py

python3 replay.py --rerun

python3 calc_overhead.py

A.6 Evaluation and expected results
A.6.1 Fault injection. Once each experiment is done, the output
file should contain the following information:
i Example 1. NaN values are reported in the same training itera-
tion (epoch 19, iteration 38) where the fault is injected.
A sample expected output file for this example can be found in
fault_injection/expected_results/replay_inj_immediate_
infs_nans.txt.
ii Example 2. After the fault is injected, both the training and test
accuracy keeps improving as the training process continues. The
final training accuracy is within 2% compared with the fault-free
run.
A sample expected output file for this example can be found in
fault_injection/expected_results/replay_inj_masked.txt.
A sample fault-free output file can be found in fault_injection/
expected_results/fault_free.txt.
iii Example 3. After the fault is injected, the training accuracy
degrades, then stays at a low level through. The final accuracy is
significantly lower than that of the error-free runs.
A sample expected output file for this example can be found in
fault_injection/expected_results/replay_inj_slow_degra
de.txt.

A.6.2 Evaluation of our technique. The command python calc_
overhead.py prints out the overheads for detection and recovery.
Please note that due to the varying throughputs of different ver-
sions of TPUs, the overhead may vary slightly. However, as re-
ported in our paper, we expect the overhead for detection to be less
than 0.025% and the overhead for recovery to be less than 0.15%.
For reference, we provide our train_recorder_xx.txt files under
the detection/expected_result and replay/expected_result
folders. These files report a detection overhead of 0.016%, and a
recovery overhead of 0.12%.

A.7 Experiment customization
To run other examples, one can modify the three example injec-
tion files under the injection folder and specify different training
epochs, training steps, target layers, and faulty values. Checkpoints
that belong to other epochs can be downloaded through:
gdown --folder

https :// drive.google.com/drive/folders/

1B4ptjedCX4e1PbzZWVe5Ydfe48BvSwzt?

usp=sharing

The evaluation process is similar to the examples provided.
To run other workloads, download additional files from

https://doi.org/10.5281/zenodo.7952098 and follow the
README. The entire workflow and evaluation procedure are the
same as the examples we provided.
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