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Sharing multimedia content, without obtaining consent from the people involved causes multiparty privacy
conflicts (MPCs). However, social-media platforms do not proactively protect users from the occurrence of
MPCs. Hence, users resort to out-of-band, informal communication channels, attempting to mitigate such
conflicts. So far, previous works have focused on hard interventions that do not adequately consider the
contextual factors (e.g., social norms, cognitive priming) or are employed too late (i.e., the content has already
been seen). In this work, we investigate the potential of conversational agents as a medium for negotiating
and mitigating MPCs. We designed MediationBot, a mediator chatbot that encourages consent collection,
enables users to explain their points of view, and proposes solutions to finding a middle ground. We evaluated
our design using a Wizard-of-Oz experiment with 𝑁 = 32 participants, where we found that MediationBot can
effectively help participants to reach an agreement and to prevent MPCs. It produced a structured conversation
where participants had well-clarified speaking turns. Overall, our participants found MediationBot to be
supportive as it proposes useful middle-ground solutions. Our work informs the future design of mediator
agents to support social-media users against MPCs.
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1 INTRODUCTION
Individuals share enormous amounts of multimedia content, including photos and videos, on
social networks (e.g., Instagram), instant messaging apps (e.g., WhatsApp), and content-sharing
websites (e.g., YouTube) [59]. A substantial proportion of the shared content features people (i.e.,
data subjects) other than the person who shares it (i.e., uploader). Such content is considered to be
co-owned, and the privacy of the individuals involved has an interpersonal nature [7, 93]. Sharing
such content without asking beforehand for the consent of the data subjects can consequently
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create so-called multiparty privacy conflicts (MPCs) [23, 116, 117], a typical interdependent privacy
situation [16, 27, 52]. MPCs occur frequently [117], and their consequences can be severe, as the
shared content could fuel cyberbullying [25], discrimination [39], and public shaming [62, 126].
Research shows that certain individuals develop strategies to cope with MPCs [15, 63, 98, 130].

However, the lack of collaborative negotiation tools in social-media platforms causes the adoption of
informal coping strategies. These strategies are used in an out-of-band fashion, offline, or via other
chat channels. For example, users discuss the terms in which their photos should be captured [98]
and the terms in which they could be shared (namely the privacy boundaries [130]). They also ask
the uploader to remove or obfuscate the content (e.g., blur faces) [117], to limit the audience [63],
and/or to ask for an apology to resolve the MPC [23]. Some data subjects take further actions and
apply sanctioning strategies (e.g., gossiping and complaining about the uploader) [99].
The previous attempts at mitigating MPCs have focused on hard interventions, proposing

computational solutions (e.g., aggregated voting systems [100], collaborative access-control sys-
tems [51, 124], game theory techniques [97]). In practice, these mechanisms introduce complex
decision interfaces that limits their adoption. Furthermore, they disregard that users’ social norms
and sharing decisions can change based on the context [85]. Also, if these mechanisms are applied
after the content is published online, it could already be too late as what has been seen cannot be
unseen [127].
In this paper, we investigate the potential of conversational agents, also known as chatbots,

for mediation in the context of MPCs. We design MediationBot: a task-specific chatbot based on a
decision tree that can mediate between social network users and help them prevent MPCs. Our
rationale behind this design is to address the three main limitations of previous works: (a) by
introducing a structured negotiation medium within the platform itself, users will be provided with
a clear path towards resolving MPCs; (b) by allowing negotiation via natural language interface
that users are accustomed to, we obviate the need for complex UI interventions; (c) by providing
the opportunity to arrive at a wide variety of middle-ground solutions, users can account for each
others’ contexts before making a decision.
We base our design approach on the theory and practices of collaborative conflict resolution

for mediation [29] and take a user-centric design approach by relying on the findings of previous
studies, including participatory design sessions for resolving MPCs [105] and large-scale surveys
on MPC experiences of social network users [23, 117]. The latest of these studies [105] echoed
the potential of using a third party mediator to create a safe and collaborative environment and
facilitate the negotiation of MPCs. Given the existing literature illustrating the power of interactive
argumentation [111] and that the use of human mediators is not an option [77], we resorted to using
automated mediators, in the form of chatbots. This has been motivated by the rising applications of
these automated agents in similar scenarios where scaling a human-operated process is desired (e.g.,
for mediating the critique process between experts and learners [122], for scaling up interactive
argumentation [6], for personalized mentoring [84]). We pose the following research questions:
• RQ1. How does the presence of a chatbot mediator affect the user experience and the outcome
of the negotiation?

• RQ2. How do users behave when they interact with a chatbot mediator concerning MPCs?
• RQ3. How do users perceive mediation-based chatbot for handling MPCs? What are their
expectations and concerns?
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We obtain answers to these research questions by designing a decision tree for a mediation-based
chatbot and by evaluating it through a Wizard-of-Oz (WoZ) experiment [26, 42]1, with 𝑁 = 32
social-media users, followed by questionnaires and semi-structured interviews. WoZ has been
widely used for designing dialogue systems and chatbots, where it helps to collect necessary
user-feedback that informs subsequent implementation [56, 107]. Following a mixed design [86],
participants were asked to resolve scenarios involving MPCs. Some of these interactions were
mediated by the wizard who followed the decision tree developed in this research. Whereas, for
the remaining interactions, the participants did not receive any mediation support.

Our findings show that MediationBot can support users to reach an agreement, compared with
the free negotiation. In particular, the middle-ground solutions, proposed by MediationBot, support
users in finding a solution beyond the typical all-or-nothing approach. MediationBot supports
structured andmeaningful conversation, where users can better explain themselves, feel understood,
and avoid aggressive arguments. Our contributions are as follows:
• We design and propose MediationBot, the first mediation chatbot for supporting negotiation in
the context of MPCs. Note that though most chatbots are designed for dyadic (chatbot-to-single-
user) conversations [108], MediationBot is designed to interact with two users.

• In an exploratory approach, we shed light on the manner social-media users would interact and
perceive mediation technologies. In particular, we provide empirical evidence and insights on
the perceptions and behaviors of participants engaged in a mediation process with a chatbot.

• We discuss the design implications of our findings, as well as the technical challenges underlying
the actual implementation of a mediation chatbot and the potential solutions.

2 RELATEDWORK
Prior literature surveys focused on interdependent privacy [52] and image privacy in online social
networks [74]. In this section, we review research on understanding user behavior when dealing
with MPCs, on existing solutions for preventing MPCs, and on the use of chatbots for conflict
resolution in general.
User Behavior in Response to MPCs. Research shows that social-media users develop strategies
to manage their privacy. Some anticipate the consequences of sharing and avoid it altogether [63]
and some treat the problem at its root by regulating their offline behavior (e.g., not appearing in
group photos) [15, 24, 63, 131]. Lampinen et al. [63] differentiate between preventive and corrective
user actions, as well as between individual and collaborative actions. Negotiation is one of the
most reported practices [15, 63, 98, 130], where uploaders seek permission before sharing content,
data subjects ask for content removal. Data subjects also may apply sanctioning strategies against
uploaders who misbehave [99].
Such et al. [117] find that, in 96% of the cases, uploaders do not ask for consent before sharing,

and in only 47% of the cases where data subjects were unhappy, the data subjects complained to
the uploaders to make them take corrective actions (e.g., edit the content, remove it, or apologize).
Cherubini et al. [23] confirmed these corrective strategies: more than half of the uploaders reported
deleting the content and one-sixth of them reported apologizing. Given that users usually do not
take preventive actions (e.g., asking for consent), researchers propose technology-based solutions
to address the MPCs that we review in the next paragraph.
Existing Technological Solutions. Despite the fact that privacy is recognized as a basic human
right [95, the Universal Declaration of Human Rights, art. 12], the current legislation for protecting

1WoZ is a standard technique, used in the field of human-computer interaction. It consists in having participants interact
with a computer system that appears to be automated, whereas it is in fact remotely operated by a human experimenter
(i.e., the “wizard”) who follows a protocol (i.e., the decision tree of the chatbot in our case).
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data subjects from MPCs can fall short of safeguarding them.2 Making technical solutions is
therefore essential.
One of the most used techniques for managing MPCs is audience modification (i.e., limiting

access to the content). This feature is present in most social networks and can be used by the users,
albeit in a manual fashion. Furthermore, it is handled individually—only by the uploader—and the
data subjects cannot determine the audience. Researchers attempted to automate this process and to
empower co-owners by developing collaborative access-control systems [11, 48–51, 112, 124, 129].
They designed systems that recommend desired audiences [32, 33, 114, 115]. They also studied
aggregated voting for privacy policies [21, 100, 120] and trust values for enhancing collective
decisions [4].
This line of research was further supported by AI models in order to facilitate negotiation of

privacy policies. Such and Rovatsos [118] studied utility functions such as relationship strength.
Kekulluoglu et al. [58] developed negotiation architecture that combines utility functions with
semantic privacy rules. Rajtmajer et al. [97] used game theory to model users’ sharing behavior over
time. And, Kökciyan et al. [61] modeled users as agents to reflect their privacy perspectives. Most
recently, Mosca and Such [82] created an explainable agent that supports the collaborative decision-
making process based on human values [81, 83]. And, Ben Salem et al. [13] proposed an agent that
calculates the potential privacy repercussions of non-consensual sharing and prompts uploaders
against sharing sensitive content. Another widely used technique is item modification that uses
face- or object-recognition algorithms [3] to alter the content by masking or blurring data subjects
(incl. bystanders) or sensitive objects in the photo [45–47, 71, 73] (e.g., blurring license plates by
Google Street View [38]). Some studies combined the item modification technique with consent
collection approaches [70, 87] and multiparty access control systems [54, 55]. A few studies used
dissuasive warnings to influence users’ decisions and to deter them from non-consensual sharing.
Cherubini et al. [23] used dual system theory [76], Masaki et al. [78] employed nudges [2, 80], and
Amon et al. [8] studied empathy to influence the sharing decisions. Recently, Franz and Benlian
[35] suggested a nudging mechanism for interdependent privacy protection based on the “3R
Framework” [57] and demonstrated that nudging may limit the disclosure of others’ information
(e.g., users may not give access to Instagram for contact information they have been asked for).

These solutions, however, either assume that a single mitigation technique works for all users or
focus on the computational solution to the problem rather than the user-facing one. Accordingly,
recent user studies [63, 130] highlighted the lack of usable collaborative negotiation tools as a
serious limitation in existing social networks. Our study investigates addressing this gap by having
a well-defined flow for facilitating negotiation between users. It is also motivated by a recent
participatory design study [105] highlighting the potential of a (human) mediator to enhance
its effectiveness. Evidently, human mediation is not scalable [77]. In the next section, we review
relevant studies on the use of chatbots, a first-class tool for scaling up mediation.
Chatbot Use Cases. Chatbots are computer agents that engage with users by using natural
language (through text or speech). Chatbots can be classified into two broad categories [37]: (1)
open-domain chatbots that assist users in engaging chit-chats to be entertained or socialized and
(2) task-specific chatbots that support users in achieving a specific task, such as booking an airline
ticket. Roller et al. [101] outlined the recipes for building open-domain chatbots using large scale
models. Caldarini et al. [20] provided an overview of the recent advances in both rule-based and
open-domain chatbots.

There are several motivating aspects for using chatbots in addressing real-world problems. The
first one has been highlighted by Sundar and Kim [119], who invoked the concept of the “machine

2To read more on relevant legislation for MPCs, see [23, Sec. 2.5].
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heuristic,” a rule of thumb that machines are perceived as more trustworthy and objective than
humans. They showcased that users are more likely to reveal private information (e.g., credit card
data) to machine agents over human agents. This benefit has been a common motivation for other
studies that explored using chatbots for sensitive scenarios. For instance, Park et al. [90] designed an
agent for facilitating conversations about stress management with the goal of encouraging the users
to self-reflection. Lee et al. [64] examined the use of a chatbot to encourage self-compassion among
the study participants. Park and Lee [89] prototyped NamuBot, a chatbot targeted towards sexual
assault survivors. They used a hybrid logic implementation, where the general Q&A scenarios were
rule-based while the intent analysis used deep learning techniques. The other main motivation for
using chatbots has been scaling up interactive argumentation, which has been shown to result in
changing participants’ beliefs when done properly [6, 9, 102]. For example, Altay et al. [6] created a
chatbot to provide arguments around the scientific consensus on the safety of genetically modified
organisms (GMOs), illustrating that this leads to more positive attitudes towards GMOs, compared
with a control message. A similar approach was used earlier in the context of COVID-19 vaccines,
showing that interacting with a chatbot increases the participants’ intentions to get vaccinated [5].
Both of the above motivations apply to the case of MediationBot, as we are dealing with a relatively
sensitive domain and are attempting to scale a process of argumentation.
In the vast majority of cases, chatbots were designed for conversations with a single party

(a.k.a., dyadic chatbots) [41, 89, 103]. There have also been some attempts at addressing multiparty
scenarios. For instance, Kim et al. [60] designed a moderator chatbot for structuring discussions
and obtaining opinions from reticent users. Shin et al. [110] designed a chatbot that can suggest
topics for facilitating multiparty discussions. Benke et al. [14] explored three chatbot designs for
emotion management in distributed teams that use chat applications (e.g., Slack), thus showcasing
an increase in emotional awareness and communication efficiency among participants. In the
context of software development, chatbots were explored for resolving code conflicts [88] and
collaborative modeling [91]. In themedical domain, Lee et al. [65] developed a chatbot for facilitating
the self-disclosure between patients and health professionals. Shen et al. [109] also showed the
efficacy of using physical robots for improving the conflict resolution process among children.

In the privacy domain, Harkous et al. [44] presented PriBot, a chatbot for automatically answer-
ing questions about websites’ privacy policies. The implementation of the chatbot involved building
a set of specialized classifiers that can predict the labels of each policy segment and matches them
with the labels in the user question [43]. Brüggemeier and Lalone [18] demonstrated that such
chatbots can positively affect users’ privacy perceptions. To conclude, the earlier studies presented
chatbots for multiparty conversation mainly to facilitate the discussion between parties (i.e., as
a moderator), but none of these studies addressed how to design a chatbot as a mediator. To our
knowledge, MediationBot is the first attempt at designing a privacy-focused mediator chatbot that
involves multiple parties.
In this paper, our approach is exploratory. We focus on (a) understanding the design space of a

mediator chatbot in this early stage of the design and (b) elucidating users’ needs and behavior while
interacting with such chatbots. It is beyond the scope of this study to rigorously investigate the
effectiveness of the chatbot in real-life privacy conflicts compared with state-of-the-art solutions [71,
78]. We will discuss the future research directions in Sec. 6.3.

3 DESIGN
In this work, we consider the following scenario. An individual (the uploader) intends to share
a photo that features other individuals (the data subjects). One of the data subjects opposes the
sharing, for privacy reasons. The uploader and this data subject thus have misaligned interests,
which results in an MPC. For a first step, in this paper, we assume that the uploader has no malicious
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intent (i.e., non-adversarial setting). This means that the uploader wants to share the photo for
their own benefits, which does not include causing harm to the data subject. This excludes, for
instance, non-consensual intimate imagery where ex-partners share intimate content as a means of
retaliation [30, 67].

On a different note, theMPC problem can be addressed either a priori or a posteriori. In the former,
the solution should ensure that users can seek consent and discuss content sharing beforehand. In
the latter, the solution can reconcile users, after the incident occurs, and promote peacemaking.
In this paper, we focus on the a priori handling of MPCs (which is later confirmed to be more
important to our study’s participants). The a posteriori approach is interesting, but it requires
further research.
Mediation. Mediation is a structured process where a third-party mediator facilitates the interaction
between individuals—referred to as the disputants—to resolve their differences and reach a mutually
acceptable solution to their conflict [29, 128]. Deutsch et al. [29] and the Harvard Program on
Negotiation [123] identify several steps common in mediation. The three steps most relevant for our
study are: (a) initiating the mediation, (b) maintaining a collaborative orientation, and (c) supporting
problem-solving and decision-making towards a collaborative solution.
Decision Tree. We design our chatbot by using a decision tree: a decision-supporting diagram in
the form of a tree, which entails specific rules anticipating the sequences of potential scenarios
between the chatbot and users [22, 53, 121]. Given the structured and facilitating nature of the
mediation, we decided to design a task-specific chatbot, based on a decision tree.
Inspiration. We grounded our design on existing conflict resolution theories and on the findings
of previous user-centric studies. More specifically, we created the first version of MediationBot’s
decision tree, based on the three main steps of mediation identified by Deutsch et al. [29]. We
complemented these steps with dissuasive strategies inspired by the findings of Cherubini et al.
[23]. Finally, we followed the recommendations of Salehzadeh Niksirat et al. [105]. This study
involved participants who experienced MPCs in participatory design sessions. Our design was
tested through several rounds of discussion among the co-authors and by running pilot experiments
with four participants who experienced MPCs.
Interaction Flow. In short, our decision tree works as follows: As soon as the social media detects
a sharing attempt of a photo that features data subjects, the decision process is initiated. The
individual identification can be triggered by an uploader tagging a data subject [117, 131] (i.e., a
frequent practice in non-adversarial settings) or by facial recognition [3, 55] (i.e., if the platform
supports it).3 The rest of the decision tree comprises five stages. Figure 1 depicts the decision tree,
in a simplified form. The illustration of each stage in greater detail and the complete version of the
decision tree in a spreadsheet format are available in Supplementary 1 (Sup. 1).4
Stage 1. Private Soft Dissuasion (PSD). Given that, in more than 90% of the cases, uploaders do
not request consent from the data subjects [117], a consent reminder is crucial. The use of a consent
reminder was emphasized by participants of the aforementioned participatory design study [105].
In many cases, just a simple reminder to step into the shoes of the data subject can help uploaders
take more mindful decisions hence avoid MPCs [23, 78]. We made a soft warning geared more
towards facilitating compromise. MediationBot asks the uploader “Would you like me to ask data
subject for consent on your behalf?” The uploader can choose to request consent or abandon the
sharing. MediationBot asks the uploader’s intention, in private—without the presence of the data
3Note that the success of facial recognition depends on its accuracy and the willingness of social-media platforms for using
such services [79]. Tagging users is an alternative to facial recognition. Given our focus on the non-adversarial setting, we
assume that many uploaders would voluntarily tag the data subject if they get properly prompted by the system.
4All supplementary materials are available in the Open Science Framework (OSF) repository. See https://doi.org/10.17605/
OSF.IO/JZF3T, last accessed January 2023.
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Fig. 1. A simplified version of the decision tree. The blocks in yellow are not part of the chatbot’s decision
tree. The uploader and data subject (and their decisions) were labeled using red and green colors, respectively.
Uploader, data subject, and MediationBot were denoted as “UP”, “DS”, and “MB”, respectively. *The chatbot
can repeat the loops in the MCC and MMG stages. After a few tries (e.g., 𝑛 > 3), the chatbot can decide to
move to the next stage.

subject—to offer the uploader an opportunity to decline to enter an unnecessary negotiation, should
they decide to cease the sharing attempt.
Stage 2. Initiation of Mediation (IM). To initiate the mediation, it is recommended to have an
introductory comment that explains the issue and the objective of the mediation, and that lays
out the ground rules. This first contact is important for establishing the credibility of the chatbot
and the process, and for initiating an effective working relationship with each of the parties [29,
pp. 38-39, p. 736]. Based on this, MediationBot identifies the potential privacy conflict and frames it
in the context of a collaborative mediation in which the two parties are invited to consult with
each other before sharing: “I am MediationBot. My aim is to identify and prevent possible privacy
conflicts by supporting users in finding a win-win solution.” At the end of this stage, MediationBot,
on behalf of the uploader, asks for the consent of the data subject.
Stage 3. Mediation for Consent Collection (MCC). The mediator needs to make sure the
collaborative outlook is maintained in the interest of both parties [29, p. 38]. This involves reframing
the issues brought forwardwith awin-win perspective, focusing on their needs rather than positions,
and further identifying shared interests and values [83]. It is equally important to create a safe
atmosphere in order to respect the needs of both parties [29, p. 38]. Power asymmetry is an
important issue for conflict resolution [34]. Some of the power asymmetries are based on the socio-
technical infrastructure of social media. Data subjects do not have equal power with uploaders to
control access to the co-owned content [130]. Power asymmetry can also be societal, based on the
differences between users’ characteristics (e.g., for sexual and gender minorities). A recent study
on developing an agent for addressing MPCs [82] proposed designing role-agnostic agents that
treat all users neutrally, regardless of their role.
Thus, MediationBot invites both parties, in turn, while maintaining civil discourse, to explain

why they would like to share the content and why they oppose it: “can you please explain why
you are not OK with this?” ; “Please focus on your interests and needs [...] be courteous and polite,
and respect the people [...]” MediationBot, first asks the data subject to explain why they do not
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want the photo to be shared. Then it asks the uploader if they accept the data subject’s explanation
to cease the sharing. If the uploader is not convinced by the explanation, MediationBot asks the
uploader to justify why they want to publish the photo. If the data subject accepts the uploader’s
justification, they can agree to publish the photo. Otherwise, MediationBot asks both parties (in
order) if they wish to further negotiate. In this stage, either of the parties has the opportunity to
walk away from the negotiation, should they consider it preferable to abandon the photo sharing
or if the data subject agrees to publish the photo: “Given the data subject’s reply, I no longer want to
publish the photo.”
Stage 4. Mediation for a Middle Ground (MMG). If the disagreement remains, to ensure the
success of the mediation process and its timely conclusion, the mediator should suggest several pos-
sible middle-ground solutions to support problem-solving. The mediator should set common goals
and criteria for evaluating the emergent solutions, and they should act to avoid misunderstandings
that could cause the conversation to go off track [29, p. 39].

Using the empirical evidence discussed in previous studies [23, 117], the chatbot agent proposes
several alternatives to the parties: “I have some suggestions. Maybe you can find some middle ground.
Would any of theses options work for you?”. The proposed solutions are blurring/cropping [45, 47, 55],
audience modification [51, 63, 115], untagging (removing the tag of the data subject) [15, 63, 131],
and temporal sharing (limiting the time for which the photo is made available [e.g., 24h Stories] [12]).
MediationBot also enables the parties to combine the proposed solutions or refuse them and to
devise their own solution. After selecting one of the solutions, MediationBot informs the user
about the potential implications of the chosen option. For example, for the audience modification, it
warns the data subject that excluded audiences might still see the content if it is further circulated:
“Those you have excluded might be acquainted with other people. It could be possible for others to
see the photo [...]” By informing the users about the consequences of each solution, MediationBot
supports users in making the optimal decision. Both parties must agree on the chosen solution.
MediationBot first presents the solutions to the data subject and then asks the uploader whether
they accept the data subject’s solution or if they want to propose another solution. MediationBot
also enables the parties to have several rounds of revisions if they need.
It is also recommended to congratulate the parties, at the end of the process, for the consensus

reached [29, p. 39]. During Stages 1–4, if the parties reach an agreement, MediationBot informs
them about the outcome of the mediation and thanks them for their participation.
Stage 5. Hard Dissuasion (HD). If the conflict persists, the uploader receives a harder dissuasive
warning from MediationBot [23], in which the consequences of their actions are explained. For in-
stance, MediationBot warns the uploader about the potential legal consequences of non-consensual
sharing: “Be aware that the data subject can take legal action against you if you share without consent.”
MediationBot also informs the uploader about the negative impact on the data subject, suspension
of the sharing attempt, and the threat of the social-media account being blocked. To unblock the
account, the uploader might need to complete an online training about MPCs and pass a quiz [105,
p. 115]). Our participants were informed about this mandatory education, but deploying an effective
educational intervention is out of scope of this study.

4 METHODOLOGY
We conducted an experiment using the WoZ methodology [26, 42]. We compared the quality of
negotiation in the presence of MediationBot (i.e., henceforth ON ) and in its absence (i.e., henceforth
OFF ), to check the possible positive or negative effects of using a mediator chatbot for conflict
resolution. We could have compared MediationBot with a human mediator. This could have enabled
us to obtain an upper bound for desirability and efficacy. However, we decided not to because the
option of using a human mediator is not feasible considering the existing social-media scales [77].
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Thus, to make a meaningful comparison, we selected free negotiation as a baseline since this is a
strategy that most social-media users practice in real-life situations [15, 63, 98, 99, 130].
Participants, grouped in pairs, engaged in chat-based conversations in order to resolve non-

consensual photo sharing on a social-media platform. One participant played the role of the uploader
and the other that of the data subject. Each pair of participants (i.e., henceforth a group) went
through four sessions of chat-based negotiations: three sessions with the presence of MediationBot
(ON) and one session without the presence of the chatbot (OFF).

Figure 2 depicts the study procedure. The experiment was conducted in a mixed design [86] with
two independent variables: (a) condition comparing ON and OFF (i.e., within-subject) and (b) role
comparing uploaders and data subjects (i.e., between-subject). We counterbalanced the order of the
ON and OFF conditions, among different groups (i.e., using a Latin Square) to avoid the sequence
effect. At the end of the study, we collected data from 64 sessions (i.e., 4 sessions × 16 groups). We
collected both behavioral data (i.e., conversation logs) and participants’ feedback via questionnaires
and interviews.
The standard recommended experiment length for lab studies at our institution is two and a

half hours, to limit the cognitive fatigue for participants. We anticipated one hour for the final
debriefing interview, ten minutes for the introduction, and dedicating the remaining 80 minutes to
the mediation sessions. We conducted pilot experiments and found that each mediation session
would take about 20 minutes. Therefore, we conducted four mediation sessions. The advantage
of conducting several sessions was that we could observe (qualitatively) if and how participants’
interaction with the chatbot would change after a few trials.
To collect more qualitative insights from participants’ interaction with MediationBot, we dedi-

cated more sessions to the ON condition than to the OFF condition (i.e., 3 ON vs. 1 OFF) and did
not repeat the OFF conditions three times. From an experimental point of view, it would have been
ideal to have an equal number of ON and OFF sessions (i.e., three OFF sessions). But, given that the
participants had already experienced MPCs (see Sec. 4.2), participating in one OFF session would
be sufficient to remind them of the free negotiation practices for resolving/mitigating MPCs, and
allow us more time to observe their behavior in the presence of the chatbot.

4.1 Ethics
For the experiment, we could have used participants’ real photos to increase the ecological validity
of the study. However, we considered the opportunity cost of using participants’ photos. This could
have led to higher stress levels for the participants and raised privacy concerns.We decided to opt for
stock photos that could be conducive to MPCs (see Sec. 4.3). Together with the institutional review
board (IRB) at our institution, we decided that this approach was the best compromise to attain
our research objectives while safeguarding participants’ well-being. Participants were informed
that the photos were collected from online repositories, that could be staged, and that they might
create some level of discomfort. In order to limit the deceptive nature of our experiment, before the
experiment, we informed the participants that MediationBot was supervised by a researcher. The
study was approved by our IRB.

4.2 Participants
Recruitment. We recruited the participants through a dedicated structure at our institution that
organizes behavioral studies with a pool of around 8,000 university students. We pre-selected the
participants based on a 19-item screener questionnaire about demographic information, social-
media experiences, and MPC experiences. The transcript of the questionnaire is provided in Sup. 2.
We recruited our participants based on the following criteria: (a) young respondents between 18 to
24 years old, following prior work [23] that showed MPCs are more common among young adults,
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1. photo selection

70 photos were collected based on Li et al.’s Taxonomy [69].

An online survey was conducted with N = 140 respondents.

14 photos with the lowest comfortableness score were 
selected for the user study.

2. recruitment

A screener questionnaire was deployed among 292 social 
media users.

N = 32 participants who were between 18-24 years old and 
with MPC experience were recruited.

n = 16 uploaders & n = 16 data subjects

3. setup
Room no.1 Room no.2 Room no.3

wizard uploader data subject

experimenter

Each data subject selected four 
photos with lowest score of comfort.

5. experiment

Consent forms signed and 
instructions were given.

4. pre-experiment
The order of the conditions and photos were counterbalanced across the sessions.

session 1: ON

ABCCT

session 2: ON

ABCCT

session 3: OFF

ABCCT

session 4: ON

ABCCT NPS

6. post-experiment

semi-structured interview

Fig. 2. Study Procedure.

(b) respondents who regularly upload, on social media, photos featuring others or those whose
are regularly featured on photos uploaded by others, and (c) respondents with MPC experience
(suffered or caused) in the last 12 months, as these participants had valuable experiences in terms
of dealing with MPCs [117].
To form mediation sessions between an uploader and a data subject who know each other

(thus recreating a typical MPC configuration, as shown by Such et al. [117]), we recruited only
respondents who could introduce us to a friend willing to participate in the experiment. The
invited friend filled out the same questionnaire and was selected using the aforementioned criteria.
According to participants’ answers to the MPC questions, we assigned those who reported suffering
from an MPC to the role of the data subject and those who reported having caused an MPC to
the role of the uploader. Out of 292 respondents, we pre-selected 72 who fulfilled our criteria, and
prioritized those with more MPC experiences.

Demographics. We began the experiment with 24 participants. Given that we did not reach data
saturation after the interviews (i.e., new information was provided by new interviewees) [19], we
decided to recruit additional participants. We stopped the recruitment after reaching saturation
with 𝑁 = 32 participants (i.e., 16 pairs). Table 1 shows the participants’ information. Detailed
information about the participants’ background and their previous MPC experiences is provided in
Sup. 3. The participants were split almost equally in terms of gender (53.1% woman, 46.9% man).
Age ranged from 18 to 24. The mean age was 20.8 (𝑆𝐷 = 1.39).

We further collected information about participants’ sexual and gender identity, ethnic group,
and socioeconomic status (i.e., total income for all members of their household in the last year).
Two participants (6.2%) preferred not to answer these questions. Our participants had a relatively
diverse demographic characteristics. Among the remaining participants, 30.0% self-identified as
LGBTQ+. The participants reported their ethnic group as White (73.3%), Arab (16.6%), multiracial
(6.6%), and Hispanic (3.3%). They were well-distributed with regard to their household income (less
than 50’000 CHF, 46.6%; 50’000–120’000 CHF, 40.0%; more than 120’000 CHF, 13.3%).
Table 1 shows that the participants’ role and gender were divided fairly evenly across the

experimental groups (data subject: 56.2% woman, uploader: 50.0% woman). 68.7% of the groups
were formed with participants from same gender (e.g., woman–woman) and the rest from the
opposite genders. Also, 68.7% of the groups were formed with participants with similar sexual and
gender identities (e.g., both not being LGBTQ+ or both being LGBTQ+). Participants with similar
ethnic groups (e.g., White–White) or income levels (e.g., mid-income–mid-income) made up 78.6%
of the groupings.
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Table 1. Participants’ information. †The Caused column shows if an uploader caused MPCs with mild or
severe consequences. ‡The Suffered column shows if a data subject suffered from MPCs with mild or severe
consequences. §The numbers inside the parentheses show how many times (in the last year) an uploader
made someone unhappy or a data subject became unhappy due to non-consensual sharing. To protect the
confidentiality of our participants (i.e., to avoid being traced), we have not listed their detailed characteristics,
including their sexual and gender identity, ethnicity, and household income.

Group Role∗ Gender Age Caused† Suffered‡

G1 uploader woman 21 none N/A
data subject man 20 N/A mild (2)§

G2 uploader man 20 none N/A
data subject woman 21 N/A severe (+3)

G3 uploader woman 24 none N/A
data subject woman 19 N/A severe (+3)

G4 uploader woman 20 none N/A
data subject woman 20 N/A mild (3)

G5 uploader man 22 severe (2) N/A
data subject man 18 N/A severe (3)

G6 uploader man 22 none N/A
data subject man 22 N/A mild (2)

G7 uploader man 22 mild (2) N/A
data subject woman 21 N/A severe (3)

G8 uploader woman 22 none N/A
data subject woman 21 N/A severe (3)

G9 uploader man 21 none N/A
data subject woman 23 N/A mild (2)

G10 uploader woman 23 none N/A
data subject woman 22 N/A mild (3)

G11 uploader woman 19 none N/A
data subject woman 19 N/A mild (3)

G12 uploader woman 19 none N/A
data subject woman 20 N/A severe (2)

G13 uploader man 22 severe (2) N/A
data subject man 21 N/A mild (1)

G14 uploader man 21 mild (1) N/A
data subject man 22 N/A severe (2)

G15 uploader man 19 mild (1) N/A
data subject man 20 N/A severe (1)

G16 uploader woman 20 none N/A
data subject man 21 N/A severe (2)

The majority of the data subjects (87.5%) reported being often featured on photos uploaded by
others, whereas most of them (62.5%) reported being featured daily or several times a week. All
data subjects reported being unhappy at least once in the last year with an online post featuring
them, and half of them reported being unhappy at least three times. More than half of the data
subjects (56.2%) reported being shamed publicly, and 18.7% reported being discriminated. All of the
uploaders reported sharing photos featuring others. Most of them reported sharing as regularly
as several times per day, week, or month (68.7%). Five of the uploaders reported making someone
unhappy at least once. Only two of them caused MPCs with severe consequences.

4.3 Material
Photo Selection. Providing the participants with appropriate photos to help them better project
themselves in conflicting situations was crucial. Therefore, we designed and followed a thorough
procedure for selecting photos likely to trigger MPCs (e.g., controversial) to use in our experiment.
The participants of the WoZ experiment could have chosen the most relevant photos by themselves.
Nevertheless, selecting the proper photos can be time-consuming. Thus, we conducted an online
survey to preselect MPC-prone photos (20%) and help the participants to select from these the
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most sensitive photos based on their own judgment. For brevity, we provide only a summary of the
procedure (for more details see Sup. 4).

To identify photos with varying degrees of social acceptability (e.g., people drinking excessively),
we relied on the taxonomy of content sensitivity for photo sharing proposed by Li et al. [72].
This taxonomy presents 28 categories and covers a wide variety of contexts (e.g., nudity, political
material, vulgar text, medical treatment, and certain facial expressions (see [72, p. 6]). We collected
70 (royalty-free) photos from online repositories, and tagged the photos using the aforementioned
taxonomy. Given our focus on non-adversarial MPCs, we did not search for photos that are more
inclined to cause adversarial MPCs (e.g., pornographic content).
To evaluate the MPC-proneness of the selected photos, we took a user-centric approach and

recruited 𝑁 = 140 respondents through Prolific (prolific.co). We presented each respondent with a
subset of 20 randomly chosen photos. Half of the respondents were asked to put themselves in the
shoes of a data subject (marked with a red circle on the photo) and were asked how comfortable
they would be—on a seven-point Likert scale, ranging from extremely uncomfortable to extremely
comfortable—if one of their friends shared the photo on a social network. The other half of the
respondents (i.e., uploaders), were asked how comfortable they would be sharing the photo on a
social network, without asking their friend’s consent first. For data subjects, the women respondents
only ranked the photos that depicted women characters, and vice versa. For uploaders, they ranked
photos depicting both woman and man characters. The survey took 26 minutes to complete, on
average, and each respondent received 6.85 USD for their participation. We selected 14 photos
with the lowest scores of comfort, seven depicting woman characters and seven depicting man
characters. The most frequent categories were ‘drinking/party’ (𝑛 = 6), ‘bad character/unlawful’
(𝑛 = 5), ‘irresponsible to child/pet’ (𝑛 = 3), and ‘toilet’ (𝑛 = 3).

Apparatus. The experiment was conducted in a laboratory with three rooms, each equipped with a
computer and a camera (see Figure 2). The participants were completely isolated from each other
(closed doors). Two researchers conducted the whole experiment: one as the session moderator
who welcomed and instructed the participants, and the other (i.e., wizard) sat in another room to
operate the chatbot for the WoZ experiment. Both researchers later attended the interview sessions.
We used an existing instant messaging app (Telegram) for the experiment in order to keep the chat
medium similar to the apps offered by online social networks on mobile devices.

Metrics. First, we logged all the conversations between the participants and MediationBot. Second,
to measure the emotional benefits and costs of the negotiation, we used the Affective Benefits
and Costs of Communication Technology (ABCCT) questionnaire [132]. We adapted the original
questionnaire to our context and used six scales (with 10 items): three related to the benefits (i.e.,
emotion expression, engagement, and support), and three related to the costs of the communi-
cation (i.e., unwanted obligation, unmet expectations, and threat to privacy). We reworded the
ABCCT questionnaire based on the participants’ roles and the condition of each session. To capture
how likely participants were to recommend MediationBot to a friend (from extremely unlikely to
extremely likely), we also used the Net Promoter Score (NPS) questionnaire.5 We added an extra
question to measure the likelihood of voluntarily choosing such a chatbot service. The ABCCT
and NPS questionnaires are provided in Sup. 5 and Sup. 6. Most importantly, we collected our
participants’ qualitative feedback via semi-structured interviews (see Sec. 4.4).

5https://en.wikipedia.org/wiki/Net_promoter_score, last accessed January 2023.
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4.4 Procedure
Pilot Study. Before the main experiment, we ran two pilot experiments including several sessions
with four participants. This enabled us to (a) further refine the decision tree based on participant
feedback and (b) train the wizard before the actual experiment. We used the decision tree as a
‘behavior instruction’ for the wizard to conduct the experiment.

Data-Collection Method. After welcoming the participants and asking them to read and sign the
consent form,we explained the experiment’s purpose and provided the instructions. The participants
were informed that they will engage in hypothetical MPC scenarios by chatting with their peers
to negotiate about an incident of non-consensual photo sharing on social media. We asked the
uploader to imagine that they had taken a photo of the data subject—the photo was in their phone
gallery—and that they were going to share it on social media. We instructed the data subject to
imagine being the person featured in the photo (i.e., marked with a red circle) and to imagine that
the photo is going to be published by the uploader without asking them for consent first. We asked
both of them to think about how they would react in real life and to take their roles seriously. We
also asked them to negotiate using the chat environment, but avoided instructing them to reach or
to not reach an agreement. We explained to the data subject that they can either keep disagreeing or
agree, after seeing a proper solution. Similarly, the uploader was allowed to cease sharing, proceed
with publishing (i.e., with/without consent), or to opt for another (middle-ground) solution.

The MPC scenarios varied across the sessions. To this end, prior to the sessions, we asked the
data subjects to sort the seven selected photos from the least comfortable to the most comfortable. We
used the four photos with the lowest score of comfort. We used ranking instead of rating to avoid
“ties” in participants’ ratings (e.g., two photos with the same level of comfort). We counterbalanced
the order of the selected photos across different groups and sessions. Next, the participants were
asked to sit behind their desks in different rooms and to not communicate with each other via other
means. The sessions were live-streamed, to enable the experimenters to monitor the participants’
behaviors. For the ON condition, the session started when the uploader received a message from
MediationBot that the content sharing was detected, and the uploader had to ask for consent
or to cease the sharing (i.e., the PSD stage). During the ON sessions, the wizard was closely
following the conversations between the participants, and according to situations, copied the
relevant text from the decision tree (spreadsheet) to the Telegram channel. For the OFF condition,
the experimenter instructed the uploader and data subjects to handle the negotiation on their own
(without the help of MediationBot). After each chat session, the participants were asked to complete
the ABCCT questionnaire. At the end of the last session, participants were asked to complete the
NPS questionnaire.
Finally, in order for us to collect qualitative data, the participants and experimenters moved to

a meeting room to undergo a semi-structured interview. To better understand the collaborative
behaviors, we conducted the interview with both participants. We randomized the order in which
the participants were addressed (i.e., which role is addressed first). We encouraged the participants
to engage in a negotiation with their peers to agree, disagree, or to complement each other’s
points of view. During the interviews, we asked several questions about participants’ experience
with MediationBot, and their expectations and concerns. The interview protocol is provided in
Sup. 7. The interviews were recorded. On average, an interview took 48 minutes and consisted
of 5,800 words. At the end of the interview session, we debriefed the participants. The entire
experiment lasted around two and a half hours for each group. Each participant was compensated
with 40.0 CHF.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW1, Article 142. Publication date: April 2023.

https://osf.io/79bwc


142:14 Kavous Salehzadeh Niksirat et al.

Data Analysis Method. We analyzed the chat data to understand (a) the users’ overall decisions
and the middle-ground solutions they used for conflict resolution and (b) the structure of language
and the type of arguments used in each conversation.
For the former (a), we studied the collaborative behaviors and decisions of the participants: if

participants reached a consensus; at which stage of mediation they reached the consensus; which
middle-ground solutions they used; and how the mediation affected publication flow. Next, we
labeled all the sessions, based on these criteria (i.e., including both ON and OFF conditions).6 Given
that the total number of sessions differs across the conditions, we converted the number of sessions
into a percentage ratio.
For the latter (b), we followed the Conversation Analysis approach [104], a method that in-

ductively analyzes how human interactions are arranged into sequences of actions. Recent stud-
ies [68, 69, 94] employed conversation analysis to interpret human interactions with chatbots. The
most commonly considered aspects are speaking turn and sequential implicativeness. We define
the end of a turn as when one participant finishes typing and hits the return button. The speaking
turn (i.e., henceforth turn) determines if the users were taking turns while conversing, and if they
were able to explain themselves and to adequately engage in a negotiation. It also indicates if both
parties had equal turns. We also calculated the length of each turn [36], in terms of word count
(i.e., henceforth words per turn or WPT).7 Next, we analyzed sequential implicativeness [106]—the
sequential organization of a dialogue to assess its responsiveness—hence its contextual meaning.
This analysis helps us in comprehending how the debate began, progressed, and resolved from
beginning to end. This analysis was conducted by one of the authors.

To analyze the interview data, we used the thematic analysis approach [17]. Two of the authors
conducted the whole process. Having two coders for the same dataset helped to eliminate bias
including interpretation bias on what each segment means and selection bias on which segment
is important. Together, the coders coded a small portion of data and identified an initial draft of
the codebook. Later, they independently coded another portion of data. The coders discussed the
codebook and achieved a strong agreement level (86%) using the equation proposed by B. Miles et al.
[10]: agreement level = no. of agreements / (total no. of agreements + disagreements). The coders adjusted
the codebook and independently coded the remaining part. They coded 1,228 segments to capture
participants’ views about the different features of the chatbot, their perceptions, their expectations,
and their concerns. A codebook including 135 codes was generated. The coders built a thematic
map and further discussed the clustering with the other authors. As a result, five main themes and
15 sub-themes were developed.

5 FINDINGS
We first present our findings from the conversation data where we summarize participants’ collab-
orative actions and decisions (Sec. 5.1). Later, we present quantitative analyses of the conversation
data (Sec. 5.2) and the feedback gathered via questionnaires (Sec. 5.3). We summarize the content
of negotiation (Sec. 5.4). Finally, we present the outcome of the interview sessions (Sec. 5.5).

5.1 Negotiation Outcome
Publication Flow. We investigated how mediation in the ON condition and negotiation in the OFF
condition affected the publication flow (i.e., to what extent the uploaders maintained the publishing
6For the OFF condition, we still labeled the sessions based on the analogy we did with the ON condition. For example, if a
participant offered to crop the photo, we labeled it as a “middle-ground” similar to “mediation for a middle-ground” in the
ON condition.
7Given our sample size, we did not conduct statistical analysis for quantitative data and reported them using descriptive
statistics.
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of the photo). Figure 3 shows that MediationBot led to ceasing publication in more sessions
compared with free negotiation (ON: 58.3%; OFF: 31.3%). Uploaders published the content in
almost one-third of the sessions in both conditions. We also labeled some sessions as ‘unknown’
because the outcome of the session was not clear. To clarify, in the ON condition, those who were
blocked by the social-media platform might circumvent the platform and publish the content
somewhere else (ON: 8.3%).8

Actions. We identified different actions (i.e., collaborative decisions) across all sessions. Figure 4
depicts the number of occurrences of the actions, in percentage for both conditions. The two most
frequent actions were agreeing to (a) cease sharing after the parties heard each other’s points of
view (i.e., MCC stage) and (b) publish the photo after modifying the content (i.e., MMG stage).
These agreement scenarios took place more often when MediationBot was present in the
session (MCC stage, ON: 43.7%, OFF: 31.3%; MMG Stage, ON: 31.3%, OFF: 12.5%). We also found
that in the absence of MediationBot, more sessions ended up with disagreement (i.e., OFF:
50%, ON: 8.3%).

Negotiated Middle-Ground Strategies. We next explored the middle-ground options negotiated by
the participants. Figure 5a shows how many times each strategy was approved or disapproved by
the end of the negotiations. The audience modification was the most approved method with a
69.3% acceptance rate. This is in line with previous studies, where users usually restrict the audience
circles to protect their privacy [23, 117]. We found that the item modification strategies were the
most negotiated strategies (i.e., negotiated in 40.6% of the session; blurring: 23.4%, 𝑛 = 15, cropping:
17.2%, 𝑛 = 11). The lowest acceptance rate was for the cropping strategy with a 9.1% acceptance
rate. The participants found the cropping to not be suitable as a privacy-preserving method. These
findings were later confirmed in the interview sessions where participants suggested enhancing
the usability of item-modification strategies and fine-tuning them to be more context-aware.

Effect of MediationBot on Using Middle-Ground Strategies. In Figure 5b, we delve into the approved
subset of the modification strategies, studying the effect of the MediationBot’s presence.9 We notice
that, in the absence of MediationBot, the participants did not adopt any modification strategy in
all but two cases. Therefore, the presence of MediationBot helps participants consider such
middle-ground solutions.
8Note that in 37.5% of the sessions in the OFF condition, the participants could not agree within the required time limit. We
acknowledge that these participants might have agreed if they could have had more time for negotiation.
9Note that, in three sessions of the ON condition, the participants used a combination of two or three strategies for their
final solution.
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5.2 Quantitative Analysis of Conversation Data
Turns. Figure 6a shows the number of turns (per session) taken by uploaders and data subjects,
towards each other in the ON and OFF conditions. The findings show that the presence of
MediationBot resulted in a lower number of turns (𝑀𝑑𝑛 = 4.7, 95% CI [4.23, 7.87]) compared
to its absence (𝑀𝑑𝑛 = 15.5, 95% CI [13.0, 17.88]). We did not observe any influence of role on the
number of speaking turns.

Word per Turn (WPT). We first checked the average of the total word count in each negotiation
session. The findings showed that the total word count was lower with the ON condition (𝑀𝑑𝑛 =

73.17, 95% CI [67.58, 88.36]) compared to the OFF condition (𝑀𝑑𝑛 = 139.0, 95% CI [116.33, 152.04]).
Next, we checked WPT for different turn takers and conditions (see Figure 6b). WPT was higher
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Fig. 6. Turn and WPT in terms of the turn takers in the ON and OFF conditions.

with the ON condition (𝑀𝑑𝑛 = 16.29, 95% CI [14.09, 19.01]) compared to the OFF condition (𝑀𝑑𝑛 =

9.05, 95% CI [8.31, 11.0]). Indeed, the higher total word count in the OFF condition was due to the
high number of turns the participants took in each session. But, WPT is a more insightful metric as
it reflects the structure of each turn between participants. This finding showed that participants in
the presence of MediationBot, regardless of their roles, used more words to speak within each turn
compared to when there was no chatbot in the negotiation.

To conclude, considering both Turns andWPT, we observe that the participants took fewer but
more verbose turns in the presence of MediationBot, whereas, during a free negotiation,
they took more turns but less wordy ones. These findings could explain that MediationBot
helps the users to have a conversation that is better-structured than with free negotiation. This
was later confirmed in the interviews (see Sec. 5.5).

5.3 Questionnaire Results
ABCCT. We assessed the six scales of the ABCCT questionnaire for different conditions and roles
(detailed results are demonstrated in Sup. 8). Participants perceived more support after ON con-
dition (𝑀𝑑𝑛 = 3.5, 95% CI [3.22, 3.83]) compared to the OFF condition (OFF: 𝑀𝑑𝑛 = 2.75, 95% CI
[2.47, 3.38]). In other words, communicating using the chatbot might help both data subjects
and uploaders to feel more supported and less worried. Uploaders had lower scores for
threat to privacy 𝑀𝑑𝑛 = 1.0, 95% CI [1.05, 1.61]) than data subjects (𝑀𝑑𝑛 = 2.0, 95% CI [1.45, 2.02]).
Thus, while uploaders were not concerned about their privacy after negotiation, the data
subjects were slightly concerned. The privacy concerns of data subjects might be related to a
potential privacy breach of social-media platforms where the photo and conversation can be leaked.
Furthermore, uploaders themselves can learn private information from the chat content and can
later leak the information about the data subjects. Participants also mentioned privacy concerns in
the interviews (see Sec. 5.5).

NPS. We found that 78.1% of the participants would likely recommend MediationBot to a
friend or colleague. Most of them perceived the use of MediationBot positively as an effective
method for preventing or resolving MPCs. These findings are demonstrated in Sup. 8. We asked
our participants how likely they would opt-in for MediationBot if such an option was available in
the existing social media. We found that 75.0% of the participants would voluntarily use such a
chatbot as a data subject (18.75% are extremely likely). Furthermore, 75.0% of the participants would
voluntarily use the chatbot as an uploader (65.6% are extremely or moderately likely).

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW1, Article 142. Publication date: April 2023.

https://osf.io/yvpnr
https://osf.io/yvpnr


142:18 Kavous Salehzadeh Niksirat et al.

5.4 Qualitative Analysis of Conversation Data
We conducted a qualitative analysis of the conversation data to understand participants’ behaviors.
We identified five main types of participants’ behaviors from the conversation data (i.e., 𝑛 = 2 for
data subjects, 𝑛 = 1 for uploaders, and 𝑛 = 2 for both). Here, we summarize the main findings
(detailed results are presented in Sup. 9). In most of the sessions, data subjects began the negotiation
by explaining their concerns and the reasons they found the content problematic. About half of
the data subjects explained that the photo depicted an unacceptable pose for them whereas some
argued that they were badly presented in terms of context. Most of them explained not feeling
comfortable showing their private moments whereas half of them wrote about feeling ashamed
or humiliated. Almost all data subjects expressed concerns about the long-term implications,
including (a) legal consequences, (b) being unable to find a job, and (c) being worried about social
repercussions. These findings showed that our participants perceived the photos to be sensitive and
understood the seriousness of the activities. In contrast, the uploaders underlined the advantages
of sharing and justified the acceptability of sharing the content. In response to the uploaders,
the data subjects employed different strategies. For example, most of them noted that such
content is not interesting to anyone, and about half proposed the uploaders share another photo.
Many participants engaged in collaborative decision-making, such as discussing the proposed
middle-ground solutions. However, we also noticed some instants where tension arose between
participants. In particular, when the uploaders attempted to deny and diminish the conflict or when
they did not take the data subject seriously.

We found that the conversation patterns in the presence of MediationBot were similar to those
without the presence of MediationBot. As a result, we did not make a distinction in the results
based on the presence of the chatbot. These results show that the contribution of MediationBot
does not lie in the conversation content, but rather more in the success of the mediation (see Sec. 5.1
and 5.2) and in the users’ perceptions (see Sec. 5.3 and 5.5).

5.5 Interview Results
We present the five main themes of the interview findings. For consistency, we use the following
determiners-to-percentage mapping based on the frequency: a few for 𝑛 = 1−3, several for 𝑛 = 4−7,
some for 𝑛 = 8 − 12, about half for 𝑛 = 13 − 19, most for 𝑛 = 20 − 25, almost all for 𝑛 = 26 − 31, and
all for 𝑛 = 32 participants.

Theme 1: Structured Conversation Creates Healthy Distance between Parties. We found that Media-
tionBot contributed to a certain level of healthy distance between the two parties, where participants
can express their points of view, with limited or reduced concern for not being heard or treated
with respect.

First, almost all participants ascertained that the chatbot achieves healthy distancing by struc-
turing the conversation, and implicitly by allocating some time for each party to speak. Several
participants highlighted that the chatbot encourages respectful conversation, prompting them to
listen and think twice, thus encouraging a meaningful and concise conversation. [G3u]10: “It helped
me [. . . ] to listen to her [data subject]. I didn’t write when I wanted to because the chatbot gave us
time to speak. So I really had time to read everything that she wrote and even go back to what she said
before.” In line with the previous findings about turn and WPT (see Sec. 5.2), some participants said
that without the chatbot, the negotiation is longer, less meaningful, and less likely to lead to an
agreement. They also appreciated the structure provided by the chatbot [G14d]: “The bot restricts

10We refer to participants, based on their group number (i.e., Gx) and role (i.e., d/u).
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your time to speak in a way that you have to expose your point in the most concise and precise way
possible.”
Second, for most participants, the neutral and formal language was another element that

contributed to the healthy distance. About half of the data subjects considered the language of
the chatbot as good and simple. Although, some uploaders highlighted the positive implications
of formality in language, several appreciated its neutrality. The formal language helped phrasing
disagreements respectfully. [G9d]: “It’s good that it’s formal. I could imagine if I had to complain
against someone, I would like to remain polite and quite neutral, like not to be too aggressive. And, the
bot kind of helped.”
Third, some distance can be helpful when handling a disagreement between two parties. Most

participants expressed a desire to avoid a heated negotiation that could turn aggressive argument.
About half of the uploaders and some data subjects said that they thought the chatbot could help
avoid disputes. [G9d]: “The bot can lighten the conflict. I think that’s good because if we talk directly
to each other, the situation could just explode.”

Theme 2: Consent Collection Is Crucial. Almost all participants embraced the idea of consent
collection and emphasized that the social-media platforms should ease the consent collection. Most
uploaders and about half of the data subjects argued that data subjects should have the last
word in the conversation. [G4d]: “I would like to have the final word [as a data subject] on whether
this picture was posted on or not. It’s more important for the data subject to feel comfortable than for
the uploader to have a nice Instagram feed.” 11 For some uploaders, asking for consent was also seen
as a form of soft dissuasion against impulsively sharing without any prior consideration. [G12u]:
“Maybe it can make us realize that first of all we need to ask consent [. . . ] and we can reflect on that
[sharing].”

Most participants mentioned that automating consent collection is a useful feature as it helps
them to quickly check with the other person if it is okay hence avoid causing unwanted harm.
[G3d]: “Every time you post a picture with someone else, you have to receive the agreement, kind of
automating the consent collection.”
About half of the participants spoke about what should happen when no consent is given.

They condoned the hard dissuasion issued by the chatbot to the uploader, which included threat-
ening uploaders with blocking their account should they insist on non-consensual sharing. Some
data subjects and several uploaders were relieved that, in the solution, there would be some con-
sequences against privacy infringers. [G15d]: “It’s nice to see that there are consequences for just
blatantly refusing to cooperate.” But, several uploaders and a few data subjects also drew attention to
possible edge-cases, where it might still be justified that photos be published online, even without
consent (e.g., when exposing wrong behavior or when presenting a newsworthy fact). [G2d]: “If
I see a picture of someone, trying to sexually abuse someone else, I can try to be careful on how to
interact with him.”

Last, a few data subjects suggested that uploaders should be required to explain upfront the
reasons they want to share the photo. Asking for consent, together with explaining the reason of
sharing—before the start of the negotiation—could help uploaders better reflect and help make data
subjects feel more comfortable. [G14d]: “At first, the bot directly asked me [. . . ] I had to justify why I
don’t want [the photo] and not why he should put it online. It makes me feel directly like I’m attacked
because he will do it if I don’t say no. I would prefer the uploader says first. It’s not me who has to
justify.”

11Indeed to design a neutral mediator, both parties should be able to influence the final decision. Otherwise, the uploader
will not properly engage in negotiation.
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Theme 3: Middle-ground Suggestions Spark Collaboration. This theme provides more insight into our
findings in Sec. 5.1. It encompasses both the interviewees’ perceptions of the middle-ground feature
and its contribution to collaborative conflict resolution. Almost all participants, with uploaders
in slightly higher numbers, welcomed the idea of the chatbot bringing to the negotiation some
middle-ground suggestions. Some identified this as the best feature of the chatbot. [G1d]: “That
was the most useful part of it.” Some participants reported that solutions were new or less known
to them. Hence, the chatbot helped them remember, learn, and use these solutions. [G3d]: “They
[strategies] were helpful because I did not think about every possibility [. . . ] I have not been in this
very particular situation where I have the options. Before, I was thinking the most obvious solution is
just to post or not to post it, like on every social media.” In addition, several participants appreciated
that MediationBot informed them about the possible privacy limitations of some of the suggested
solutions. [G2d]: “It makes me realize that if I only post it with a few people, everyone can see it.”
Almost all participants commented that the middle-ground suggestions of the chatbot helped

them to use these collaborative solutions or even come up with their own solution. Some
uploaders and several data subjects said they used or would later use chatbot-inspired middle-
ground suggestions, even without the chatbot. [G9u]: “I actually learned. The whole process was
insightful. If I encounter a similar situation, I’d use them with the other party and would try to kind of
imitate the chatbot.” Some participants came up with their own creative solutions (e.g., altering or
creating context collaboratively to make the publication of the photo ethically acceptable). [G7d]:
“With the [photo of] pregnant woman who was drinking, we put this in a school project. It was easier
to handle, cause if you put [fake] context behind that photo it can explain why.”

Theme 4: Users Need to Explain and to Feel Understood. Almost all participants spoke highly of the
instances when they successfully explained themselves and understood the points made by
the other party. Understanding and being understood are key motivations for users to engage in
negotiation. Explaining and understanding the standpoint of each party helps them, already at the
beginning of the conversation, to dissipate some of the tension. As for the data subjects, almost
all spoke of the need to express themselves, to be able to convince and to be heard; the chatbot
facilitated this to a good extent. [G8d]: “It forces you to express your opinion. So you see both sides,
and perhaps in a normal chat, you wouldn’t necessarily get the other person’s opinion. So that aspect
helped to go forward.” For the uploaders, understanding the point of view of the other was what
helped the most, and the chatbot helped elicit this understanding by structuring the conversation.
It is not always possible to feel understood. Almost all participants who had previously experi-

enced privacy conflicts voiced concern about some form of moral difficulty. A few data subjects
highlighted their concern about not being heard and their need to be taken seriously. [G7d]: ‘The
bot would have helped me because I could not be taken seriously in that case [a previous MPC]. They
did not understood that I was not comfortable with it, and kept talking [led to public shaming].” Given
the moral difficulty users can be confronted with, about half of the participants expressed a need to
be understood and supported by the chatbot, expecting the chatbot to promote compassion
and empathy. [G7d]: “The chatbot may help to put the uploader, not in the same situation, of course,
but just make him think of being in my situation.” ; [G10d]: “When it is difficult to express what I want
to say, the chatbot can reformulate or paraphrase it in a better way.”

Theme 5: Users’ Unmet Expectations. Our participants reported unmet expectations at the micro-
and the macro-levels. The former refers to turn-taking in the multi-party conversation. The latter
refers to privacy implications of the mediation services.

At the micro-level, participants highlighted lack of fluidity in a chat between three entities.
About half of the participants said the conversation with the chatbot was not as fluid as when they
could speak freely with their friend (i.e., two entities). [G13u]: “Having a conversation that’s dictated
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by the bot is something you’re not used to having. So, if you want to have a natural discussion, you
want to be able to speak whenever you want.” This aspect is inline with Theme 1, where the structure
prompted the parties to read and give some space for the other to write.12 Most participants wanted
to be able to request time out from the chatbot and to turn it off for a while to try to sort things
out with the other party directly. This was particularly the case when they needed more time to
discuss and respond to each other. [G2d]: “It would be great if the bot just starts when people are not
agreeing about something and they just fight with each other.” Some mentioned that if not allowed
to converse directly with their friend, they might ignore the chatbot altogether, or open another
private chat without the chatbot.

At themacro-level, about half of the participants reported their privacy concerns about leakage
of the photo and conversation content, as this could have serious implications. They thought
about secondary adversaries beside the uploader (e.g., hackers). In line with the results of the
ABCCT questionnaire, data subjects overall voiced slightly more concerns than uploaders. They
asked if the conversation and photo could be securely stored by the social-media platform, to whom,
and for how long they woud be accessible. [G7u]: “Well, I would be scared if people could see our
discussion because it’s private [. . . ] But I don’t know what solutions exist.”

Additional Findings. We specifically asked participants about the preferred timing of using the
chatbot intervention: before sharing (i.e., a priori) vs. after sharing (i.e., a posteriori). The opinion
of the majority was in favor of an a priori use, though also seeing the a posteriori option as
useful. Several interviewees explained that they want to check the content before it is published
online. [G4u]: “I would like to have a say on a picture of me before it’s posted rather than seeing it
on the internet and knowing that other people have seen it.” Finally, about half of the participants
discussed the learning curve of the interaction with the chatbot that interaction becomes easier
after a few tries, where they could understand the conversation flow and anticipate the next
interaction step and, sometimes, prepare their answers. [G2d]: “At first, I was shocked [exaggerated],
I didn’t know how it works, what was going to happen next. Later, I was more comfortable with the
idea, knowing the possibilities.”

6 DISCUSSION
We presented a mediator chatbot to support consent collection in social media. Our design was upon
the existing HCI literature [23, 105, 117]. In particular, we were inspired by a recent participatory
design work [105] where social-media users, who were previously involved in MPCs, recommended
the use of a mediator as a collaborative solution to MPCs.
The existing literature also informed the scope of our work. For example, Lampinen et al.

[63] showed that MPCs are frequently caused by uploaders’ misunderstanding or incomplete
knowledge of the privacy preferences of data subjects. Such preferences are tacit rather than
explicit in the content publication workflow, and collaborative boundary resolution mechanisms are
lacking [63, 130]. These findings were later confirmed by a large-scale empirical survey [117], where
uploaders reported that they accommodate the concerns of data subjects, when they complain, but
rarely resort to collaboration with them before posting (e.g., requesting consent a priori). Such et al.
[117] also showed that MPCs are most prevalent among friends and acquaintances. Looking at
conflict resolution instances, they found a high prevalence of all-or-nothing approaches (i.e., share
or remove), as well as instances when data subjects remain silent and do not voice their complaints.
In accordance with these findings, we narrowed down our scope to non-adversarial settings, helping

12Note that in real life, the chatbot would be much more reactive (cf. a wizard). Also, users would be less impatient as they
would probably do another activity in parallel.
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the parties exchange information on privacy preferences before posting the content, and providing
a multitude of conflict resolution options.

Our findings showed that MediationBot can effectively support users in resolvingMPCs (see RQ1).
In particular, MediationBot led to the agreement (i.e., to share or cease sharing) in more sessions,
compared with free negotiation. It supported data subjects by ceasing sharing in (relatively) more
sessions, and it helped the uploaders to share using the proposed middle-ground solutions.

Regarding users’ behaviors (see RQ2), we found a significant difference in the way participants
converse: using fewer but well-clarified speaking turns in the presence of MediationBot versus
many short speaking turns in its absence. We also elucidated several practices, for example, the
data subjects usually voiced their concern about the negative implications of photo sharing, and
they aimed to discourage the uploader from sharing. However, the uploaders reminded data
subjects about the benefits of content sharing. After the initial stage of the negotiation, most of the
participants engaged in reciprocal activities to find a middle-ground solutions. In particular, in line
with previous studies [23, 117], they used the audience-modification technique as their favorite
middle-ground approach. Surprisingly, item-modifications techniques (e.g., cropping and blurring)
despite being discussed many times in the sessions usually were not approved by data subjects as the
proposed changes by uploaders were not aligned with the data subjects’ needs. This problem was
partially addressed by recent studies [46, 47, 73], where researchers aimed to enhance the aesthetics
of the obfuscated photos to increase user experience. Future research can also study context-aware
item-modification techniques to automatically apply nuanced modifications depending on the
specific context and users’ preferences.
In response to the users’ perceptions, expectations, and concerns (see RQ3), we found that,

overall, users perceived MediationBot as a supportive element. In particular, the structure of the
conversation—facilitated via neutral and formal language—helped users experience meaningful
conversations, where they could better explain themselves, feel understood, and avoid heated
arguments. As a result, most of the participants reported that they would likely use such technology
and would recommend it to their friends to deal with MPCs on social media. They believed
that MediationBot supports problem-solving by proposing appropriate middle-ground solutions.
Participants also perceived the hard dissuasive warnings necessary to deter certain recalcitrant
uploaders. A few papers recently studied dissuasive warnings and nudges to prevent non-consensual
photo sharing [8, 23, 78]. Properly integrating such persuasive strategies in the language of mediator
chatbots would require further research.
Through the study we could also identify expectations and concerns regarding this type of

technology that we elaborate in the next subsection.

6.1 Design Implications
Promote Self-reflection. Some uploaders reported that when sharing, they did not think about the
other parties’ points of view and that simply ‘thinking twice’ would be sufficient to make them stop.
As a matter of fact, a few uploaders ceased sharing already during Stage 1 (i.e., PSD), anticipating
that data subjects would find the content disturbing. Therefore, encouraging uploaders to be more
self-reflective and to re-consider the implications before sharing can reduce the MPC incidents.
Furthermore, participants suggested to avoid giving the burden of explaining themselves as a data
subject. Subsequently, an improvement to our design would be that, during the PSD stage, uploaders
are prompted both to ask for consent and to provide upfront the reasons they want to publish the
content. Writing is often used to promote self-reflection [40].

Neutral and Safe Space for Negotiations. Participants expressed the concern of being involved in
aggressive negotiations. It is necessary to enable a safe space where the two parties can discuss
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their views. A mediator agent should lay down the ground rules and work in a neutral manner, with
the two parties towards a mutually agreeable solution (mimicking a human-mediated session [31]).
The chatbot should intervene and moderate the negotiation [60] whenever it detects tension in
the discussion [92]. Also, a few data subjects expressed their concern that uploaders might not
take them seriously when requesting to cease the sharing. The mere presence of the mediator, as a
witness of the negotiation can help ensure that the “no” answers are not disregarded [66]. Finally,
we found that conversations in chatbot-mediated sessions were more structured compared with
the sessions without a chatbot. The structure helped the two parties better listen and understand
each other. Providing structure to the negotiation helps not only elicit better understanding but
also prevent the escalation of conflict.

Enabling Choice and Autonomy. Participants appreciated middle-ground solutions and the additional
information provided about the limitations of each solution. They mentioned they might become
too entrenched in all-or-nothing option (i.e., share or not share) that they were ignoring middle-
ground solutions before our experiment. An important element of design for any mediation chatbot
would be to provide a comprehensive set of middle-ground solutions (informed by research). In
this regard, our participants suggested recommending a specific item-modification technique based
on the context of the photo and the points raised by the users. Furthermore, several participants
expressed some frustration with regards to the lack of fluidity in the conversation. Although this is
an indication that the structuring of the negotiation proposed by the chatbot worked in practice, it
could be that, in chatbot-mediated negotiations, people are less willing to wait for their turn. We
propose borrowing from the design of video-conferencing tools, such as Zoom [133], and building in
the functionality to request the floor when one participant’s turn has passed and another would still
like to add something. Finally, some interviewees called for the possibility of conversing without
the chatbot provided all parties trusted each other. This implies the ability to request some time
out, to pause the chatbot, and to pursue the chat negotiations on their own—for as long as both
parties agree and there is no sign of tension in the conversation [92].

Enabling A Priori Consent Collection. Most participants appreciated the feature for requesting
consent. They also believed that data subjects should have a say before co-owned content is
published. In our case, this is embodied in the IM stage (i.e., Stage 2). This feature modifies the
existing workflow of sharing co-owned content and empowers data subjects to have a say before
publication. Furthermore, participants wished content to be kept secure and as a legally binding
proof of consent. But they raised a point about the extent to which the conversation and photo
remain available. Future design should also enable users to change their mind at a later stage.13
Therefore, mediation conversations should not be copied or forwarded and should be persistent.

6.2 Implementation Vision
WoZ experiments enable researchers and designers to evaluate the desirability and efficacy of
complex systems and avoid waste of resources for implementing systems that might not work or
are perceived by users as not desirable or ineffective. Our study helped to achieve these goals where
we presented important insights from participants and promising signals about the effectiveness
of the chatbot. Nevertheless, understanding the effectiveness of the chatbot in real-life scenarios
requires future evaluation studies with a real implemented chatbot. To this end, in this section, we
discuss the technical feasibility of implementing our solution.

13Based on Article 7 and Recital 32 of the General Data Protection Regulation (EU GDPR), anybody who consents today
should still be allowed to withdraw consent tomorrow. See https://gdpr-info.eu/recitals/no-32/, last accessed January 2023.
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The commercially available chatbot platforms (e.g., Google’s Dialogflow, Rasa, Microsoft’s Bot
Framework) are primarily focused on dyadic conversations rather than those involving multiple
parties. In their study on chatbots in the wild, Seering et al., found that only 10% of the 130
chatbots they identified target multiparty scenarios [108]. Even then, these chatbots either conduct
independent conversations with multiple users (e.g., for audio transcription) or are single turn (e.g.,
voting or appointment scheduling). MediationBot is interesting because, unlike these multiparty
chatbots, the conversations are interdependent and can span multiple turns. These turns are dictated
by the decisions of the participants, at each stage of the conversation. Moreover, MediationBot is
expected to communicate with the participants both via private chat and in the shared channel
(see Figure 1). To support this scenario, a custom chatbot engine is needed, where the chatbot
simultaneously attends to the two users (of different roles) and advances through the stages
accordingly. When designing our decision tree, we dedicated specific steps in order to explicitly
ask the data subjects and uploaders about their decisions. This results in a clear separation of turns
between the participants, makes it easier to maintain state, and enables the progress through the
stages to be deterministic.
We also envision an evolved version of the implementation where the steps and the number

of turns are not deterministically imposed by the chatbot. This has two main advantages. First, it
results in more fluid conversations (i.e., a concern raised by our participants), giving the uploader
and the data subject more space to negotiate when needed. Second, it enables the chatbot to
intervene at critical moments when the conversations gets aggressive to potentially de-escalate
the situation (e.g., pausing the conversation, providing guidance). To achieve that, one should
leverage high-quality emotions datasets [28, 75] that cover fine-grained emotions, such as approval,
disapproval, nervousness, disgust, anger, embarrassment, etc. And, couple these with state of the
art NLP classification models (e.g., T5 [96]). The “approval” and “disapproval” emotions can be
used to interpret users’ (dis)-agreement with the proposed options while the extreme emotions
(e.g., “digust”, “anger”) can be used to decide when to intervene.

Hence, we believe that the chatbot implementation is feasible for further testing in the wild. The
ultimate vision of MediationBot is that it would be implemented by the social-media platform, as
this would promptly trigger the chatbot, upon photo tagging events or upon recognizing other
users’ faces (if supported by the platform).

6.3 Limitations and Future Work
The study has a focused scope on understanding users’ perceptions and the design space of the
chatbot. Our findings lead to identifying interesting avenues for future research. In this section, we
first review the limitations of the study and then discuss future directions.
First, given the ethical considerations, the MPC incidents within the lab setting were artificial.

However, although scenarios were hypothetical in nature, we asked participants to behave as they
would in real life. The intention was to observe the tangible experiences that participants drew
from in these situations, and the impact of engaging in this process through a hybrid interaction
with a chatbot and a human. We also used MPC-prone photos collected from online repositories.
The participants’ behaviors, with regards to content sharing or not, might be different from their
natural behaviors with their personal multimedia content [1]. To minimize the threat and to
facilitate the participants in projecting themselves in conflicting situations, we took the following
precautions: (a) we recruited the participants who had a variety of mild and severe MPC experiences:
(b) we recruited those who know each other to recreate a typical MPC configuration [117], and
(c) we selected the relevant MPC photos by using the taxonomy of content sensitivity [72] and an
experimental procedure described in Sec. 4.3.
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Second, the results of the photo selection survey with Prolific users showed that respondents’
levels of (dis)comfort with the photos were similar regardless of their roles as uploaders or data
subjects. As a result, both parties in the WoZ experiment might experience a high amount of
discomfort. Given that there were several unsolved conflicts in our experiment, the influence of the
photo selection might be low. However, future research should evaluate MPCs with scenarios that
invoke discomfort in data subjects but not in uploaders.
Third, we have used different photos (scenarios) in the ON and OFF sessions. Using the same

photos across sessions could have allowed for better generalization of the results. However, using the
same photos would have also introduced learning bias in the study (i.e., participants adapting their
strategy after each trial). Also, our participants interacted with the chatbot three times. Even though
they reported mastering the interaction with the chatbot after a few sessions, understanding users’
fatigue with technology and their habituation toward the chatbot’s messages and warnings requires
more repeated trials. Fourth, WoZ experiments are susceptible to limitations. For example, the
wizard might not be prepared for serendipitous questions that might arise during the interactions.
To avoid such situations, the wizard of our study did rigorous training during the pilot experiments
using a well-defined decision tree. Reviewing the conversation data showed that the wizard did not
deviate from the decision tree during the experiments.

Fifth, we studied the condition variable in a within-subject design that can prime the participants
(i.e., sequence effect). For example, participants could learn a strategy from MediationBot and later
use it in the OFF condition. We countered this effect by alternating the order of the conditions
through a balanced Latin square. It is noteworthy that to get a better qualitative understanding
of the participants’ perceptions, it was critical to allow the same participants to reflect on both
conditions (ON/OFF), so they could comment on differences during interviews. This is only possible
with a within-subject design. A between-subject design would not enable participants to judge the
conversation in the other condition. Sixth, in order to perform a controlled study in the lab (with
an upper time limit), our participants had to engage in synchronous conversations. That would
change in a real-world deployment where the users are not online at the same time.

To address these limitations, for future work, we will implement a refined version of MediationBot
(i.e., a proof of concept) and test it in the wild, through a large-scale online deployment and a
longitudinal controlled experiment. This will also allow us to investigate the behavior of the
participants in the presence of a completely automated chatbot. Also, user behavior in the wild (cf.
in the lab) may be further influenced by other factors. For example, how users will adapt to frequent
and repeated use, the extent to which either of the parties will give up and quit the conversation
early, whether the conversation will be synchronous or asynchronous, and the extent to which the
instructions given by the chatbot will be taken seriously. Such an experiment will enable us to study
the effectiveness of MediationBot in real-life scenarios. Given that the lack of user engagement can
be an important threat to the effectiveness of the mediator chatbots, several precautionary steps
should be taken such as enhancing the usability of the chatbot, aligning the chatbot’s languages and
prompts with the policies (or Terms and Conditions) of the social-media platform, and potentially
forcing consent collection by the social-media platform.

Furthermore, in this study, we focused only on negotiations with two parties. Multiparty negoti-
ations with three or more parties might have different dynamics and will require further studies.
Another challenge that we leave to future work is accounting for other sources of fatigue, such
as the case of multiple uploads containing MPCs. These scenarios call for reducing the frequency
at which MediationBot is triggered. This can be achieved via a combination of solutions, such as
building a machine learning model that classifies cases where MediationBot is not needed, based
on previous interactions, or allowing users to preselect people or locations to initiate mediation
for. We also focused on a priori solutions for non-adversarial settings. Future research should
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study a posteriori mediation. A rather extreme case of MPC is non-consensual intimate-image
distribution [30, 67], which should be addressed by future studies. Next, we used neutral language
for MediationBot together with several emojis to enhance communication with users and catch their
attention. Further research is required to understand how different forms of communication styles
(e.g., the use of emojis or GIFs) can affect mediation. Also, while we tested text-based conversations,
future research can study agents with different modalities (e.g., audio-based agents) or multi-modal
agents (e.g., audio-based agents with visual appearance).
Finally, it is required to understand whether power dynamics and intersectionality have a

mediation effect on consent collection [113, 125]—even in absence of an adversarial setting. This
can be critical for users from minority ethnic groups, sexual and gender minorities, and users with
disabilities. For example, in a situation of power dominance, a data subject would require additional
support from the chatbot for explaining to the other party why they are not comfortable with
content sharing. In the case of this study, it was difficult to balance several demographics capturing
intersectionality with our sample size. A separate study would need to focus on this issue.

7 CONCLUSION
This work contributes to solving the problem of multiparty privacy in social-media platforms. We
have designed and presented MediationBot, the first mediator chatbot to help users to negotiate
and resolve their conflicts. In a user-centric approach, we have provided insights drawn from social-
media users who engaged with MediationBot in a lab study. We have shown that MediationBot
can effectively help users to collect consent and reach an agreement by having structured and
meaningful discussions. It enables users to explain themselves and to be understood by the other
party. It also supports users in making informed decisions by proposing a variety of middle-ground
solutions. The latter is a key feature as it supports uploaders, in some circumstances, in sharing the
content while still satisfying the data subjects’ privacy concerns. To conclude, this paper provides
design guidelines for developing mediator agents that will likely reduce the incidence of MPCs and
in turn the incidence of undesirable consequences of sharing co-owned content on social media.
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