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ABSTRACT

Learning from noisy labels is a challenge that arises in many real-
world applications where training data can contain incorrect or
corrupted labels. When fine-tuning language models with noisy
labels, models can easily overfit the label noise, leading to decreased
performance. Most existing methods for learning from noisy la-
bels use static input features for denoising, but these methods are
limited by the information they can provide on true label distribu-
tions and can result in biased or incorrect predictions. In this work,
we propose the Dynamics-Enhanced Generative Model (DyGen),
which uses dynamic patterns in the embedding space during the
fine-tuning process of language models to improve noisy label pre-
dictions. DyGen uses the variational auto-encoding framework to
infer the posterior distributions of true labels from noisy labels and
training dynamics. Additionally, a co-regularization mechanism is
used to minimize the impact of potentially noisy labels and priors.
DyGen demonstrates an average accuracy improvement of 3.10%
on two synthetic noise datasets and 1.48% on three real-world noise
datasets compared to the previous state-of-the-art. Extensive ex-
periments and analyses show the effectiveness of each component
in DyGen. Our code is available for reproducibility on GitHub1.
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Figure 1: The Euclidean distances between instances and

their corresponding label cluster centroids in the embedding

space on the 20newsgroup dataset with 20% symmetric noise

on labels. The x-axis represents the standard deviation of

these distances over epochs during BERT fine-tuning, and

the y-axis displays their mean. The patterns of the training

dynamics clearly distinguish noisy and clean samples.
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1 INTRODUCTION

In many applications, collecting clean labeled data can be much
more costly compared to obtaining noisy labeled data. Noisy labels
can be cheaply obtained in large quantities from sources such as
crowdsourcing [39, 46], web annotations [8, 28], labeling rules [11,
60], and search engines [51, 58]. Using large-scale noisy labeled data
holds the potential of training powerful deep learning models with
reduced data curation costs. Particularly, fine-tuning pretrained
language models (PLMs) with noisy labels have gained interest for
a wide range of text analysis tasks [1, 41, 65]. However, the over-
parameterized PLMs, due to their large size, are prone to overfitting
the label noise, leading to decreased performance [3, 9, 63]. This
has become a critical challenge that hinders PLMs from delivering
satisfactory results when trained with noisy supervision.

The problem of learning from noisy supervision has been widely
studied in the machine learning community. Existing approaches
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to this issue can be broadly classified into three categories. 1) Data
Cleaning methods [2, 6, 25, 34, 49, 52, 55, 65] detect noisy samples
using specific criteria such as Area Under Margin [37] and Data
Cartography [41] and remove, reweigh, or correct these samples
for subsequent model training. 2) Regularization methods design
regularized loss functions [14, 29, 31, 44, 48, 64] or train multiple
models to regularize each other [15, 16, 42, 45, 55, 65], with the
goal of improving robustness under label noise. 3) Noise Transition
Estimation methods [7, 36, 50, 53, 54, 63] estimate the transition
matrix 𝑝 (𝑦 |𝑦, x) that maps clean labels 𝑦 to noisy labels 𝑦, condi-
tioned on input features x. Noisy Prediction Calibration [5] is a
recent approach that models the transition from noisy predictions
to the true labels 𝑝 (𝑦 |𝑦, x). Each of these categories has its own
advantages and drawbacks, and their performance depends on the
specific nature of the noise and the input features being used.

A major challenge in existing methods for learning from noisy
supervision is their dependence on either the original input features
or the embeddings learned with noisy labels. Both scenarios pose
limitations when fine-tuning PLMs with noisy labels. First, the
original input features x from PLMs have limited expressivity and
therefore cannot effectively distinguish between noisy and clean
labels [24]. This can hurt the efficiency of data cleaning methods
and the models that learn the noise-to-truth transitions based on
x. Furthermore, the input features may hold some information
about the true labels 𝑦, however, they only encompass a limited
understanding of the relationship between the true labels 𝑦 and
the noisy labels 𝑦. This limitation leads to a reduced capability
for generalization to all types of noise. Second, fine-tuning PLMs
with noisy labels can also hinder the effectiveness of denoising, as
label noise can compromise the quality of the learned embeddings.
Over-fitting to the label noise can cause the model to memorize
incorrect labels and mistakenly consider some noisy samples as
clean ones, even with metrics in regularization methods during
fine-tuning. This also impedes noise transition estimation methods
from accurately modeling the generation of noise. Consequently,
many existing studies are grounded in strong assumptions or are
hindered by imprecise noise estimation, resulting in inconsistent
performance across varying types of label noise [40].

In this work, we have discovered that noisy and clean samples
exhibit distinct behaviors in the embedding space during PLM fine-
tuning with noisy labels. During the early stages of fine-tuning, we
found that the noisy samples tend to be closer to the cluster associ-
ated with the true label 𝑦. However, as training progresses, these
noisy samples are gradually drawn towards the cluster associated
with the assigned noisy label 𝑦. Therefore, the noisy samples tend
to have relatively larger distances to their assigned label clusters
due to this training dynamics pattern. Such dynamic patterns can
be quantified by the Euclidean distance between each sample and
its assigned cluster center at each training epoch. In Figure 1, we
visualize the computed distance in the embedding space with the
mean (y-axis) and standard deviation (x-axis) over epochs. This plot
clearly illustrates that noisy samples tend to have larger means and
standard deviations as they move from the true label cluster to the
noisy label cluster during training.

We thus propose a dynamics-enhanced generative model Dy-
Gen for denoised fine-tuning of PLMs. Our model is based on the
observation that noisy and clean samples have different dynamics

in the embedding space during the fine-tuning process. To take
advantage of this dynamic pattern, our model treats the true labels
as latent variables and infers them from the dynamic patterns and
the noisy labels. Our model differs from previous generative denois-
ing models [50, 53, 54] in its use of features and modeling of how
the features and noisy labels are generated. Unlike these previous
models, which generate both the noisy label 𝑦 and the input feature
x conditioned on the true label 𝑦 (𝑝 (x, 𝑦 |𝑦)), our model leverages
dynamic training patterns𝑤 and treats the true label 𝑦 as the latent
encoding of 𝑦. This makes it easier to learn, as it only requires gen-
erating the noisy label 𝑦, and allows for inference of the posterior
𝑝 (𝑦 |𝑦,w) using the variational auto-encoding framework. Further-
more, we can use the discriminative power of the dynamic patterns
to induce the prior distribution 𝑝 (𝑦 |w) of our generative model.
To improve robustness in inferring the true label, we also employ
a co-regularization loss that encourages multiple branches of our
generative model to reach a consensus for the posterior 𝑝 (𝑦 |𝑦,w).

We have conducted thorough experiments on two datasets with
various synthetic noise types and three datasets from theWRENCH
benchmark [60] with real-world weak label noise. Our method Dy-
Gen consistently surpasses the state-of-the-art baselines, with an
average improvement of 2.13% across various noise types and ratios
on both synthetic and real-world datasets. Furthermore, DyGen
demonstrates remarkable robustness even under extreme label noise
ratios, as high as 50%. Additionally, DyGen enhances model calibra-
tion by generating predicted probabilities that are more accurately
aligned with the true label distribution due to its dynamics-based
probabilistic denoising approach. Our contributions are as follows:
•We have discovered that dynamic training patterns in the hidden
embedding space during PLM fine-tuning can effectively distin-
guish between clean and noisy samples. Utilizing this insight, we
have devised a denoised fine-tuning approach for PLMs. To our
knowledge, this is the first time that dynamic training patterns are
used to achieve robust fine-tuning of PLMs with noisy labels.
• We design a generative model that models the reconstruction
of the noisy label 𝑦 from the latent true label 𝑦 and the training
dynamics w. We induce a prior distribution for the latent variable
𝑦 based on the dynamics w and present a training procedure based
on variational auto-encoding.
• To enhance robustness, we employ multiple branches that co-
regularize each other to reach consensus for the posterior 𝑝 (𝑦 |𝑦,w).
•Wehave conducted a comprehensive analysis of the noisy learning
problems in text data, covering both synthetic and real-world noise
scenarios. Our proposed method, DyGen, consistently outperforms
other approaches across different types and levels of noise.

2 RELATEDWORK

In this section, we briefly introduce several related lines of works
on learning from noisy labeled data.
Noise Transition Matrix Estimation. Most existing techniques
in this line model the generation of noise from true to noisy labels
as a transition matrix

T𝑗,𝑘 (x) = 𝑝 (𝑦 = 𝑗 |𝑦 = 𝑘, x), ∀𝑗, 𝑘 = 1, · · · , 𝑐 . (1)

where 𝑐 is the total number of classes. If the transition matrix is
estimated correctly, classifiers can be trained on noisy data and
converge to the optimal solution with theoretical guarantees[26].
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(a) 20newsgroup
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(b) ChemProt

Figure 2: Examples of the observed training dynamic pattern in the corrupted dataset, 20newsgroup, and a real-world noisy

dataset, ChemProt [21]. We select 5 categories of the dataset and the black points are the corrupted samples from the true

labels (red) to the noisy assigned labels (blue). The left and right figures in each group are t-SNE [43] visualizations on training

embeddings obtained from the 2-nd and 10-th epoch, respectively.

However, the noise transition matrix is difficult to estimate. To
improve its modeling, recent works propose various assumptions
on the nature of noise. For example, [36, 54, 63] assume the noise is
instance-independent, namely 𝑝 (𝑦 |𝑦, x) = 𝑝 (𝑦 |𝑦). This assumption
is often unrealistic for real-world noises, where labeling errors can
depend on the input features x. Xia et al. [50] assume that the noise
generation is dependent on different parts of an instance; Yao et al.
[53] introduce an auxiliary latent variable z that works with true
label 𝑦 together to generate the instance feature x. Nevertheless,
these assumptions are too specific and cannot be readily applied
to real scenarios where the noise patterns can be diverse and com-
plicated. Thus, Bae et al. [5] consider the true label 𝑦 as the latent
variable, and infer the posterior:

H𝑗,𝑘 (x) = 𝑝 (𝑦 = 𝑗 |𝑦 = 𝑘, x), ∀𝑗, 𝑘 = 1, · · · , 𝑐 . (2)

Our approach adopts the same formulation but improves the gen-
erative modeling with training dynamic patterns. These patterns
enhance the latent variable modeling and provide more accurate
prior and posterior distributions for noisy-to-true label transitions.
Regularization from Multiple Models. Deep neural networks
are often sensitive to the stochasticity (e.g., weight random ini-
tialization and data orders) involved during training. This issue
is especially exacerbated for noisy label learning, as noisy exam-
ples may further disturb model training. To alleviate this, several
works proposed adaptive training strategies that involve multiple
model branches to improve robustness over noisy labels. Jiang et al.
[16] propose two networks, MentorNet and StudentNet, where the
MentorNet adopts a reweighting scheme to favor samples that are
more likely to be correct to guide the training of the StudentNet.
The Decoupling strategy [32] simultaneously trains two networks
and updates parameters only when their predictions disagree. Co-
teaching [55] also involves two networks, where one network learns
from the other network’s most confident samples. However, the
aforementioned methods only select a part of training examples
for training without explicit denoising, and also neglect the infor-
mation from mislabeled data. JoCoR [45] addresses this problem by
incorporating consistency between differentmodels during training,
instead of blindly trusting the noisy labels. DyGen takes advan-
tage of existing approaches by establishing an agreement objective
among multiple generative branches with identical structures but

different initializations. By regularizing these branches towards
this consensus, we can mitigate the negative effects of noisy labels
and potentially imperfect prior knowledge.
Training Dynamics for Data Cleaning. Training dynamics de-
pict the behaviors of the model predictions over instances as train-
ing progresses. The main idea of using training dynamics for noisy
learning is to consider the patterns as criteria to detect and correct
noisy labeled instances. Along this line, the most straightforward
way is to identify samples with lower training loss as the clean
subset [2, 25, 55, 56], but this approach is often too simple and
rigid, which end up choosing easy-to-learn examples only. To bet-
ter harness the training dynamics from intermediate iterations,
Pleiss et al. [38] introduce a new metric that measures the aver-
age gap between the logits of a sample’s assigned class and its
highest non-designated class, where a negative margin suggests
the potential label noise; Swayamdipta et al. [41] hypothesize that
noisy samples have smaller probabilities in the assigned category
during the whole training process. All these existing metrics for
data cleaning are based on heuristics and strong assumptions. In
addition, they are easy to make biased judgments as they depend
solely on noisy classifiers’ posterior information.

3 PROBLEM DEFINITION

We study fine-tuning PLMs with noisy labels for classification,
formulated as follows: given a noisy training dataset Dtrain =

(x𝑖 , 𝑦𝑖 )𝑛𝑖=1 consisting of potentially corrupted labels 𝑦, the ultimate
goal is to minimize the true risk 𝑅𝐿 (𝑓 ) := E[𝐿(𝑓 (𝑥 ;\ ), 𝑦)] between
the model predictions 𝑓 (x;\ ) and the underlying true labels 𝑦,
where 𝐿(·) is a loss function. Since the true labels 𝑦 are not acces-
sible, the only available risk function is the noisy empirical risk
�̃�
𝑒𝑚𝑝

𝐿
(𝑓 ) := 1

𝑛

∑𝑛
𝑖=1 𝐿(𝑓 (x𝑖 ;\ ), 𝑦𝑖 ) based on noisy labels 𝑦. Thus,

the objective during PLM fine-tuning with noisy labels becomes
finding a function that minimizes the true risk 𝑅𝐿 (𝑓 ) through the
learning process with the noisy empirical risk �̃�𝑒𝑚𝑝

𝐿
(𝑓 ).

4 TRAINING DYNAMICS

4.1 Training Dynamics in Embedding Space

We conducted a comprehensive study through over 1,500 exper-
imental trials of fine-tuning various PLMs, including BERT [10],
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BioBERT [23], PubMedBERT [12], and RoBERTa [30].We used noisy
labeled datasets for different NLP benchmarks such as 20news-
group [22], AG News [27, 62], ChemProt [21], TREC [4], and Se-
mEval [66], with both synthetic and real-world noise at various
ratios. In our experiments, we modeled the PLM as a two-module
model, 𝑓\ = 𝑔\−1 ◦ℎ\ :−1 , where ℎ\ :−1 is the PLM-based encoder and
𝑔\−1 is the final classifier stacked on the encoder. We optimized
the parameters \ using gradient descent algorithms to minimize
the empirical risk �̃�𝑒𝑚𝑝

𝐿
(𝑓 ) over 𝐸 training epochs with noisy la-

beled data. During PLM fine-tuning, we observe that the following
dynamic patterns consistently occur in the embedding space:

When fine-tuning PLMs with noisy labels, noisy samples gradually
shift away from the true-label cluster towards their assigned-label
cluster in the embedding space, leading to a larger Euclidean distance
between the noisy samples and their assigned label cluster centroids
across epochs. Clean samples, on the other hand, exhibit smaller mean
and deviation of distances, resulting in a dynamic contrast in their
training patterns compared to the noisy samples.

Figure 2 visualizes the dynamic patterns of noisy samples us-
ing t-SNE [43] on two example settings: 20newsgroup [22] with
20% synthetic symmetric noise and ChemProt [21] with 22.88%
real noise from weak labeling rules. It shows the embeddings of
instances at early and late stages of fine-tuning a BERT-base model.
Clean samples are represented by colored points, with colors de-
noting their true labels, and noisy samples are represented by black
points, which have moved from their true-label cluster (red) to their
assigned-label cluster (blue) during fine-tuning with noisy labels.

The pattern observed is likely due to the memorization effect
[3, 48] of deep neural networks, which tend to fit clean label patterns
first and then overfit noise. When fine-tuning PLMs with noisy
labeled data, all samples tend to remain closer to their true label
clusters in the early stages, as PLMs encode semantic knowledge
[57, 67] in their embeddings. However, as training continues, the
model begins to learn correlations between features and assigned
labels, causing noisy samples to gradually move from true-label
clusters to assigned-label clusters and overfitting to noise in later
epochs. This fitting dynamic still occurs even with large noise
ratios, as the randomness of the noise is unlikely to overpower
the collective signal of the clean data. Our hypothesis is that this
training dynamic will persist as long as there is no systematic bias
that dominates the clean data signal.

4.2 Quantitative Measurements of Pattern

To quantify the pattern observed, we measure the Euclidean dis-
tances between instance hidden embeddings and the centroids of
their assigned label clusters. We fine-tuned the PLM model for 𝐸
epochs using noisy labeled data and represent the training dynam-
ics of instance 𝑖 using statistics in the embedding spaces over 𝐸
epochs. To do this, we first compute the cluster centroids 𝑐 (𝑒 )

𝑘
of

each class 𝑘 at each epoch 𝑒:

𝑐
(𝑒 )
𝑘

=
1

𝑛train

𝑛train∑︁
𝑖=1

ℎ
\
(𝑒 )
:−1
(x𝑖 ) · 1(𝑦𝑖 = 𝑘), (3)

where \ (𝑒 ):−1 denotes the parameters of the feature encoder ℎ at the
𝑒-th epoch. Then, we compute the average embedding distance

between the samples and the assigned label cluster centroids:

`𝑖 =
1
𝐸

𝐸∑︁
𝑒=1
∥ℎ

\
(𝑒 )
:−1
(x𝑖 ), 𝑐 (𝑒 )�̃�𝑖

∥2 . (4)

In addition, we compute the standard deviation of distances over 𝐸
epochs to measure the magnitude of distance variations:

𝜎𝑖 =

√√√
1
𝐸

𝐸∑︁
𝑒=1
(∥ℎ

\
(𝑒 )
:−1
(x𝑖 ), 𝑐 (𝑒 )�̃�𝑖

∥2 − `𝑖 )2 . (5)

The differences between noisy and clean data are clearly illustrated
in Figure 1. The noisy samples exhibit larger mean and standard
deviations in their distances to assigned label clusters compared to
clean samples.

5 METHOD

For PLM fine-tuning with noisy labels, the ultimate goal is to learn
a model that produces the distribution over the true label 𝑦 for any
input x, namely 𝑝 (𝑦 |x). As we have only noisy labeled data during
training, we decompose this objective as:

𝑝 (𝑦 |x) =
∑︁
�̂�

𝑝 (𝑦 |x)𝑝 (𝑦 |𝑦, x), (6)

where 𝑦 is the observed noisy label for instance x.
In the above equation, the 𝑝 (𝑦 |x) is the biased model learned

with the noisy labeled data Dtrain using standard fine-tuning. The
challenge is to infer the true labels’ posterior distribution, 𝑝 (𝑦 |𝑦, x),
which serves as a calibration term that debiases 𝑝 (𝑦 |x). According
to the observation in § 4, we propose to use the training dynamics
w in lieu of x, as w contains rich information about both noisy
predictions 𝑦 and clean labels 𝑦. Based on this insight, the objective
is reformulated as:

𝑝 (𝑦 |x) ∝
∑︁
�̂�

𝑝 (�̂� |x)𝑝 (𝑦 | �̂�,w) . (7)

To model the two distributions 𝑝 (𝑦 |x) and 𝑝 (𝑦 |𝑦,w) in Eq. 7, we
propose a two-stage learning process (also see Figure 3): (1) Stage
I : Learn the standard noisy-supervised model to estimate 𝑝 (𝑦 |x)
and encode the training trajectories w as compositions of hidden
embeddings obtained from each epoch during fine-tuning; (2) Stage
II : Learn the deep generative model to estimate the transition from
noisy predictions to true labels and model the function 𝑝 (𝑦 |𝑦,w).
The rest of this section describes: (a) Training trajectory-based deep
generative model in § 5.1, (b) Co-regularization mechanism in § 5.2,
and (c) Training objective in § 5.3.

5.1 Deep Generative Model on Training Patterns

5.1.1 ProbabilisticModel Structure. Tomodel distribution 𝑝 (𝑦 |𝑦,w),
we introduce a deep generative model that can encode and recon-
struct noisy labels 𝑦, conditioned on the training trajectories w.
Specifically, we consider the true labels 𝑦 as the latent variables
and define the following generative process: first, 𝑦 is drawn condi-
tioned on the training trajectories w; then, 𝑦 is generated based on
𝑦 and w. By following this generative process, we can factorize the
joint distribution, modeling the relationship between observations
𝑦 and latent variables 𝑦:

𝑝 (𝑦,𝑦 |w) = 𝑝 (𝑦 |w)𝑝 (𝑦 |𝑦,w) . (8)
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Figure 3: The DyGen framework, containing (1) the noisy-supervised model for training trajectory pattern encoding; (2) the

generative process, considering true label 𝑦 as a latent variable and reconstructing 𝑦; (3) co-regularization loss between multiple

branches of models; (4) the inference process to predict true labels from noisy predictions.

Since true labels 𝑦 are typically assumed to be categorical, we
treat 𝑦 as random probability vectors sampled from a Dirichlet
distribution:

𝑦 ∼ Dirichlet(𝛼w), 𝑦 ∼ Multi(𝜋w,𝑦), (9)

where 𝛼w ∈ R𝑐+ represents the instance-dependent parameters of
the prior probability distribution for all 𝑐 categories, given a training
trajectory w; Dirichlet(𝛼w) is a Dirichlet distribution parameter-
ized by 𝛼w, which is also a conjugate prior of the corresponding
multinomial distribution; and 𝜋w,𝑦 is the probability of selecting a
class for the noisy label.

5.1.2 Dynamics-Based Prior. Since the prior function 𝑝 (𝑦 |w) in
Eq. 8 is unknown from the training stage, we approximate it as
𝑝\ (𝑦 |w) using the observed training dynamics patterns (derived in
§ 4), where \ is the trajectory encoder parameter in Stage I. First,
to effectively distinguish between noisy and clean samples, we
sum up the mean and standard deviation computed from Eq.4 and
Eq.5 as a scoring function: 𝑠𝑖 = `𝑖 + 𝜎𝑖 . Second, we assume that
the top 𝛽 percent of instances with the highest 𝑠𝑖 are potentially
noisy, denoted as D̂noisy

train , where 𝛽 is the estimated error rate. The
remaining instances with lower 𝑠𝑖 can be considered clean, denoted
as D̂clean

train . We use K Nearest Neighbor (KNN) algorithm on D̂noisy
train ,

with D̂clean
train as the reference set to sample 𝐾 neighbors from. Third,

we combine the most selected labels 𝑦 from neighbors for D̂noisy
train

and the remaining assigned labels 𝑦 for D̂clean
train to update Dtrain =

{(x𝑖 , 𝑦𝑖 , 𝑦prior
𝑖
)}𝑛train

𝑖=1 , where 𝑦prior
𝑖

indicates the prior knowledge of
possible true labels.

With the prior knowledge 𝑦prior
𝑖

, we can define the Dirichlet
distribution parameter 𝛼𝑤 as:

𝛼𝑘𝑤 =


𝛿, 𝑘 ≠ 𝑦

prior
𝑖

𝛿 + 𝜌, 𝑘 = 𝑦
prior
𝑖

, 𝑘 = 1, 2, · · · , 𝑐 . (10)

where 𝛿 and 𝜌 are hyper-parameters to setup 𝛼 for Dirichlet distri-
bution. The prior function 𝑝\ (𝑦 |w) can then be defined as:

𝑝\ (𝑦 |w) = Dirichlet(𝛼𝑤). (11)

Algorithm 1 outlines the computation of dynamics-based priors.

5.1.3 Deep Generative Model Architecture. As our main estimation
target 𝑝 (𝑦 |𝑦,w) in Eq. 7 is intractable, we apply variational infer-
ence to approximate the desired posterior distribution. To this end,
we first introduce a variational distribution𝑞𝜙 (𝑦 |𝑦, x). We thenmin-
imize the Kullback-Leibler (KL) divergence between the true poste-
rior 𝑝 (𝑦 |𝑦, x) and the variational distribution𝑞𝜙 (𝑦 |𝑦, x). Specifically,
we adopt the structure of Variational Autoencoder (VAE) to param-
eterize the encoder 𝑞𝜙 (𝑦 |𝑦,w) and decoder 𝑝𝜓 (𝑦 |𝑦,w). Thus, we
can write the KL divergence function:

KL(𝑞𝜙 (𝑦 |𝑦,w)∥𝑝 (𝑦 |𝑦,w)) =
∫

𝑞𝜙 (𝑦 |𝑦,w) log
𝑞𝜙 (𝑦 |𝑦,w)
𝑝 (𝑦 |𝑦,w) 𝑑𝑦

= log𝑝 (𝑦 |w) − E𝑦∼𝑞𝜙 (𝑦 | �̂�,w) [log𝑝𝜓 (𝑦 |𝑦,w)]
+ KL(𝑞𝜙 (𝑦 |𝑦,w)∥𝑝 (𝑦 |w))

= log𝑝 (𝑦 |w) − ELBO.
(12)

Different from the normal distribution prior in traditional VAE, we
apply the reparameterization trick for Dirichlet distribution from
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Algorithm 1: Computation of Dynamics-Based Prior.
Input: Dtrain = { (x𝑖 , �̃�𝑖 ) }𝑛train

𝑖=1 : noisy training data ; 𝑓\ : noisy
supervised model; 𝐸: Number of 𝑓\ training epochs.

// Step 0: Initialization
Prepare training trajectory set Sdist = ∅
for 𝑒 = 1, 2, · · · , 𝐸 do

// Step 1: Gather Information for Training Trajectories Encoding.
Compute the centroid point of each category on embedding
space 𝑐 (𝑒 )

𝑘
via Eq. 3.

Compute Euclidean Distances between Samples x and Assigned
Class 𝑐 (𝑒 )

�̂�
: Sdist ← {∥ℎ

\
(𝑒 )
:−1
(x), 𝑐 (𝑒 )

�̃�
∥2}.

// Step 2: Compute Scoring Function as Quantitative Pattern.
Compute the statistics via Eq. 4 and Eq. 5 on Sdist.
Compute the scoring function 𝑠𝑖 = `𝑖 + 𝜎𝑖 , 0 ≤ 𝑖 < 𝑛train.
Separate the Dtrain into possibly-clean set D̂clean

train (smaller 𝑠𝑖 ) and
possibly-noisy set D̂noisy

train (larger 𝑠𝑖 ).
// Step 3: Generate True Label Prior Information.
Apply KNN with D̂clean

train as reference set to correct labels in D̂noisy
train

to obtain prior knowledge {𝑦prior
𝑖
}𝑛train
𝑖=1 .

Compute the parameters to the prior distribution via Eq. 10
Compute the approximated prior distribution 𝑝\ (𝑦 |w) via Eq. 11.
Output: The approximated prior distribution 𝑝\ (𝑦 |w) .

Dirichlet VAE [17]:

ELBO =

𝑐∑︁
𝑘=1
(𝑦𝑘 log𝑦∗𝑘 + (1 − 𝑦𝑘 ) log(1 − 𝑦∗𝑘 )︸                                       ︷︷                                       ︸

Reconstruction Loss

− log Γ(𝛼𝑘x ) + log Γ(𝛼x,�̂�) − (𝛼𝑘x,�̂� − 𝛼
𝑘
x )𝜓 (𝛼𝑘x,�̂�)︸                                                          ︷︷                                                          ︸

Prior Regularizer

),
(13)

where 𝑦∗ is the reconstructed 𝑦 after decoder 𝑝𝜓 (𝑦 |𝑦, x); Γ(·) and
𝜓 (·) represent the gamma and digamma function, respectively.

5.1.4 Model Inference. To perform model inference, we compute
𝑝 (𝑦 |w, x) in Eq. 7. After training the whole architecture with ELBO
in Eq. 13, we obtain the posterior distribution from the encoder.
Thus, we can directly use the mode of Dirichlet distribution to
compute 𝐻 :

𝐻 = 𝑞𝜙 (𝑦 |𝑦,w) =
𝛼
𝑦

𝑤,�̂�
− 1∑𝑐

𝑦=1 𝛼
𝑦

𝑤,�̂�
− 𝑐

, (14)

where 𝛼𝑦
𝑤,�̂�

is the predicted posterior Dirichlet distribution by VAE.
We can then rewrite Eq. 7 for inference with 𝑞𝜙 (𝑦 |𝑦,w) in Eq. 14 :

𝑝 (𝑦 |x) ∝
𝑐∑︁

𝑘=1
𝑞𝜙 (𝑦 |𝑦 = 𝑘,w)𝑝 (𝑦 = 𝑘 |x) . (15)

5.2 Co-Regularization Mechanism

Despite efforts to mitigate the negative impact of noisy samples
(§ 5.1), the guidance from labels and prior is still imperfect. Small
deviations in 𝑝 (𝑦 |𝑥) and 𝑝 (𝑦 |𝑦, 𝑥) could potentially carry over into
later stages and affect the overall 𝑝 (𝑦 |𝑥). To address the limita-
tions of imperfect guidance and prevent error propagation, we

incorporate multiple branches with identical structures but differ-
ing initializations into our model. We use a co-regularization loss
across branches to promote consensus and prevent over-reliance
on potentially corrupted labels.

The learning process of the co-regularization mechanism in-
volves the learning of𝑀 copies of the first-stage model 𝑝 (𝑚)

\
(𝑦 |x)

and second-stage generative models 𝑞 (𝑚)
𝜙
(𝑦 |𝑦, x) and 𝑝 (𝑚)

𝜓
(𝑦 |𝑦, x),

where𝑚 ranges from 1 to 𝑀 (𝑀 > 2). To begin, we input the in-
stances x𝑖 into different models to obtain corresponding prediction
probabilities 𝑝 (𝑚)

𝑖
of each model𝑚. The aggregated probability 𝑞𝑖 is

then computed by averaging these predictions, 𝑟𝑖 = 1
𝑀

∑𝑀
𝑚=1 𝑝

(𝑚)
𝑖

,
representing the consensus of the models on the true label predic-
tion. The co-regularization loss is calculated as the KL Divergence
between the consensus probability 𝑟𝑖 and each of the model pre-
dicted probabilities 𝑝 (𝑚)

𝑖
:

ℓcr =
1
𝑀𝑁

𝑁∑︁
𝑖=1

𝑀∑︁
𝑚=1

KL(𝑟𝑖 ∥𝑝 (𝑚)𝑖
)

=
1
𝑀𝑁

𝑁∑︁
𝑖=1

𝑀∑︁
𝑚=1

𝐶∑︁
𝑗=1

𝑟𝑖 𝑗 log(
𝑟𝑖 𝑗 + 𝜖

𝑝
(𝑚)
𝑖 𝑗
+ 𝜖
),

(16)

where 𝜖 indicates a small positive number to avoid division by zero.
Specifically, for Stage I, we define the consensus probabilities and
co-regularization loss as follows:

𝑟 (𝑦𝑖 |x𝑖 ) =
1
𝑀

𝑀∑︁
𝑚=1

𝑝
(𝑚)
\
(𝑦𝑖 |x𝑖 ),

ℓcr−1 =
1
𝑀𝑁

𝑁∑︁
𝑖=1

𝑀∑︁
𝑚=1

KL(𝑟 (𝑦𝑖 |x𝑖 )∥𝑝 (𝑚)\
(𝑦𝑖 |x𝑖 )) .

(17)

Similarly, the consensus probabilities and co-regularization loss for
the deep generative model in Stage II can be represented as:

𝑟 (𝑦 |𝑦𝑖 ,w𝑖 ) =
1
𝑀

𝑀∑︁
𝑚=1

𝑞
(𝑚)
𝜙
(𝑦𝑖 |𝑦𝑖 ,w𝑖 ),

ℓ𝑐𝑟−2 =
1
𝑀𝑁

𝑁∑︁
𝑖=1

𝑀∑︁
𝑚=1

KL(𝑟 (𝑦𝑖 |𝑦𝑖 ,w𝑖 )∥𝑞 (𝑚)𝜙
(𝑦𝑖 |𝑦𝑖 ,w𝑖 )) .

(18)

5.3 Training Objective

The training objective of DyGen is to optimize a joint loss that
combines the task-specific loss and the co-regularization loss. For
the first stage of dynamics pattern encoding, the task-specific loss
ℓtask−1 is computed as the cross-entropy loss for classification:

ℓtask−1 =
1
𝑀

𝑀∑︁
𝑚=1

𝑐∑︁
𝑘=1
−𝑦𝑘 log𝑦 (𝑚) , (19)

where 𝑦 (𝑚) indicates the predicted label from the𝑚-th model. Sim-
ilarly, task-specific loss ℓtask−2 for the second stage is calculated
as the average negative ELBO in Eq. 13, across all branches of the
model. Consequently, the training objectives of Stage I and II are
defined as:

ℓ1 = ℓ𝑡𝑎𝑠𝑘−1 + _1ℓ𝑐𝑟−1,

ℓ2 = ℓ𝑡𝑎𝑠𝑘−2 + _2ℓ𝑐𝑟−2,
(20)

3679



DyGen: Learning from Noisy Labels via Dynamics-Enhanced Generative Modeling KDD ’23, August 6–10, 2023, Long Beach, CA, USA

where _1 and _2 are positive hyper-parameters.
To further enhance the training process, we implement a warm-

up phase for _1 and _2. During this phase, _ is temporarily set to 0
to guarantee proper model initialization. Upon completion of the
warm-up phase, _ will return to its pre-determined positive value.
Finally, to obtain the final model predictions, the outputs from each
model branch are averaged.:

𝑝 (𝑦 |x) ∝
∑︁
�̂�

1
𝑀
𝑝
(𝑚)
\
(𝑦 |x)𝑞 (𝑚)

𝜙
(𝑦 |𝑦,w) . (21)

We present the learning procedure of DyGen in Algorithm 2.

Algorithm 2: Training procedure of DyGen.
Input: Dtrain = { (𝑥𝑖 , �̃�𝑖 ) }𝑛train

𝑖=1 : noisy training data ; \ : model
parameter for pattern encoder; 𝐸: number of stage I training
epochs; 𝜙 and𝜓 : model parameters in VAE;𝑇 : number of
stage II training iterations; 𝛾 : warm-up ratio; _1 and _2:
hyper-parameters;𝑀 : the number of model branches.

// Step 1: Encode Training Dynamics Pattern.
for 𝑒 = 1, 2, · · · , 𝐸 do

for𝑚 = 1, 2, · · · , 𝑀 do

Compute 𝑝 (𝑚)
\
(�̂� |𝑥 ) .

Compute the task-specific loss ℓtask−1 via Eq. 19.
Compute the co-regularization loss ℓcr−1 via Eq. 17.
if 𝑒 < 𝛾 × 𝐸 then

ℓ1 = ℓtask−1.
else

ℓ1 = ℓtask−1 + _1ℓcr−1.
Update the stage I model parameters \ ← ∇ℓ1.

// Step 2: Compute Dynamics-Enhanced Prior.
for𝑚 = 1, 2, · · · , 𝑀 do

Compute dynamics-enhanced prior for each model branch
𝑦prior,(𝑚) .

// Step 3: Generative Model for NPC.
for 𝑡 = 1, 2, · · · ,𝑇 do

for𝑚 = 1, 2, · · · , 𝑀 do

Compute 𝑞 (𝑚)
𝜙
(𝑦 | �̂�, 𝑥 ) and 𝑝 (𝑚)

𝜓
(�̂� |𝑦, 𝑥 ) .

Compute the task-specific loss ℓtask−2 via Eq. 13.
Compute the co-regularization loss ℓcr−2 via Eq. 18.
if 𝑡 < 𝛾 × 𝑇 then

ℓ2 = ℓtask−2.
else

ℓ2 = ℓtask−2 + _2ℓcr−2.
Update the Stage II model parameters {𝜙,𝜓 } ← ∇ℓ2

// Step 4: Model Inference.
Compute and average the predictions as 𝑝 (𝑦 |𝑥, 𝑤 ) via Eq. 21.
Output: The inferred true label for each instance .

6 EXPERIMENTS

6.1 Experimental Setup

6.1.1 Datasets. To verify the efficacy of DyGen, we first experi-
ment on two synthetic-noise datasets: 20newsgroup [22] and AG
NEWS [27, 62]. Three different types of synthetic label noise are
generated and injected into the datasets following the setups of
existing works on learning from noisy supervision [5, 36, 53, 54]:
(1) Symmetric Noise (SN) flips labels uniformly to other classes [5,

15, 36, 48]; (2)Asymmetric Noise (ASN) flips labels within similar
classes [5, 15, 42, 48]; and (3) Instance-Dependent Noise (IDN)
flips label with a probability proportional to the features of the sam-
ple [5, 9, 50, 53]. Furthermore, we conduct experiments on three
real-world datasets: ChemProt [21], TREC [4], and SemEval [66].
ChemProt is a chemical-protein interaction dataset with 10 classes;
TREC is a question classification dataset with 6 classes; and Se-
mEval is a relation extraction dataset with 9 classes. For these
three datasets, we use the pre-defined heuristic rules from prior
works [59–61] as weak supervision to generate noisy labels. The
noise ratio of ChemProt, TREC, and SemEval are 22.88%, 38.56%,
and 16.00%, respectively. See Appendix. A for details.

6.1.2 Baselines. We compare with the most relevant state-of-the-
art noisy label learning baselines from different categories: (1) Ba-
sic Performances without specific design for robust learning with
label noise [10]; (2) Multi-Model Training Strategies, including Co-

Teaching [15], JoCoR [45],CR [65]; (3)Generative Models for Noisy
Matrix Estimation, including DualT [54], CausalNL [53], NPC [5],
and CR w/ NPC. See Appendix. D for details.

6.1.3 Evaluation Protocol. All experiments are evaluated using
accuracy on a clean test set, and the reported test performance is
selected according to the performance on a clean development set.
This applies to both DyGen and all baselines. We report the average
performance as well as standard deviations using 5 random seeds.

6.1.4 Implementation Details. We implement DyGen using Py-
Torch [35] and HuggingFace [47]. In the experiments on ChemProt,
BioBERT [23] is used as the backbone model for the first stage
training dynamics pattern encoder \ , while for the rest datasets, we
use BERT [10]. We use the same backbone for all baseline methods.
See Appendix. E for more details.

6.2 Main Results

Performance Comparison. Table 1 and Table 2 show the main
results for the synthetic and the real-world noisy datasets. From
these results, we have the following observations:
(1) DyGen significantly outperforms all the baselines on synthetic
datasets with varying noise types and ratios. Additionally, DyGen
also shows superiority in performance on real-world noisy datasets.
Compared with the strongest baseline, CR w/ NPC, directly con-
catenating the Co-Regularized classifier with the generative model
for noisy prediction calibration, DyGen achieves 3.10% gain on
average on synthetic datasets and 1.48% on real-world datasets.
(2) The results show that DyGen has larger performance gains on
synthetic datasets compared to real-world datasets. This is because
real-world datasets often contain a more intricate mix of noises,
making it a bit of a challenge for the model to arrive at accurate
estimates. Additionally, the noise ratio on real-world noisy datasets
is lower than that of synthetic datasets, resulting in less room for
improvement with our proposed method.
(3) Compared to the 20newsgroup dataset, the gains of Noisy Tran-
sition Matrix estimation-based methods over other baselines are
more pronounced for the AG News dataset. This discrepancy can
be attributed to the difference in the number of classes between
the two datasets. Specifically, the AG News dataset has only four
classes, which is much smaller than 20newsgroup. This makes the
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Table 1: Main results on synthetic noise datasets.

Dataset (→) 20newsgroup AG NEWS

Method (↓) / Noise (→) 20% SN 40% SN 20% ASN 40% ASN 20% IDN 40% IDN 20% SN 40% SN 20% ASN 40% ASN 20% IDN 40% IDN

Basic Performances
Base 78.84±0.59 70.81±2.13 74.44±1.09 56.18±2.82 77.33±1.12 69.81±0.16 82.08±1.80 78.17±2.69 81.43±0.92 77.15±2.50 85.59±1.91 75.86±3.09
Multi-Model Training Strategies
Co-Teaching 77.66±1.06 69.25±3.62 77.51±1.84 67.26±1.94 77.45±0.32 73.76±1.63 82.99±1.15 78.79±2.41 81.96±0.77 78.07±1.68 87.85±0.82 76.52±2.21
JoCoR 80.92±0.64 73.27±4.25 81.01±0.20 69.40±3.39 81.57±0.76 74.19±0.83 83.82±1.08 81.26±1.83 85.88±0.98 77.98±1.04 87.04±1.27 79.93±1.46
CR 81.61±0.53 74.33±0.92 80.62±0.69 67.63±2.82 82.58±0.34 76.33±1.17 89.10±1.86 78.40±0.4 89.03±1.20 74.52±1.29 87.48±2.17 75.29±1.11
Generative Models for Noisy Transition Matrix Estimation
DualT 78.92±0.56 73.39±1.19 74.66±1.24 67.82±2.33 77.16±0.76 70.61±0.56 83.66±0.97 80.84±2.05 82.11±1.27 79.03±2.59 86.47±1.55 78.84±2.45
CausalNL 81.08±0.54 74.43±1.93 81.22±1.04 71.25±2.70 82.57±0.64 78.91±2.33 86.44±1.98 82.74±2.11 89.87±1.64 79.80±2.22 89.00±1.67 84.62±2.58
NPC 79.82±0.70 72.96±1.84 78.88±0.97 61.69±4.07 79.97±0.46 75.19±0.11 82.83±3.43 75.04±5.53 83.94±1.97 77.69±2.87 86.28±1.17 77.38±4.09
CR w/ NPC 83.09±0.11 77.96±1.00 83.13±0.39 73.50±3.61 83.47±0.16 80.47±0.71 89.69±0.53 83.21±1.06 89.01±1.22 82.54±2.69 88.25±1.49 86.41±1.93
DyGen (Our Method) 83.82±0.04 79.56±0.93 83.63±0.23 81.98±0.80 84.07±0.17 81.54±0.44 91.42±0.70 89.80±0.58 91.37±0.98 90.43±1.11 91.41±0.49 88.90±1.66

Table 2: Main results on real-world noise datasets.

Method ChemProt TREC SEMEVAL

Noise Ratio 22.88% 38.56% 16.00%

Base 64.84±0.28 67.33±0.83 71.44±0.10
Co-Teaching 65.98±0.63 66.61±0.35 72.07±0.76
JoCoR 65.32±0.24 66.50±1.44 70.33±1.10
CR 65.53±0.22 68.33±0.31 71.11±1.07
DualT 65.30±2.18 69.33±1.02 70.88±1.07
CausalNL 67.29±1.37 69.83±2.71 72.22±0.26
NPC 65.15±0.51 70.44±0.39 72.17±0.17
CR w/ NPC 66.46±0.23 71.02±0.43 72.72±0.70
DyGen (Our Method) 69.07±0.38 72.39±0.82 73.17±0.29
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Figure 4: The reliability diagrams of CR baseline and DyGen

on 20newsgroup with 40% symmetric noise.

estimation of the corresponding transition matrix simpler. Our ob-
servation suggests that the ability to better estimate the transition
matrix leads to improved performance in the AG News dataset.
Model Calibration. As a probabilistic denoising method, we find
that DyGen also improves model calibration when fine-tuning
PLMs with noisy labels [19]. Figure 4 shows the calibration results
of the strong CR baseline and DyGen on the 20newsgroup dataset
corrupted with 40% symmetric noise. The results suggest that while
CR shows some robustness in noisy label learning, it suffers from
under-confidence. This is because some model branches with lower
confidences will regularize the other ones, leading to an also lower
average for prediction. In contrast, DyGen not only improves the
classification accuracy on the clean test set but also better calibrates
the predictions and reduces the expected calibration error (ECE)
from 27.12% to 13.93% (see details in Appendix. F).
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Figure 5: Performance comparison on 20newsgroup dataset

between applying prior or posterior for true label prediction.

6.3 Ablation Study

Effect of Different Components. To investigate the effective-
ness of each model component, we remove some components of
the model to test how the performance varies: (1) Removing the
co-regularization mechanism from the Stage I model, degenerating
to a simple noisy-supervised classifier; (2) Removing the train-
ing dynamics from the dynamics-based prior function, leading to
the degeneration to a vanilla KNN prior function; (3) Removing
the co-regularization mechanism from the Stage II model, result-
ing in the degeneration to the original NPC architecture. Table 3
shows the impact of removing components from DyGen on both
synthetic (20newsgroup) and real-world (ChemProt) datasets. The
results reveal that as more components are taken away, the per-
formance of the model deteriorates, emphasizing the significant
contribution of each component to the overall performance. The
co-regularization mechanism in the second stage proves to be more
effective when it is also applied in the first stage. This is because
multiple branches of the co-regularized second stage model gener-
ate consistent 𝑞𝜙 (𝑦 |𝑦, x) estimates based on the same input 𝑝 (𝑦 |x)
and prior knowledge.
Comparing Prior and Posterior. Figure 5 compares the perfor-
mance of the posterior distribution of the generative model against
that of the prior distribution used directly for posterior inference.
It indicates that while using prior for inference can produce com-
parable or even better results than the noisy-supervised classifier
in the first stage, it still falls short compared to the posterior pro-
duced by the generative model in the second stage. This highlights
the importance of the second stage, which uses a co-regularized
generative model for calibrating noisy predictions and refining the
imperfect prior knowledge to only retain the key information.
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Figure 6: Numbers of samples corrected by various training dynamic patterns as prior on 20newsgroup dataset.
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Figure 7: Performance curves under different noise ratios on 20newsgroup dataset.

Table 3: Ablation studies inDyGen on synthetic noise dataset

20newsgroup. “I” indicates the stage I model; “P” represents

the prior function; “II” refers to the stage II model.

I P II 20% SN 40% SN 20% ASN 40% ASN 20% IDN 40% IDN ChemProt

% % % 78.84±0.59 70.81±2.13 74.44±1.09 56.18±2.82 77.33±1.12 69.81±0.16 65.15±0.51
% % ! 79.77±0.51 72.93±0.20 78.84±1.01 61.76±4.19 80.00±0.37 75.20±0.08 67.05±0.40
% ! % 81.44±0.31 77.06±0.04 82.05±0.66 79.49±0.49 81.34±0.22 77.99±0.44 65.03±0.51
! % % 83.09±0.11 77.96±1.00 83.13±0.39 73.50±3.61 83.47±0.16 80.68±0.62 65.46±0.22
% ! ! 81.64±0.06 76.34±0.92 82.05±0.66 79.51±0.57 81.37±0.23 78.00±0.65 67.23±0.84
! ! % 83.58±0.16 79.67±0.21 83.04±0.5 81.54±0.82 83.35±0.62 81.08±0.49 67.44±0.31
! % ! 83.56±0.10 78.45±1.05 83.57±0.57 75.22±0.04 83.46±0.39 80.89±0.35 66.48±0.34
! ! ! 83.82±0.04 79.90±0.51 83.63±0.23 82.31±0.23 84.07±0.17 81.54±0.44 69.07±0.38

6.4 Quality Analysis of Prior

To evaluate the quality of the dynamics-based prior (Dynamics) in
DyGen, we compare with a set of state-of-the-art training dynamic
patterns and treat them as the prior knowledge: (1) Base [5] is the
original KNN-based prior used in NPC; (2) AUM [37] measures the
average difference between the logit values for a sample’s assigned
class and its highest non-assigned class; (3) Cartography [41] ob-
serves that instances with smaller mean and standard deviations on
output probabilities during the training process often correspond
to labeling errors. Figure 6 shows the numbers of samples corrected
with different prior knowledge. The results demonstrate that our
proposed dynamics-based prior consistently achieves superior per-
formance across varying noise types and ratios, highlighting its
effectiveness in supplying high-quality true-label information for
the subsequent generative model for noisy prediction calibration.

6.5 Performance with Large Noise Ratio

Figure 7 displays the evaluation of models under large noise ra-
tios (≥ 50%). The results demonstrate the robustness of DyGen to

large noise ratios. Besides, we can also observe that DyGen shows
increased performance gains, compared with the other methods,
as the magnitude of label noise increases. This observation also
exists in Table 1. As is also shown in Figure 6, this can be attributed
to its dynamics-based prior function, which provides high-quality
true-label information to the generative model in the second stage.

7 CONCLUSION

In this paper, we focus on leveraging training dynamics to correct
noisy predictions by considering the larger distances between noisy
samples and their assigned label clusters. In comparison to clean
samples, the noisy samples consistently exhibit a higher mean and
deviation in distances throughout 1,500 experiments, resulting in a
noticeable discrepancy in their training patterns during PLM fine-
tuning. To enhance the quality of prior knowledge and improve
robustness to noisy labels, we propose DyGen, a framework for
noisy label learning that integrates training dynamics patterns with
deep generative models. We leverage the agreement from multiple
branches optimized by the co-regularization loss, as opposed to
solely relying on potentially unreliable noisy labels. Our proposed
method, DyGen, demonstrates an average accuracy improvement
of 2.55% on five benchmark datasets with both synthetic and real-
world noise. Moreover, we conducted extensive experiments to
validate the effectiveness of each component. We believe that this
study opens up new possibilities in the topics of using training
trajectories to handle noisy labels, especially in calibrating noisy
predictions under large noise ratios.
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Table 5: Main results on synthetic noise dataset WOS.

Dataset (→) WOS

Method (↓) 20% SN 40% SN 20% ASN 40% ASN 20% IDN 40% IDN

Basic Performances
Base 78.35±0.14 76.01±0.82 78.03±0.24 65.13±0.42 78.19±0.21 76.36±0.31
Multi-Model Training Strategies
Co-Training 79.31±0.53 77.79±1.60 79.10±0.87 67.61±1.45 78.43±0.39 76.03±1.35
JoCoR 78.45±0.63 77.96±0.42 78.46±0.41 66.38±0.92 78.49±0.49 76.47±1.36
CR 78.25±0.13 76.35±0.17 77.41±0.82 62.32±4.38 77.48±0.93 75.47±2.03
Generative Models for Noisy Transition Matrix Estimation
DualT 78.99±0.98 76.74±1.22 78.58±0.68 67.27±0.79 78.35±0.29 76.79±0.71
CausalNL 78.56±1.06 76.97±0.88 79.19±1.25 65.43±0.75 78.46±0.59 76.53±0.96
NPC 78.80±0.34 77.80±0.86 79.21±0.80 68.36±0.30 78.86±0.25 77.50±0.51
CR w/ NPC 79.18±0.47 78.15±0.98 79.28±0.33 70.79±0.96 79.34±0.42 77.87±1.13
DyGen 79.95±0.10 78.68±0.26 79.55±0.23 72.50±3.17 79.62±0.19 78.09±0.37

A DATASET DETAILS

Table 4: Detailed dataset statistics.

Datasets # Training # Validation # Test # Label

20newsgroup 9051 2263 7532 20
AG NEWS 40000 7600 7600 4
ChemProt 12861 1607 1607 10
TREC 4965 500 500 6
SemEval 1749 200 692 9
WOS 22552 5639 18794 134

In this work, we select 20newgroup [22] andAGNEWS [27, 62]
for news topic classification for experiments on synthetic noise
datasets. We also conducted experiments on an additional syn-
thetic noise dataset, WOS [20]. The results of these experiments
are available in appendix B. Table. 4 introduces detailed statistics
about datasets used in our experiments with both synthetic and
real-world noise. Since these datasets are assumed to have no noisy
labels, we manage three types of noisy label for noisy label injec-
tion. In this part, we explain the details of these noisy generation
processes. Since we include a detailed explanation of symmetric
and asymmetric noise in § 6.1, we will emphasize on the instance-
dependent noise (IDN) in the following. Specifically, we follow the
noise generation process in existing literature [5, 9, 50, 53] for IDN
generation in our experiments. The detailed algorithm of IDN noisy
label generation is summarized in Alg. 3:

Algorithm 3: Instance Dependent Noise Generation.
Input: Clean samples (x𝑖 , 𝑦𝑖 )𝑛𝑖=1; Noise ratio 𝜏 .
Sample instance flip rates 𝑞 ∈ R𝑛 from the truncated normal
distribution N(𝜏, 0.12, [0, 1] ) .

Independently sample v1, v2, · · · , v𝑐 from the standard normal
distribution N(0, 12 ) .

for 𝑒 = 1, 2, · · · , 𝑛 do

𝑝 = x𝑖 × v𝑦𝑖 .
𝑝𝑦𝑖 = − inf .
𝑝 = 𝑞𝑖 × softmax(𝑝 ) .
𝑝𝑦𝑖 = 1 − 𝑞𝑖 .
Randomly choose a label from the label space according to
probabilities 𝑝 as noisy label �̃�𝑖 .

Output: Noisy samples (x𝑖 , �̃�𝑖 )𝑛𝑖=1.

In addition, we conduct experiments on three real-world datasets,
including: ChemProt [21] for chemical-protein interaction classi-
fication, TREC [4] for question classification, and SemEval [66]
for relation extraction. The generation of noisy labels on TREC and
ChemProt datasets are introduced in Appendix. C. We follow the
same process as [66] to generate noisy labels for SemEval.

B ADDITIONAL RESULTS ONWOS

Table. 5 displays the additional experimental result on WOS [20].

C DETAILS FORWEAK SUPERVISION

The examples of semantic rules on ChemProt are given in Table. 6.

D BASELINES DETAILS

We compare with the most relevant state-of-the-art baselines on
learning with noisy labels, including: (1) Base [10] is the BERTbase
model fine-tuned only with standard cross-entropy loss and early
stopping; (2) Co-Teaching [15] trains two different networks and
feeds the samples with small loss to each other for parameter up-
dating; (3) JoCoR [45] also trains two networks and selects the
samples, for which the sum of the losses from two networks is
small, as clean samples; (4) CR [65] is another method of training
multiple networks and uses a soft target to regularize each model;
(5) DualT [54] factorizes the transition probability matrix into the
product of two independently-estimated matrices to mitigate the
error in the estimation; (6) CausalNL [53] introduces an auxiliary
latent variable z, generating x together with 𝑦, and proposes a
structural causal model for instance-dependent noise learning; (7)
NPC [5] proposes a deep generative model to estimate the transi-
tion from noisy predictions to true labels; (8) CR w/ NPC treats
NPC as a post-processing module and links it after the CR method,
which achieves the best post-performance of NPC-based methods
we obtain empirically.

E IMPLEMENTATION DETAILS

All experiments are conducted on CPU: Intel(R) Core(TM) i7-5930K
CPU @ 3.50GHz and GPU: NVIDIA GeForce RTX A5000 GPUs
using python 3.8 and PyTorch 1.12. Table. 7 shows the detailed
hyper-parameter configuration. In addition, we search the batch
size in {8, 16, 32, 64} and use Adam [18] as optimizer.

F MODEL CALIBRATION

Machine learning applications usually require trustworthy predic-
tions that need to be not only accurate but also well-calibrated.
Specifically, a well-calibrated model is expected to output predic-
tion confidence comparable to its classification accuracy. More
precisely, for a data point x𝑖 , we denote by 𝑦𝑖 the ground-truth
label, 𝑦𝑖 the prediction made by the model, and 𝑝 (x) the output
probability associated with the prediction. The calibration error of
the predictive model for a given confidence 𝑝 ∈ (0, 1) is defined as:

𝜖𝑝 = |P(𝑦 = 𝑦 |𝑝 (x) = 𝑝) − 𝑝 |. (22)

We partition all data points into 𝑀 bins of equal size according
to their prediction confidences bounded 𝑙𝑚 and 𝑢𝑚 . Then for any
𝑝 ∈ [𝑙𝑚, 𝑢𝑚), we define the empirical calibration error [13] as:

𝜖𝑝 = 𝜖𝑚 =
1
|B𝑚 |

∑︁
𝑖∈B𝑚

[1(𝑦𝑖 = 𝑦𝑖 ) − 𝑝𝑖 ] |, (23)
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Table 6: Examples of semantic rules on Chemprot.

Rule Example

HAS (x, [amino acid,mutant, mutat, replace] ) →
part_of

A major part of this processing requires endoproteolytic cleavage at specific pairs
of basic [CHEMICAL]amino acid[CHEMICAL] residues, an event necessary for
the maturation of a variety of important biologically active proteins, such as
insulin and [GENE]nerve growth factor[GENE].

HAS (x, [bind, interact, affinit] ) → regulator The interaction of [CHEMICAL]naloxone estrone azine[CHEMICAL] (N-EH)
with various [GENE]opioid receptor[GENE] types was studied in vitro.

HAS (x, [activat, increas, induc, stimulat, upregulat]
) → upregulator/activator

The results of this study suggest that [CHEMICAL]noradrenaline[CHEMICAL]
predominantly, but not exclusively, mediates contraction of rat aorta through the
activation of an [GENE]alphalD-adrenoceptor[GENE].

HAS (x, [downregulat, inhibit, reduc, decreas] ) →
downregulator/inhibitor

These results suggest that [CHEMICAL]prostacyclin[CHEMICAL] may play a
role in downregulating [GENE]tissue factor[GENE] expression in monocytes, at
least in part via elevation of intracellular levels of cyclic AMP.

HAS (x, [ agoni, tagoni]* ) → agonist * (note the leading
whitespace in both cases)

Alprenolol and BAAM also caused surmountable antagonism of [CHEM-
ICAL]isoprenaline[CHEMICAL] responses, and this [GENE]beta 1-
adrenoceptor[GENE] antagonism was slowly reversible.

HAS (x, [antagon] ) → antagonist It is concluded that [CHEMICAL]labetalol[CHEMICAL] and dilevalol are
[GENE]beta 1-adrenoceptor[GENE] selective antagonists.

HAS (x, [modulat, allosteric] ) → modulator [CHEMICAL]Hydrogen sulfide[CHEMICAL] as an allosteric modulator of
[GENE]ATP-sensitive potassium channels[GENE] in colonic inflammation.

HAS (x, [cofactor] ) → cofactor The activation appears to be due to an increase of [GENE]GAD[GENE] affinity
for its cofactor, [CHEMICAL]pyridoxal phosphate[CHEMICAL] (PLP).

HAS (x, [substrate, catalyz, transport, produc,
conver] ) → substrate/product

Kinetic constants of the mutant [GENE]CrAT[GENE] showed modification in
favor of longer [CHEMICAL]acyl-CoAs[CHEMICAL] as substrates.

HAS (x, [not] ) → not [CHEMICAL]Nicotine[CHEMICAL] does not account for the CSE stimulation of
[GENE]VEGF[GENE] in HFL-1.
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Figure 8: Parameter studies on learning rate of training dy-

namic pattern encoding and the number of model branches

under different noise types on 20newsgroup dataset.

Table 7: Hyper-parameter configurations.

20newsgroup AG NEWS WOS ChemProt TREC SemEval

Max Length 150 256 256 512 64 128
Batch Size 64 32 32 16 64 32
Learning Rate 1e-4 1e-4 1e-4 2e-5 5e-6 5e-6
# Stage I Epochs 10
# Stage II Iterations 10
(_1 , _2 , 𝛿 , 𝜌) (5,1,1,2)

where 𝑦𝑖 , 𝑦𝑖 , and 𝑝𝑖 are the true label, prediction, and confidence
of sample 𝑖 . |B𝑚 | is the sample size of𝑚-th bin. To evaluate the
overall calibration error of the predictive model, we can further
take a weighted average of the calibration errors of all bins, which
is also known as the Expected calibration error (ECE) [33]. The

metric is defined as:

ECE =

𝑀∑︁
𝑚=1

|𝐵𝑚 |
𝑁
|acc(𝐵𝑚) − conf(𝐵𝑚) | =

𝑀∑︁
𝑚=1

|𝐵𝑚 |
𝑁

𝜖𝑚, (24)

where 𝑁 is the number of samples. Specifically, we set𝑀 = 10.

F.1 Parameter Study

We conduct experiments to investigate the impact of two hyper-
parameters on the performance of DyGen: the learning rate of the
training pattern encoding, which may affect the quality of the prior,
and the number of branches in the co-regularization mechanism.
The other hyper-parameters remain the same as the default.
Effect of Stage I Learning Rate. The choice of the learning rate
plays a crucial role in encoding the training dynamics patterns.
When the learning rate is set too low, the training trajectory pat-
tern may be extended during the learning process, leading to a
relatively slight impact on the model performance. On the other
hand, if the learning rate is set too high, the pattern may change
too rapidly, causing overfitting to the noisy labels and a decrease in
performance. Furthermore, a high learning rate can also produce
low-quality probability distributions 𝑝 (𝑦 |x), hindering the ability
of the subsequent model to perform noisy prediction calibration.
Effect of Model Branches. Generally, the number of branches
does not severely influence the model performance. We hypothesize
that including more branches could be gradually more difficult for
models to reach a consensus on incoming noisy samples.
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