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ABSTRACT

Automated Machine Learning (AutoML) techniques have recently
been introduced to design Collaborative Filtering (CF) models in
a data-specific manner. However, existing works either search ar-
chitectures or hyperparameters while ignoring the fact they are
intrinsically related and should be considered together. This moti-
vates us to consider a joint hyperparameter and architecture search
method to design CF models. However, this is not easy because
of the large search space and high evaluation cost. To solve these
challenges, we reduce the space by screening out usefulness hy-
perparameter choices through a comprehensive understanding of
individual hyperparameters. Next, we propose a two-stage search
algorithm to find proper configurations from the reduced space. In
the first stage, we leverage knowledge from subsampled datasets to
reduce evaluation costs; in the second stage, we efficiently fine-tune
top candidate models on the whole dataset. Extensive experiments
on real-world datasets show better performance can be achieved
compared with both hand-designed and previous searched models.
Besides, ablation and case studies demonstrate the effectiveness of
our search framework.

CCS CONCEPTS

« Information systems — Recommender systems.
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1 INTRODUCTION

Collaborative Filtering (CF) is the most widely used approach for
Recommender Systems [15, 19, 20, 30], aiming at calculating the
similarity of users and items to recommend new items to potential
users. They mainly use Neural Networks to build models for users
and items, simulating the interaction procedure and predict the pref-
erences of users for items. Recent works also built CF models based
on Graph Neural Networks (GNNs) [12, 14, 36, 42]. While CF mod-
els may have different performance on different scenes [7], recent
works [4, 49] have begun to apply Automated Machine Learning
(AutoML) to search data-specific CF models. Previous works, in-
cluding SIF [39], AutoCF [11] and [37], applied Neural Architecture
Search (NAS) on CF tasks. They split the architectures of CF models
into several parts and searched each part on architecture space.
However, most of these methods focus on NAS in architecture
space, only considering hyperparameters as fixed settings and there-
fore omitting the dependencies among them. A CF model can be
decided by a given architecture and a configuration of hyperparam-
eters. Especially in the task of searching best CF models, hyper-
parameter choice can affect search efficiency and the evaluation
performance an architecture can receive on a given dataset. Recent
methods mainly focus on model search, ignoring the important role
of hyperparameters. For instance, SIF focuses on interaction func-
tion, while it uses grid search on hyperparameters space. AutoCF
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does not use hyperparameter tuning on each architecture, which
may make the searched model sub-optimal since proper hyperpa-
rameters vary for different architectures. [37] includes GNN models
in the architecture space, but the search and evaluation cost for
architectures may be high.

We find that these works only focus on either hyperparameters
or fixed parts in CF architecture, neglecting the relation between
architecture and hyperparameters. If architecture cannot be eval-
uated with proper hyperparameters, a sub-optimal model may be
searched, possibly causing a reduction in performance. To summa-
rize, there exists a strong dependency between hyperparameters
and architectures. That is, the hyperparameters of a model are based
on the design of architectures, and the choices of hyperparameters
also affect the best performance an architecture may approach. We
suppose that hyperparameters can be adaptively changed when the
architecture change in CF tasks, so we consider that the CF search
problem can be defined on a joint space of hyperparameters and
architectures. Therefore, the CF problem can be modeled as a joint
search problem on architecture and hyperparameter space. While
hyperparameters and architectures both influences the cost and
efficiency of CF search task, there exist challenges for joint search
problems: (1) Since the joint search space is designed to include
both hyperparameters and architectures, the joint search problem
has a large search space, which may make it more difficult to find
the proper configuration of hyperparameters and architectures; (2)
In a joint search problem, since getting better performance on a
given architecture requires determining its hyperparameters, the
evaluation cost may be more expensive.

We propose a general framework, which can optimize CF ar-
chitectures and their hyperparameters at the same time in search
procedure. The framework of our method is shown in Figure 1b,
consisting of two stages. Prior to searching hyperparameters and
architectures, we have a full understanding of the search space
and reduce hyperparameter space to improve efficiency. Specifi-
cally, we reduced the hyperparameter space by their performance
ranking on CF tasks from different datasets. We also propose a
frequency-based sampling strategy on the user-item matrix for fast
evaluation. In first stage, we search and evaluate models on reduced
space and subsampled datasets, and we jointly search architecture
and hyperparameters with a surrogate model. In second stage, we
propose a knowledge transfer-based evaluation strategy to leverage
surrogate model to larger datasets. Then we evaluate the model
with transferred knowledge and jointly search the hyperparameters
and architectures to find the best choice in original dataset.

Overall, we make the following important contributions:

e We propose an approach that can jointly search CF architectures
and hyperparameters to get performance from different datasets.

e We propose a two-stage search algorithm to efficiently optimize
the problem. The algorithm is based on a full understanding of
search space and transfer ability between datasets. It can jointly
update CF architectures and hyperparameters and transfer knowl-
edge from small datasets to large datasets.

o Extensive experiments on real-world datasets demonstrate that
our proposed approach can efficiently search configurations in
designed space. Furthermore, results of ablation and case study
show the superiority of our method.
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2 RELATED WORK

2.1 Automated Machine Learning (AutoML)

Automated Machine Learning (AutoML) [18, 40] refers to a type of
method that can learn models adaptively to various tasks. Recently,
AutoML has achieved great success in designing the state-of-the-
art model for various applications such as image classification and
segmentation [25, 34, 51], natural language modeling [33], and
knowledge graph embedding [45].

AutoML can be used in mainly two fields: Neural Architecture
Search (NAS) and Hyperparameter Optimization (HPO).

e NAS [23, 28, 51] splits architectures into several components and
searches for each part of the architecture to achieve the whole
part. DARTS [26] uses gradient descent on continuous relaxation
of the architecture representation, while NASP [41] improves
DARTS by including proximal gradient descent on architectures.

e HPO [1, 10, 22], usually tuning the hyperparameters of a given
architecture, always plays an important role in finding the best
hyperparameters for the task. Random Search is a frequently
used method in HPO for finding proper hyperparameters. Algo-
rithms for HP search based on model have been developed for
acceleration [6], including Bayesian Optimization (BO) methods
like Hyperopt [2],BOHB [17] and BORE [35], etc.

Recent studies on AutoML have shown that incorporating HPO
into the NAS process can lead to better performance and a more
effective exploration of the search space. For example, a study on
ResNet [43] showed that considering the NAS process as HPO can
lead to improved results. Other works, such as AutoHAS [8], have
explored the idea of considering hyperparameters as a choice in the
architecture space. FEATHERS [31] has focused on the joint search
problem in Federated Learning. ST-NAS [3] uses weight-sharing
NAS on architecture space and consider HP as part of architecture
encoding. These studies demonstrate the potential of joint search on
hyperparameters and architectures in improving the performance
and efficiency of machine learning models.

2.2 Collaborative Filtering (CF)

2.2.1 Classical CF Models. Collaborative Filtering (CF) [30] is the
most fundamental solution for Recommender Systems (RecSys).
CF models are usually designed to learn user preferences based on
the history of user-item interaction. Matrix Factorization (MF) [20]
generates IDs of users and items, using a high-dimensional vector
to represent the location of users and items’ features. The inner
product is used as interaction function, calculating the similar-
ity of user/item vectors. The MF-based method has been demon-
strated effective in SVD++ [20] and FISM [19]. NCF [15] applied
neural networks to building CF models, using a fused model with
MF and multi-layer perceptron (MLP) as an interaction function,
taking user/item embeddings as input, and inferring preference
scores. JNCF [5] extended NCF by using user/item history to re-
place user/item ID as the input encoding.

Recently, the user-item interaction matrix can also be considered
as a bipartite graph, thus Graph Neural Networks (GNNs) [12] are
also applied to solve CF tasks for their ability to capture the high-
order relationship between users and items [36]. They consider
both users and items as nodes and the interaction of users and
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items as edges in bipartite graph. For example, PinSage[42] uses
sampling on a graph according to node (user/item) degrees, and
learn the parameters of GNN on these sampled graphs. NGCF [36]
uses a message-passing function on both users themselves and their
neighbor items and collects both the information to build proper
user and item embeddings. LightGCN [14] generates embeddings
for users and items with simple SGC layers.

2.2.2  AutoML for CF. Recently, AutoML has been frequently used
in CF tasks, aiming at finding proper hyperparameters and archi-
tectures for different tasks [18, 40]. Hyperparameter Optimization
(HPO) has been applied on the embedding dimension of RecSys
models. For example, AutoDim [47] searches embedding dimension
in different fields, aiming at assigning embedding dimension for
duplicated content. PEP [27] used learnable thresholds to identify
the importance of parameters in the embedding matrix, and trains
the embedding matrix and thresholds by sub-gradient decent. Aut-
oFIS [24] is designed to learn feature interactions by adding an
attention gate to every potential feature interaction. Most of these
works tune the embedding dimension adaptively on Recommender
Systems tasks, mostly in Click-Through-Rate (CTR) tasks.

Neural Architecture Search (NAS) has also been applied on CF
tasks, including SIF [39] AutoCF [11] and [37]. In detail, SIF adopts
the one-shot architecture search for adaptive interaction function
in the CF model. AutoCF designs an architecture space of neu-
ral network CF models, and the search space is divided into four
parts: encoding function, embedding function, interaction function
and prediction function. AutoCF selects an architecture and its
hyperparameters in the space with a performance predictor. Hy-
perparameters are considered as a discrete search component in
search space, neglecting its continuous characteristic. [37] designs
the search space on graph-based models, which also uses random
search on the reduced search space.

3 SEARCH PROBLEM

As mentioned in the introduction, finding a proper CF model should
be considered as a joint search problem on hyperparameters and
architectures. We propose to use AutoML to find architectures and
their proper hyperparameters efficiently. The joint search problem
on CF hyperparameters and architectures can be modeled as a
bilevel optimization problem as follows:

DEFINITION 1 (JOINT AUTOMATED HYPERPARAMETERS AND AR-
CHITECTURE SEARCH FOR CF). Let f* denote the proper CF model,
and then the joint search problem for CF can be formulated as:

hF = P*;a,h),S,q), 1
a aegl}ilxe‘HM(f( a, h), Syal) 1
s.t. P* = argmax M(f(P; @, h), Sirq). 2)

P

where H contains all possible choices of hyperparameters h, where
A contains all possible choices of architectures o, Sy and Sirq de-
note the training and validation datasets, P denotes the learnable
parameters of the CF architecture a, and M denotes the performance
measurement, such as Recall and NDCG.

We encounter the following key challenges in effectively and
efficiently solving the search problem: Firstly, the joint search space
must contains a wide range of architectural operations within A,
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Table 1: The operations we use for architecture space.

Architecture ‘ Operations
ID,H
Input Features ‘ User ‘ >
| Item | 1D, H
Features Embedding ‘ NN-based ‘ Mat, MLP
GraphSAGE,

‘ Graph-based

HadamardGCN, SGC

Interaction Function‘ multiply, minus, min, max, concat

SUM, VEC, MLP

Prediction Function ‘

as well as frequently utilized hyperparameters in the learning stage
within H. Since this space contains various types of components,
including continuous hyperparameters and categorical architec-
tures, it is essential to appropriately encode the joint search space
for effective exploration. Secondly, considering the dependency
between hyperparameters and architectures, the search strategy
should be robust and efficient, meeting the accuracy and efficiency
requirements of real-world applications. Compared to previous Au-
toML works on CF tasks, our method is the first to consider a joint
search on hyperparameters and architectures on CF tasks.

3.1 Architecture Space: A

In this paper, the general architecture of CF models can be separated
into four parts [11]: Input Features, Feature Embedding, Interaction
Function, and Prediction Function. Based on the frequently used
operations, we build the architecture space A, illustrated in Table 1.

Input Features The input features of CF architectures come from
original data: user-item rating matrix. We can apply the interac-
tions between users and items and map them to high-dimension
vectors. There are two manners for encoding users and items as
input features: one-hot encoding (ID) and multi-hot encoding (H).
As for one-hot encoding (ID), we consider the reorganized id of
both users and items as input. Since the number of users and items
is different, we should maintain two matrices when we generate
these features. As for multi-hot encoding (H), we can consider the
interaction of users and items. A user vector can be encoded in
several places by its historical interactions with different items. The
items can be encoded in the same way.

Feature Embedding The function of feature embedding maps
the input encoding with high dimension into vectors with lower
dimension. According to designs in Section 2.2, we can elaborate
the embedding manners in two categories: Neural Networks based
(NN-based) embeddings and Graph Neural Networks based (Graph-
based) embeddings. The embedding function is related to the size of
input features. As for NN-based methods, a frequently used method
of calculation is Mat, mainly consists of a lookup-table in ID level,
and mean pooling on both users/items sides. We can also use a
multi-layer perceptron (MLP) for each user and item side, helping
convert multi-hot interactions into low-dimensional vectors. As
for Graph-based methods, the recent advances in GNNs use more
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Figure 1: Joint search strategy of conventional methods and our method.

Table 2: Origin hyperparameter space, discretized values, and shrunk range after using screening method in Section 4.1.

Hyperparameter ‘ Original range ‘ Discrete values ‘ Shrunk range
optimizer Adagrad, Adam, SGD | Adagrad, Adam, SGD | Adagrad, Adam
learning rate [1e-6, 1e-1] {1076,107°,...,10%} [1e-5, 1e-2]
embedding dimension [1,512] {20,21,...,2% [2,64]
weight decay [1e-5, 1e-1] {10_5, 1074,..., 10_1} le-1
batch size [500, 5000] {500, 1000, . . ., 5000} {2000}

complex graph neural networks to aggregate the neighborhoods,
such as GraphSAGE [13], HadamardGNN [36], and SGC [14] etc.

Interaction Function The interaction function calculates the
relevance between a given user and an item. In this operation, the
output is a vector affected by the embeddings of the user and item.
The inner product is frequently used in many research works on
CF tasks. We split the inner product and consider an element-wise
product as an essential operation, which is noted as multiply. In
coding level, we can also use minus, max, min and concat. They help
us join users and items with different element-wise calculations.

Prediction Function This operation stage helps turn the output
of the interaction function into an inference of similarity. As for the
output vector of a specific interaction, a simple way is to use summa-
tion on the output vector. Thus, multiply+SUM can be considered
the inner product in this way. Besides, we use a weight vector with
learnable parameters, noted as VEC. Multi-layer perceptron (MLP)
can also be used for more complex prediction on similarity.

3.2 Hyperparameter Space: H

Besides the model architecture, the hyperparameter (HP) setting
also plays an essential role in determining the performance of the
CF model. The used components for hyperparameter space are
illustrated in the first column of Table 2.

The CF model, like any machine learning model, consists of
standard hyperparameters such as learning rate and batch size.
Specifically, excessively high learning rates can hinder convergence,
while overly low values result in slow optimization. The choice of
batch size is also a trade-off between efficiency and effectiveness.

In addition, CF model has specific and essential hyperparameters,
which may not be so sensitive in other machine learning models.
Embedding dimension for users and items influence the represen-
tative ability of CF models. Besides, the embedding size determines
the model’s capacity to store all information of users and items.

In general, too-large embedding dimension leads to over-fitting,
and too-small embedding dimension cannot fit the complex user-
item interaction data. The regularization term is always adopted to
address the over-fitting problem.

4 SEARCH STRATEGY

As mentioned in Section 1, joint search on hyperparameters and
architectures have two challenges in designing a search strategy
effectively and efficiently: the large search space and the high eval-
uation costs on large network datasets. Previous research works on
model design with joint search space of hyperparameters and archi-
tectures such as [8, 43] consider the search problem in the manner
of Figure 1a. They considered the search component in space jointly
and used different search algorithms to make the proper choice.
The search procedure can be costly on a large search space and
dataset. Therefore, addressing the challenges of a vast search space
and the costly evaluation process is crucial.

The first challenge means the joint search space of H and A
described in Section 3 is large for accurate search. Thus, we need
to reduce the search space. In practice, we choose to screen H
choices by comparing relative ranking in controlled variable ex-
periments, which is explained in Section 4.1. The second challenge
means the evaluation time cost in Equation (2) is high. A significant
validation time will lower the search efficiency. Thus, we apply a
sampling method on datasets by interaction frequency, elaborated
in Section 4.2.

In comparison to conventional joint search problem in Figure 1a,
we design a two-stage search algorithm in Figure 1b. We use Ran-
dom Forest (RF) Regressor, a surrogate model, to improve the effi-
ciency of the search algorithm. To transfer the knowledge, including
the relation modeling between hyperparameters, architectures, and
evaluated performance, we learn the surrogate model’s parameters
0 in the first stage, and we use 6 as initialization of RF model in the
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Figure 2: Ranking distribution of hyperparameters.

second stage. Our search algorithm is shown in Algorithm 2 and
described in detail in Section 4.3. Besies, we have a discussion on
our choices in Section A.3, elaborating how we solve the challenge
in the joint search problem.

4.1 Screening Hyperparameter Choices

We screen the hyperparameter (HP) choices from H to H with two
techniques. First, we shrink the HP space by comparing relative
performance ranking of a special HP while fixing the others. Af-
ter we get the ranking distribution of different HPs, we find the
performance distribution among different choices of a HP, thus we
may find the proper range or shrunk set of a given HP. Second, we
decouple the HP space by calculating the consistency of different
HP. If the consistency of a HP is high, that means the performance
can change positively or negatively by only alternating this HP.
Thus, this HP can be tuning separately neglecting its relation with
other HPs in HP set.

4.1.1 Shrink the hyperparameter space. The screening method on
hyperparameter space is based on analysis of ranking distribution
on the performance with fixed value for a certain HP and random
choices for other HPs and architectures. In this part, we denote
a selection of hyperparameter h € H as a vector, noted as h =
(h(l), h(z), el h(")). For instance, () means optimizer, and h(®2
means learning rate.

To obtain the ranking distribution of a certain HP R we start
with a controlled variable experiment. We vary R in discrete
values as the third column in Table 2, and we vary other HPs in
original range as the second column. Specifically, given H; as a
discrete set of HP h(!) | we choose a value A € H; and we can obtain
the ranking rank(h, 1) of the anchor HP h € H; by fixing other
HPs except the i-th HP.

0.6
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Figure 3: Consistency of each hyperparameters.

To ensure a fair evaluation of different architecture, we traverse
the architecture space and calculate rank of performance with dif-
ferent configurations, then we can get the distribution of a type of
HP. The relative performance ranking with different HPs is shown
as violin plots in Figure 2. In this figure, we can get H through
the distribution of different HP values. We learn that the proper
choice for optimizer can be shrunk to Adam and Adagrad; Proper
range for learning rate is (1e-5, le-2); Proper range for embedding
dimension can be reduced to [2, 64]; And we can fix weight decay
in our experiments. We demonstrate the conclusion in the fourth
column in Table 2.

4.1.2  Decouple the hyperparameter space. To decouple the search
space, we consider the consistency of the ranking of hyperparam-
eters when only alternating a given hyperparameter. For the i-th
element h(V) of h € H, we can change different values for n(@ ,
and then we can decouple the search procedure of the i-th hyper-
parameter with others. We use Spearman Rank-order Correlation
Coefficient (SRCC) to show the consistency of various types of HPs,
which is definited in Equation (3).
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2hew, Irank(h, 11) — rank(h, A2) |2
[l (G 1)

where |H;| means the number of anchor hyperparameters in H;.

SRCC demonstrates the matching rate of rankings for anchor hy-

SRCC(A1,A9) =1 — (3)

perparameters in H; with respect to R = 2y and h() = 5.
The SRCC of the i-th HP is evaluated by the average of SRCC(4, A2)
among different pairs of A € H;, as is shown in Equation (4).

D1 sRCC(y, Ay). (4)
(A1,A2) €H; X H;

The SRCC results is demonstrated in Figure 3, we can directly find
that the important hyperparameter with higher SRCC has a more
linear relationship with its values. Since high embedding dimension
model is time-costly during training and evaluation, we decide to
use lower dimension in the first stage to reduce validation time, and
then raise them on the original dataset to get better performance.

To summarize, we shrink the range of HP search space and find
the consistency of different HPs. The shrunk space shown in Table 2
help us search more accurately, and the consistency analysis on
performance ranking help us find the dependency between different
HPs, thus we can tune HP with high consistency separately.

|H;2

4.2 Evaluating Architecture with Sampling

To evaluate architecture more efficiently, we collect performance
information evaluated from subgraphs, since the subgraph can
approximate the properties of whole graph [46]. In this part, we
introduce our frequency-based sampling method, and then we show
the transfer ability of subgraphs by testing the consistency of archi-
tectures’ performance from subsampled dataset to origin dataset.

4.2.1  Matrix sampling method. Since dataset for CF based on in-
teraction of records, our sampling method is based on items’ ap-
pearance frequency. That is, we can subsample the original dataset
when we preserve part of the bipartite graph, and the relative per-
formance on smaller datasets should have a similar consistency (i.e.
ranking distribution of performance on S,,; and Sval).

The matrix subsample algorithm is demonstrated in Algorithm 1.
First, we set the number of user-item interactions to be preserved
first, which can be controlled by a sample ratio y, y € (0, 1). We cal-
culate the interactions for each item, and then we preserve the item
with a higher frequency. The items can be chosen in a fixed list (i.e.
topk, Line 6-7 in Algorithm 1), or the interaction frequency count
of items can be normalized to a probability, then different items
have corresponding possibility to be preserved (i.e. distribute,
Line 8-10 in Algorithm 1).

4.2.2  Transfer ability of architecture on subsampling matrix. To en-
sure that the relative performance ranking on subsampled datasets
is similar to that on original datasets, we need to test the consis-
tency of architecture ranking on different datasets. We evaluate the
transfer ability among from subgraph to whole graph by SRCC.

For a given value of y, we choose to select a sample set of ar-
chitecture from Ay € A. Then we evaluate them on a subsampled
dataset S and origin dataset S. The relative rank of @ € A, on S
and S is noted as rank(a,S) and rank(a, S).

Yan Wen et al.

Algorithm 1 MatrixSample Sampling Algorithm

Input: Matrix Dataset S € RMXN (M: number of users; N:
number of items), sample ratio y € (0, 1), subsample mode (topk
or distribute)

Output: Subsampled Matrix Dataset S

1: Initialize item frequency set f « {} ;

2. for j=1,2,---,Ndo

3 Calculate the users interacted with item j, record it as fj ;
¢ f<fUS

5: end for

6: if subsample mode == topk then

7. Rank f, choose top yN items in f , neglect unrelated users;
8: else if subsample mode == distribute then

9:  Calculate probability f; = f;/ Zsz i

10: Selectf with respect to {f;};

11: end if

12: Construct S with s

13 return S.

subsample on ml-100k

§07
mUB
0.5 e topk
04 —— distribute
03
696’0'-\’ NN AN N A

sample ratio

Figure 4: Consistency of different sample ratio. The light
grey aera is the standard deviation of SRCC on different S.

Yaea, Irank(a,8) - rank(a, S)|?
|Ay|‘(|Ay|2_1) '

SRCCy =1- (5)

We can choose different subsampled dataset S to get average
consistency. As is demonstrated in Figure 4, sample ratio with
higher SRCC has better transfer ability among graphs with sample
mode topk, and the proper sample ratio should be in y € [0.2, 1).

To summarize, through the sampling method, the evaluation
cost will be reduced, and thus the search efficiency is improved.
Since the ranking distribution among subgraphs is similar to that
of the original dataset, we can transfer the evaluation modeling
from small to large dataset.

4.3 Two-stage Joint Hyperparameter and
Architecture Search

As discussed above, the evaluation cost can be highly reduced with
sampling methods. Since the sampling method ensure the transfer
ability from subgraphs to whole graphs, we propose a two-stage
joint search algorithm, shown in Algorithm 2, and the framework
is also shown in Figure 1b. The main notations in algorithm can be
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found in Table A1 in Appendix. We also compare our method with
conventional method in Figure Al.

To briefly summarize our algorithm: In the first stage (Lines
3-14), we sample several subgraphs with frequency-based methods,
and preserve y = 0.2 of interactions from the original rating matrix.
Based our understanding of hyperparameters in Section 4.1, we
select architecture and its hyperparameters in our reduced hyper-
parameter space.

We use a surrogate model to find proper architecture and hyper-
parameters to improve search efficiency, noted as c(+, ), 6 is the
parameter of the model. After we get evaluations of architecture
and hyperparameters, we update parameters 0 of c. In our frame-
work, we choose BORE [35] as a surrogate and Random Forest (RF)
as the regressor to modulate the relation between search compo-
nents and performance. Details of the BORE+RF search algorithm
(RFSurrogate) is shown in Algorithm A1l in Appendix.

We first transfer the parameters of ¢ trained in the first stage
by collected configurations and performance. Then, in the second
stage (Lines 15-22), we select architectures and hyperparameters
and evaluate them in the original dataset. Besides, we increase
the embedding dimension to reach better performance. Similarly,
the configurations and performance are recorded for the surrogate
model (RF+BORE), which can give us the next proper configuration.
Finally, after two-stage learning on the subsampled and original
datasets, we get the final output of architecture and hyperparame-
ters as the best choice of architecture and its hyperparameters.

5 EXPERIMENTS

Extensive experiments are performed to evaluate the performance
of our search strategy by answering the following several research
questions:

e RQ1: How does our algorithm work in comparison to other CF
models and automated model design works?

e RQ2: How efficiently does our search algorithm work in com-
parison to other typical search algorithms?

e RQ3: What is the impact of every part of our design?

o RQ4: How specific is our model for different CF tasks?

5.1 Experimental Settings

5.1.1 Datasets. We use MovieLens-100K, MovieLens-1M, Yelp, and
Amazon-Book for CF tasks. The detailed statistics and preprocess
stage of datasets are shown in Table A2 in Appendix A.4.

5.1.2  Evaluation metrics. As for evaluation metrics, we choose two
widely used metrics for CF tasks, Recall@K and NDCG@K. Accord-
ing to recent works [15, 36], we set the length for recommended
candidates K as 20. We use Recall@20 and NDCG@20 as validation.
As for loss function, we use BPR loss [29], the state-of-the-art loss
function for optimizing recommendation models.

5.1.3 Baselines for Comparison. Since we encode both hyperpa-
rameters and architectures, we can use previous search algorithms
on hyperparameters [1, 9, 32, 35] and extend them on a joint search
space. The details of search algorithms can be found in Appen-
dix A.5.1.
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Algorithm 2 Joint Search Algorithm.

Input: Train/valid set Srq, Syq hyperparameter space H,
architecture space A, sample number L, surrogate model c(-, 0)
Output: Best hyperparameters h* , architecture o*

1 Screen H to H according to Section 4.1;
2: Initialize configuration set D « {},k,j « 0;
%stage one start
3 for i=1,2,---,L do
4 Sample matrix Si = MatrixSample(S,y);
5 Split train/valid/test dataset Si = Si,,m U Si,val U SA'i,m;
6 Initialize surrogate model c(-; 6);
7. while not converge do
8 Select @ and hg by RFSurrogate;
9: Evaluate p — M(f(P*; ay, hk),S,-’val) ;
10: Save to set D «— D {ag, hg, pr};

11: Update c(+; 8) with D by RFSurrogate;
12: k—k+1;

13:  end while

14: end for

15: Transfer parameters 6 in c;
%stage two start
16: while not converge do
17 Select «¢j and h; by RFSurrogate;
18 Evaluate pj < M(f(P*;aj, h;j),Syal) ;
19:  Save to set D «— D U{aj, hj, pj};
20:  Update c(+; 0) with D by RFSurrogate;
21 je—j+1;
22: end while
23: return o, h*.

5.2 Performance Comparison (RQ1)

For CF tasks, we compare our results with NN-based CF models

and Graph-based CF models. Besides, we also compare our search

algorithm with other search algorithms designed for CF models. The

search space is based on analysis of hyperparameter understanding

in Section 4.1. We report the performance on four datasets in Table 3.
We summarize the following observation:

o We find that in our experiment, our CF model trained by searched
hyperparameters and architectures can achieve better perfor-
mance than the classical CF models. Some single models also
perform well due to their special design. For example, Light GCN
performs well on ML-100K and Yelp, while NGCF also performs
well on ML-1M. Since our search algorithm has included vari-
ous operations used in CF architectures, the overall architecture
space can cover the architectures of classical models.

e Compared to NAS method on CF models, our method works
better than SIF for considering multiple operations in different
stages of architecture. Our methods also outperform AutoCF by
3.10% to 12.1%. The reason for that is we have an extended joint
search space for both hyperparameters and architectures. Besides,
our choice for hyperparameters is shrunk to a proper range to
improve search efficiency and performance.

e We can observe in Table 3 that our searched models can achieve
the best performance compared with all other baselines. Note
that our proposed method can outperform the best baseline by



KDD ’23, August 6-10, 2023, Long Beach, CA, USA.

Yan Wen et al.

Table 3: Comparison of different methods on CF tasks.

Dataset MovieLens-100K MovieLens-1M Yelp Amazon-Book
Metric Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20
MF [21] 0.1145 0.1179 0.0896 0.0584 0.0307 0.0286 0.0291 0.0213
FISM [19] 0.1434 0.1422 0.0995 0.0621 0.0528 0.0316 0.0302 0.0211
NCF [15] 0.1980 0.1521 0.1204 0.0684 0.0534 0.0335 0.0315 0.0223
J-NCEF [438] 0.2016 0.1448 0.1265 0.0629 0.0636 0.0393 0.0351 0.0252
Pinsage [42] 0.1561 0.1421 0.1354 0.0631 0.0561 0.0417 0.0321 0.0239
NGCEF [36] 0.1654 0.1479 0.1678 0.0852 0.0573 0.0454 0.0349 0.0247
LightGCN [14] 0.2342 0.1755 0.1637 0.0842 0.0689 0.0471 0.0355 0.0273
SIF [39] 0.1935 0.1532 0.1294 0.0695 0.0581 0.0459 0.0350 0.0249
AutoCF [11] 0.2259 0.1703 0.1309 0.0739 0.0643 0.0467 0.0354 0.0265
Ours 0.2647 0.1913 0.1787 0.0945 0.0721 0.0482 0.0365 0.0281
Improvement 13.02% 9.00 % 6.50 % 10.92% 4.64% 2.33% 2.82% 2.93%
Table 4: Top 3 architectures for each datasets.
Dataset ‘ Top-1 Top-2 Top-3
ML-100K (H,H, SGC, SGC, min, VEC) (ID, ID, SGC, SGC,multiply, SUM) (H,H,Mat ,Mat, multiply, VEC)
ML-1M (H,H, SGC,SGC,min, VEC) (H,H,HadamardGCN,HadamardGCN,min,VEC)  (H,H,Mat,Mat,multiply, VEC)
Yelp (H,H,SGC,SGC, multiply,MLP) (H,H, SGC,SGC, multiply, VEC) (H,H,MLP ,MLP,multiply, VEC)

Amazon-Book (H,H,SGC,SGC,min,MLP)

(ID,ID, SGC, SGC,multiply, VEC)

(ID,H,Mat,MLP,max, VEC)

2.33% to 13.02%. The performance improvement on small datasets
is better than that on large ones.

5.3 Algorithm Efficiency (RQ2)

We compare the different search algorithms mentioned in Sec-
tion 5.1.3. The search results are shown in Figure 5a on dataset
ML-100K and Figure 5b on dataset ML-1M. We plot our results by
the output of the search algorithm. As is demonstrated in Figure 5b
and 5a, search algorithms of BO perform better than random search,
since the BO method considers a Gaussian Process surrogate model
for simulating the relationship between performance output and
hyperparameters and architectures. We find that BORE+RF out-
performs other search strategies in efficiency. The reason is that
the surrogate model RF can better classify one-hot encoding of
architectures. Besides we also compare different time curves for
BORE+RF in single-stage and two-stage evaluations. Since our two-
stage algorithm uses subsampling method on rating matrix, and
ensure the consistency between subgraph and whole graph, we can
achieve better performance and higher search efficiency.

5.4 Ablation Study (RQ3)

In this subsection, we analyze how important and sensitive the
various components of our framework are. We focus on the perfor-
mance’s improvement and efficiency by reducing and decoupling
the hyperparameter space. We also elaborate on how we choose
sample ratio and effectiveness of tuning hyperparameters.

5.4.1 Plausibility of screening hyperparameters. To further validate
the effectiveness of our design of screening hyperparameter choices,

we choose hyperparameters on the origin space, shrunk space, and
decoupled space. The search time curve is shown in Figure 5c.
We demonstrate that screening hyperparameter choices can help
improve performance on CF tasks and search efficiency. According
to our results, performance on FH is better than the one on the origin
space H. The reason is that the shrunk hyperparameter space has
a more significant possibility of including better HP choices for CF
architectures to achieve better performance. The search efficiency
is improved since the choice of hyperparameters is reduced, and
proper hyperparameters can be found more quickly in a smaller
search space. We also find that the search efficiency reduces when
we increase the batch size and embedding dimension when we
search on the decoupled search space. While increasing batch size
and embedding dimension help improve final performance, the cost
evaluation is higher, which may reduce search efficiency.

5.4.2 Choice of Sampling Ratio. To find the impact of changing
sampling ratio, we search with different sampling ratios on different
datasets in the same controlled search time. The evaluation results
(Recall@20) for experiments on different sampling ratio settings
are listed in Table 5.

According to the table, smaller sampling ratios have lower per-
formance. The reason is that the user-item matrix sampled by low
sample ratio may not capture the consistency in the origin matrix,
as the consistency results shown in Section 4.2. While sampled
dataset generated by higher sample ratio has more considerable
consistency with the original dataset, the results in a limited time
may not be better. The reason is that too much time on evaluation
in the first stage may have fewer results for the surrogate model
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Figure 5: Comparison for different search algorithms and HP space. (a)-(b) Time curve of different search algorithms on
ML-100K and ML-1M; (c)-(d) ablation studies on our search strategy in different search space on ML-100K and ML-1M.

Table 5: Performance with different sample ratio y.

sample ratio 5% 10% 20% 50%
ML-100K 0.2113 0.2224 0.2646 0.2623
ML-1IM 0.1471 0.1632 0.1787 0.1715
Yelp 0.0523 0.0654 0.0721 0.0706
Amazon-Book | 0.0311 0.0342 0.0365 0.0356

Table 6: Comparison on search algorithm with/without HP
tuning.

Performance | AutoCF AutoCF (HP) Improvement
ML-100K 0.2259 0.2335 3.36%
ML-1M 0.1309 0.1358 3.74%
Yelp 0.0643 0.0672 4.51%
Amazon-Book | 0.0354 0.0359 1.41%

to learn the connection between performance and configurations
of hyperparameters and architectures. Thus, the first stage has a
trade-off between sample ratio and time cost, and we choose 20%
as our sample ratio in our experiments.

5.4.3 Tuning on Hyperparameters. To show the effectiveness of
our design on joint search, we propose to apply our joint search
method to previous research work AutoCF [11]. The results are
shown in Table 6. We apply our search strategy to AutoCF to include
hyperparameters in our search space, noted as AutoCF(HP). We
find that hyperparameter searched on shrunk space can perform
better than the one that uses architecture space and random search
on different datasets.

5.5 Case Study (RQ4)

In this part, we mainly focus on our search strategy’s search results
of different architectures. The search results with top performance
share some similarities, while different architecture operations have
different performances.

According to search results, we present the top models for each
task on all datasets in Table 4. It is easy to find that interaction
history-based encoding features may have better performance and
more powerful representative ability. Besides, the embedding func-
tion of SGC has stronger representative ability since it can capture

the high-order relationship. Both SGC and HadanardGCN collect in-
fomation from different layers, simply designed SGC have stronger
ability. As for the interaction function, we find the classical element-
wise multiply can receive strong performance; The prediction
function of learnable vector and MLP can capture more powerful
and complex interaction than SUM. We can find that these top mod-
els of each task have similar implementations, but there also have
some differences among different datasets. One top architecture on
a given dataset may not get the best performance on another one.

In summary, the proper architectures for different datasets may
not be the same, but these top results may share some same opera-
tions in architecture structures. The result and analysis can help
human experts to design more powerful CF architectures.

6 CONCLUSION AND FUTURE WORK

In this work, we consider a joint search problem on hyperparame-
ters and architectures for Collaborative Filtering models. We pro-
pose a search framework based on a search space consisting of
frequently used hyperparameters and operations for architectures.
We make a complete understanding of hyperparameter space to
screen choices of hyperparameters, We propose a two-stage search
algorithm to find proper hyperparameters and architectures config-
urations efficiently. We design a surrogate model that can jointly
update CF architectures and hyperparameters and can be trans-
ferred from small to large datasets. We do experiments on several
datasets, including comparison on different models, search algo-
rithms and ablation study.

For future work, we find it important to model CF models based
on Knowledge Graphs as a search problem. With additional entities
for items and users, deep relationships can be mined for better
performance. An extended search framework can be built on larger
network settings. Models on extensive recommendation tasks and
other data mining tasks can also be considered as a search problem.
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A APPENDIX
A.1 Search Space

The main notations in this paper are listed in Table A1, and we
discuss some details for search space in this section.

A.1.1  Hyperparameter Choice. We explain how to reduce the hy-
perparameters by Figure 2 in this section. We shrink hyperparam-
eter search space based on the performance ranking distribution.
We can split the hyperparameters into four categories:

o Reduction: This kind of hyperparameter is usually categorical,
like optimizer. The choices of hyperparameters can be reduced.
Shrunk range: This kind of hyperparameter is usually selected in
a continuous range, such as learning rate. The choices of these
values can be constrained to a smaller range.

e Monotonous related: The performance with this kind of hyper-
parameter usually rises when the hyperparameter increase, such
as embedding dimension. However, we can not choose these HPs
with too large values for limited memory. Thus, we choose a
smaller value in first stage and a larger one in second stage.

e No obvious pattern: We do not have to change this kind of HP in
our experiment, just as weigh decay.

A.2 Search Algorithms

A.2.1 Surrogate Model Design. We demonstrate our search algo-
rithm with surrogate model in Algorithm Al.

We design our search algorithm with BORE and Random Forest
(RF) regressor. In the first stage, we train the surrogate model with
D, update parameters of surrogate model. The output of BORE+RF
can help give an inference between (0, 1), and we choose the least
one as output. After the first stage, we save the parameters of this
surrogate model, and transfer it to second stage, which we do ex-
periment on larger datasets. The configuration of hyperparameters
and architectures and the performance on larger dataset can also
update the parameters of surrogate model. With the knowledge we
learn on the first stage, the surrogate model can better choose the
proper architecture and hyperparameter for CF tasks.

A.2.2  Fair Comparison. Compared with hyperparameters, the choice
of architectures can affect the performance of CF models more. Thus,
to compare different experiment settings fairly, we use the average
of top5 configurations instead for the search time curve, noted as
top5avg.

A.2.3  Search Procedure. We show the comparison of conventional
joint search method and our method in Figure A1. In Figure A1, con-
ventional one-stage method search components separately, while
our method search hyperparameters on a shrunk space. Besides,
the evaluation time is lower in the first stage in our method.

A.3 Discussion

In this section, we discuss about the method we have chosen, and
the difference with previous works on joint search problems.

The first is the reason for screening in the hyperparameters space
rather than the architecture space. The search space of hyperpa-
rameters mainly consists of components of continuous values with
infinite choices. And screening range of hyperparameters [37, 44] is
proven effective on deep neural networks and graph-based models.
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Algorithm A1 RFSurrogate RF+BORE surrogate model

Input: Training data Sy, and evaluation data S,,;;, Reduced
hyperparameter space H, Architecture space A , percentage
threshold 7 = 0.2, RF regressor y = c(«||h; 0)

Output: A proper configuration of hyperparameters h* and
architecture a*

1: Initialize configuration set D «— {},i < 0

% Initialize surrogate model;
2: fori=1,2,...,Ndo
3. Select architecture a; € A, hyperparameter h; € H ;
4 Get CF evaluation performance p; = M(f(P*; a;, hi), Sval);
5. Save to set D « D (J{aj, hi, pi};
% BORE
Find p; as the 7-quantile of the performance set {p;} ;
if p; < 7 then

Set z; label 0;
else if p; > 7 then
10: Set z; label 1;
11:  endif
12:  Fit the surrogate model with D;
13: end for

% Update surrogate model (with a new data);
14: Get performance pr = M(f(P*; ar, hr), Sval)s
15: Save to set D «— D (J{ag, h, pr} 5
16: Set z;;
17: Fit to update RF model ¢(; 0) ;

% Find next choice through c(+; 0);

18: Zmax < 0
19: Randomly sample configuration set H = {h;, ;} ;
20: for configuration in H do
21 zp = c(ay||hg; 0);
22 if z; > zZmax then

23: h*, 0(* = hl, 298
24:  end if
25: end for

26: return h*, o*

Architecture space components are typically categorized, and each
one is necessary in some manner and should not be ignored. Further-
more, we believe that it is unnecessary to reduce the architecture
space after conducting a fair ranking of different architectures.

Our work is the first on CF tasks, which is different from previous
research studies on joint search. [43] mainly focuses on a joint
search problem on typical neural networks. Another study on the
joint search problem, AutoHAS [8], focuses on model search with
weight sharing. FEATHERS [31] focuses on a joint search problem
on Federate Learning, an aspect of Reinforcement Learning. In ST-
NAS [3], the sub-models are candidates of a designed super-net,
and they sample sub-ST-models from the super-net and weights are
update using training loss while updating HPs with the validation
loss.

A.4 Data Preprocess

A.4.1 Details of Datasets. In our experiments, we choose four real-
world raw datasets and build them for evaluation on CF tasks.
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Table A1: Notations

Variable ‘ Definition
h, h* Hyperparameters (HP), best HP from H
h HP from H
KO | The i-th HP of b, h = (M), h2), A, . p(™)
H; Discrite values set of (%)
A AL Ao Some values of hyperparameter from H;
rank(h, 1) Relative performance ranking when h() = 1
H Origin space of hyperparameters
H; Subset of H, the i-th HP is selected from H;
H Subset of H, screened space of hyperparameters
a, ot Architecture/Best architecture from A
A Space of architecture
S Origin dataset (whole graph)
S The i-th subsampled dataset (subgraph)
Y Subsample ratio
D, pi Test performance
D Records of (a, h, p)
c(+0) Surrogate model with parameter 6

Search Time

One-stage search method

[ ]
[ J [ [ ] ® PY
® ® ® ®
@
[ ° ot
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stage one stage two

Figure A1: Comparison of search procedure using one-stage
method and our method.

o MovieLens-100K ! This widely used movie-rating dataset con-
tains 100,000 ratings on movies from 1 to 5. We also convert the
rating form to binary form, where each entry is ¢ vmarked as 0
or 1, indicating whether the user has rated the item.

o MovieLens-1M 2 This widely used movie-rating dataset contains
more than 1 million ratings on movies from 1 to 5. Similarly, for
MovieLens-1M, we build an implicit dataset.

e Yelp 3 This is published officially by Yelp, a crowd-sourced review
forum website where users can write comments and reviews for
various POlIs, such as hotels, restaurants, etc.

!https://grouplens.org/datasets/movielens/100k
Zhttps://grouplens.org/datasets/movielens/1m
3https://www.yelp.com/dataset/download

Yan Wen et al.

Table A2: Statistics of datasets

Name #users #items #records density
ML-100K 943 1,682 100,000  6.304%
ML-1M 6,040 3,952 1,000,209 4.190%
Yelp 6,102 18,599 445,576 0.393%
Amazon-Book | 25,774 80,211 3,040,864 0.147%

e Amazon-Book * This book-rating dataset is collected from users’
uploaded review and rating records on Amazon.

A.4.2  Preprocess. Since the origin dataset in Table A2 is too large
for training, we reduce them in frequency order. We use 10-core
select on Yelp and 50-core select on Amazon-Book. N-core means
we choose users and items that appear more than N times in the
whole record history. After we select the dataset, we split the data
into training, validation and test sets. We shuffle each set when we
start a new evaluation task.

A.4.3  Dataset sampling. Some papers studying long-tail recom-
mendation [50] or self-supervised recommendation [38] may dis-
cuss the impact of data sparsity. We can sample the subgraph ac-
cording to the popularity [16], mainly user-side and item-side, and
the long-tail effect on the item-side is more severe. Thus we sam-
ple the rating matrix based on the item frequency. The more the
item appears in rating records, the more likely it is reserved in the
subsampled matrix.

A.5 Detailed Settings of Experiments

A.5.1 Baseline algorithms.

e Random Search [1]. It is a simple method for finding hyper-
parameters and architectures with random choices on either
continuous or categorical space.

e Bayesian Optimization [32]. Bayesian Optimization (BO) is a

search algorithm based on the analysis of posterior information,

and it can use Gaussian Process as a surrogate model.

BOHB [9]. BOHB is a method consisting of both Bayesian Opti-

mization (BO) and HyperBand (HB), helping modulate functions

with a lower time budget.

BORE [35]. BORE is a BO method considering expected im-

provement as a binary classification problem. It can be combined

with regressors, including Random Forest (RF), Multi-Layer Per-

ceptron (MLP), and Gaussian Process (GP). We choose RF as a

regressor in our experiments.

A.5.2  Hardware Environment. We implement models with PyTorch
1.12 and run experiments on a 64-core Ubuntu 20.04 server with
NVIDIA GeForce RTX 3090 GPU with 24 GB memories each. It
takes 3.5-4 hours to search on a dataset with one million records.

A.5.3 Codes. We have released our implementation code for ex-
periments in https://github.com/overwenyan/Joint-Search

“https://nijianmo.github.io/amazon/index.html


https://github.com/overwenyan/Joint-Search
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