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ABSTRACT

With the increase of content pages and interactive buttons in on-
line services such as online-shopping and video-watching websites,
industrial-scale recommender systems face challenges in multi-
domain and multi-task recommendations. The core of multi-task
and multi-domain recommendation is to accurately capture user
interests in multiple scenarios given multiple user behaviors. In
this paper, we propose a plug-and-play Parameter and Embedding
Personalized Network (PEPNet) for multi-domain and multi-task
recommendation. PEPNet takes personalized prior information
as input and dynamically scales the bottom-level Embedding and
top-level DNN hidden units through gate mechanisms. Embedding
Personalized Network (EPNet) performs personalized selection on
Embedding to fuse features with different importance for different
users in multiple domains. Parameter Personalized Network (PPNet)
executes personalized modification on DNN parameters to balance
targets with different sparsity for different users in multiple tasks.
We have made a series of special engineering optimizations combin-
ing the Kuaishou training framework and the online deployment
environment. By infusing personalized selection of Embedding and
personalized modification of DNN parameters, PEPNet tailored to
the interests of each individual obtains significant performance
gains, with online improvements exceeding 1% in multiple task
metrics across multiple domains. We have deployed PEPNet in
Kuaishou apps, serving over 300 million users every day.
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1 INTRODUCTION

Traditional recommendation models focus on the single predic-
tion task (e.g. CTR) in a single domain[5, 14, 31], which is training
using examples collected from a single domain and serving the
prediction of a single task. However, in real-world applications,
the need for recommendation are fragmented across different sce-
narios. As the number of content pages increases, recommender
systems face the critical problem that data fragments are located in
multiple domains. For example, Taobao! has scenarios such as
pre-purchase(Guess What You Like), in-purchase(Choose Again and
Again), and post-purchase(Guess What You Like after Purchase), as
shown in Figure 1. And Kuaishou? has scenarios such as Featured-
Video Tab, Double-Columned Discovery Tab, and Single-Columned
Slide Tab. In addition, multiple buttons are usually designed on
each page for users to interact with. To leverage user feedback and
provide a better experience, recommender systems need to capture
various behavior preferences of users, modeling the probability
of user interactions with different targets in multiple tasks. For
example, Kuaishou provides users with various interaction targets
in Figure 1, such as like, follow, forward, collect, and comment.

!https://www.taobao.com/
Zhttps://www.kuaishou.com/


https://doi.org/10.1145/3580305.3599884
https://doi.org/10.1145/3580305.3599884
https://www.taobao.com/
https://www.kuaishou.com/

KDD ’23, August 6-10, 2023, Long Beach, CA, USA

==

Multi-Task in Multi-Domain
Short-video Scenarios

Guess What You Like

e ————— |
= 8% EM o RE @ O < on* = 29) s

KUAISHOU
ovdovil

H
L

.Sm"lc Task in Multi-Domain
E-commerce Scenarios

Choose Again and Again  Guess What You Like after Purchase

Figure 1: Comparison of short-video scenarios in Kuaishou
and e-commerce scenarios in Taobao. Both of them make
recommendation for different domains. In addition, multiple
tasks are carried out for each domain in Kuaishou, e.g., like,
follow, forward, collect, and comment for short videos.

Since there are overlapping users and items in different scenarios,
the multiple domains have commonalities. And different targets are
functionally related, so there are dependencies between multiple
tasks. Training separate models for each task in each domain is
not only unacceptable in terms of deployment cost and iterative
efficiency, but also not utilizing the full amount of data and ignor-
ing the commonalities between the data can lead to suboptimal
performance. However, mixing all the data directly and training
with a unified model ignores the differences between domains and
tasks. The inability to align and fuse features with different seman-
tics and importances will result in domain seesaw [25] due to
the various distributions of user behaviors and item candidates in
multiple scenarios. Since different targets have distinctive sparsity
and influence each other, the inability to balance interdependent
targets in multiple tasks can lead to the task seesaw [27].

At present, multi-domain learning and multi-task learning
have made great progress in recommender systems [5, 23, 30-32].
But in real applications, we cannot simply and directly reuse multi-
domain or multi-task learning methods in multi-domain and multi-
task joint settings, respectively. Multi-domain methods focus on
aligning the feature semantics under different domains, but ignore
target dependencies in the label space under multi-task settings.
Multi-task methods focus on fitting target distributions of different
tasks, but ignore the semantic differences in the feature space un-
der multi-domain settings. As shown in Figure 2, compared with
separate multi-task learning or multi-domain learning, multi-task
learning and multi-domain learning occur simultaneously in real
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Figure 2: Compared with multi-task learning or multi-
domain learning, multi-task and multi-domain learning is
more important in real applications and is more complex.

applications and are more complex. On the one hand, there are
gap in the feature semantics and importance between different
domains of the same task and the same domain of different tasks.
On the other hand, different tasks within the same domain and
the same task within different domains have various target spar-
sity and interdependence. Different from task seesaw phenomenon
and domain seesaw phenomenon, we call it the imperfectly dou-
ble seesaw phenomenon. The phenomenon is more severe in
industry-scale recommender systems as the number of domains
and tasks increases. Due to the requirement for high efficiency and
low cost in real industries, a plug-and-play network is urgently
needed to solve the challenges of multi-domain and multi-task.
Personalization modeling is the core of recommender systems. Aug-
menting personalization of the model helps capture the degree of
user preference for items in different situations. Multi-domain and
multi-task settings can be viewed as users interacting with items
in different situations, so more accurate personalization estimates
can alleviate the imperfectly double seesaw problem. But simply
using personalized priors information as the bottom input, the ef-
fect becomes extremely weak after their signal passes through deep
networks to the top layer. How to infuse personalized priors into
the model in the right place and in the right way is critical and
worth exploring, especially for multiple domains and tasks.

To address this issue, we propose a Parameter and Embedding
Personalized Network (PEPNet) for the multi-task and multi-domain
recommendation, which fully exploits the relationship between
tasks and eliminates domain bias via augmenting personalization.
Compared with existing works in multi-task learning [18, 27] and
multi-domain learning [13, 25], PEPNet is an efficient plug-and-play
network. PEPNet takes features with personalized prior information
as input and dynamically scales the bottom-layer Embedding and
the top-layer DNN hidden units in the model through the gate mech-
anism, which are called domain-specific EPNet and task-specific PP-
Net. Embedding Personalized Network (EPNet) adds domain-specific
personalized information to the bottom layer to generate person-
alized Embedding gates. And the Embedding gates are used to
perform personalized selection on the original Embedding from
multiple domains to get the personalized Embedding. Parameter
Personalized Network (PPNet) concatenates personalized informa-
tion about the user and item with the input of DNN in each task



PEPNet: Parameter and Embedding Personalized Network for Infusing with Personalized Prior Information

tower to obtain the personalized gate scores. Then element-wise
product is executed with DNN hidden units to make personalized
modifications to DNN parameters. By mapping personalized priors
to scaling weights ranging from 0 to 2, EPNet selects Embedding
to fuse features with different importance for different users in
multiple domains, and PPNet modifies DNN parameters to balance
targets with different sparsity for different users in multiple tasks.
The contributions of this work can be summarized as follows:

e We propose a Parameter and Embedding Personalized Network
(PEPNet) tailored to the interests of each individual. PEPNet is
an efficient, low-cost deployment and plug-and-play method that
can be injected into any model. We evaluate PEPNet and other
SOTA methods on the industrial short-video dataset, and exten-
sive experiments demonstrate the effectiveness of our method in
mitigating the imperfectly double seesaw phenomenon.

e We deploy PEPNet in the recommendation system of Kuaishou,
serving more than 300 million daily active users (DAU). The
deployment of PEPNet brings a more than 1% increase in watch
time and around 2% improvement on multiple interactive targets.
Our method can be generalized to other setups, and researchers
can benefit from the lessons learned in our deployment.

2 METHODOLOGY

This section presents the detailed design for alleviating the imper-
fectly double seesaw problem. We elaborate on problem formula-
tion, network structure of the proposed PEPNet and deployment in
Kuaishou, one of the largest short-video platforms in China.

2.1 Problem Formulation

Here we define the notations and problem settings of our study. The
model uses sparse/dense inputs such as user historical behavior,
user profile features, item features, context features and so on. The
predicted target §; is the user u preference score on an item i for
the t-th task in domain d, which is calculated via:

Jr=F({E(w1),....E(um) ®E(i1),...,
E(in) ®E(c1),...,E(co)}a)
where uy, ..., un, indicate user features including the user historical
behavior, user profile, and user ID, etc. iy, ..., i indicate the item
features including item category, item ID (iid), and author ID (aid),
etc. c1, ..., ¢o indicate the other features which include the context
feature and combine feature. m, n and o refer to the number of user
features, item features and other features, respectively. E(*) means
the sparse/dense features are mapped to the learnable embedding by
the embedding layer after the bucketing algorithm, and & indicates
concatenation. {}, represents the examples from domain d. ;
denotes the output score for task ¢. F is the recommendation model,
which is essentially a learnable prediction function.

In the real world, the item candidate pool and part of users are
shared in multiple scenarios. However, due to different consump-
tion purposes, user behavior tendencies towards the same item will
change in different scenarios. To better capture user tendency to
multiple behaviors and their connection in multiple scenarios, the
recommender f needs to make predictions for multi-task T in multi-
ple domains D simultaneously. So the multi-domain and multi-task
recommendation problem can be formulated as: x; — 7;, where

1
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x4 is the feature of examples collected from each domain d € D,
and g is the prediction score for each task t € T.

2.2 Network Structure

Figure 3 illustrates the network structure of our proposed PEPNet
model. The overall architecture is made up of the following three
parts, which we will elaborate on one by one.

o Gate Neural Unit. Gate NU, the basic unit of EPNet and PPNet,
is a gating structure that handles more prior information with
different personalized semantics for injection into the model.

e Embedding Personalized Network. EPNet takes personalized
domain-specific information as input of Gate NU and performs
personalized selection on Embedding to fuse features with differ-
ent importance for different users in multiple domains.

o Parameter Personalized Network. PPNet uses personalized
information about the user/item to generate gates and executes
personalized modification on DNN parameters to balance targets
with different sparsity for different users in multiple tasks.

2.2.1 Gate Neural Unit(Gate NU). Inspired by the LHUC al-
gorithm proposed in the field of speech recognition [26], PEPNet
introduces a gating mechanism called Gate Neural Unit, which
allows personalized prior information to be injected into the net-
work. LHUC, which focuses on learning speaker-specific hidden
unit contributions, improves the accuracy of speech recognition for
different speakers by scaling the model’s hidden layers with per-
sonalized contributions. However, LHUC essentially uses user ID as
the personalized identifiers, ignoring other abundant personalized
prior information, such as user’s age, gender, and other profiles. In
addition, in recommendation systems that match users and items,
item information is also crucial, such as item’s ID, category, and au-
thor. Numerous studies [22, 35, 36] have shown that users express
different personalized preference patterns for different items.

Therefore, we propose the Gate Neural Unit, short for Gate NU,
to handle more prior information with different personalized se-
mantics and inject it into the model. Gate NU, also referred to as U
later, consists of two neural network layers. We denote the inputs
of Gate NU as x, and formulate the first layer as follows,

x" = Relu (xW +b), (2)

where W and b are learnable weight and bias. Relu is choosed as
the non-linear activation function. The first layer is used to cross
features with various prior information. Then, we customize the
generation of gate scores through the second layer as follows,

8 =y = Sigmoid (X W’ +b"), 8 € [0,y]. (3)

The output x” of the first layer is fed into the input of the second
layer. W’ and b’ are the trainable weight and bias in the second
layer. Sigmoid function is used to generate gate vectors &, which
limits the output to [0, y]. y is the scaling factor that is set as 2.
From Equation 2 and 3, Gate NU uses the prior information x
to generate personalized gates 8, adaptively controlling the im-
portance of prior information, and uses the hyperparameter y to
further squash and double the effective signal. Next, we elaborate
on how to use Gate NU in EPNet and PPNet to selectively inject
important prior information into crucial positions of the model.



KDD ’23, August 6-10, 2023, Long Beach, CA, USA

Task 1 | Domain 1
— 1 | Domain D

Multi-Task | Multi-Domain

FF w/ BP

Jianxin Chang et al.

| Output
PPNet

1 Legend

FFwoBp ()

Element-wise product ®

X

Gate NU L

Neural Layer L

e e I
-1

[ [T I 17
X

Vector concatenate @

Neural Layer 3

Gate NU 3

Gate NU

Gate NU 2
Neural Layer 2
(% Gate NU 1

L
|
|
|
|
I
|
| Neural Layer 3
|
1
|
|
|
|
,
t
|
|
|
|

}
|
|
i
|
7 :
|
|
|
|
1
|
|
|

E

[ Embedding Layer
Domain-side SF(1) SF() - SF(n) DF(1) DF@2) - DF(n) User-side Item-side Author-side
Feature Feature  Feature Feature
Sparse Fetures Dense Fetures
EPNet Input General Input PPNet Input

Figure 3: PEPNet consists of Gate NU, EPNet and PPNet. Gate NU is the basic unit that utilizes prior information to generate
personalized gates and adaptively amplifies valid signals. EPNet performs personalized selection on Embedding to fuse features
with different importance for different users in multiple domains. PPNet executes personalized modification on DNN parameters
to balance targets with different sparsity for different users in multiple tasks. The same set of multi-targets is estimated in
multiple domains. PEPNet, with few parameters and fast convergence speed, can be plugged and played into any network.

2.22 Embedding Personalized Network(EPNet). In industrial-
scale recommendation systems, the embedding tables are huge,
especially for ID features. To save computation and memory costs,
the share-bottom embedding structure is widely used as follows,

E = E(%s) ® E(Fp), 4

where Fg are sparse features and ¥p are dense features. As the
general input, they are transformed into the learnable embedding
E through the embedding layer E(x).

Due to sharing the embedding layer for training samples from
various domains, there are several drawbacks in practice, as it
emphasizes commonalities while neglecting differences between
multiple domains. EPNet, on the basis of the shared embedding
layer, injects domain-specific personalized prior information into
the embedding with low cost, i.e. few parameters and fast conver-
gence speed. We use domain-side features E(F;) € R as the input
of EPNet, including domain ID and domain-specific personalized
statistical features, such as the count of user behaviors and item
exposures in each domain. Uep is the Gate NU of EPNet in the
embedding layer, and its output dgomain € R¢ is given by

8domain = Uep(E(Fa) ® (2(E))), Q)

where we concatenate general embedding E € R® with the input,
but without using gradient backpropagation, denoted as @ (). Next,
we use the external Gate NU to perform the personalized transfor-
mation on embedding E without changing the original embedding
layer, aligning features with different importance for different users

in multiple domains. The transformed embedding is,
OEP = 84omain ®E (6)

where O¢p € R¢, and ® denotes the element-wise product. Note that
when there are many input features and large vector dimensions in
the embedding layer, the vector-wise product is optional.

2.2.3 Parameter Personalized Network(PPNet). Existing multi-
task recommenders [18, 27] focus on using complex modules to
model multi-task representations. When fitting multi-task labels
based on multi-task representations, they all use DNN Towers, that
is, stacked neural network layers. However, the parameters of DNN
Towers are shared by all users. Due to the inconsistency of different
users’ preferences for various behaviors, the lack of personalized
parameters will make it hard for the model to balance multiple
tasks, inevitably leading to the performance seesaw.

To address this issue, we propose PPNet to modify DNN param-
eters in multi-task learning, building a DNN model tailored to each
user’s interests. We use user/item/author-side features (7,/Fi/%a)
as personalized priors for PPNet, such as user ID, item ID, author
ID (the producer of short videos in Kuaishou), and other side in-
formation features, e.g., user age/gender, item category/popularity,
etc. Specifically, the detailed structure of PPNet is as follows:

Opriar = E(ﬁ) o E(?‘—,) @ E(ﬁ),
Stask = Opp(Oprior ® (2(Oep))).

We concatenate the output of EPNet O, with the personalized
prior Opyior as the input of Upp, which is Gate NU in PPNet. To

)
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avoid affecting the embedding updated in EPNet, we perform the
operation of stop gradient @ on Ogp. Next, we use the element-wise
product based on Gate NU output 8,4 to double and squash the
hidden contributions H in each layer of the DNN as follows:

Opp = 8task ® H, ®)

where H = [Hy,...,Hr]. In each DNN layer, H; € R” denotes
the hidden unit of the t-th task tower. Note that &, 45 € R?*T is
applied to the hidden layer units of T tasks after being split into T
vectors with dimension h. Similarly, O, after splitting represents
the h-dimensional PPNet outputs in T tasks.

Furthermore, we integrate PPNet into all DNN layers to fully per-
sonalize DNN parameters, balancing targets with different sparsity
for different users in multiple tasks, formulated as follows,

D _ s 0]
Opp =6, @HY,

task

(I+1) _ D7 (D I ©)
H —f(OppW +b'"), 1€ {1,...,L},

where L is the number of DNN layers of task towers and f is the
activation function. For the first L — 1 layers, the activation function
f uses Relu. f in the last layer is Sigmoid without amplification
coeflicients y, which is different from Gate NU. After obtaining
prediction scores for multiple tasks on multiple domains in the last
layer, the binary cross-entropy is employed for optimization.

2.3 Engineering Optimization Strategy

To deploy PEPNet in Kuaishou’s large-scale recommendation sce-

narios, we make the following engineering optimization strategies:

e Feature elimination strategy: In large-scale recommendation
systems, mapping each feature to an embedding vector quickly
fills up the memory resources of the server. To avoid exhausting
memory in servers storing embeddings, we design a conflict-free
and memory-efficient Global Shared Embedding Table (GSET).
Unlike traditional cache elimination strategies such as LFU and
LRU, which focus on maximizing cache hit rate, GSET adopts
a feature score elimination strategy to prevent low-frequency
features from entering and exiting the system, which could neg-
atively impact system performance. By effectively managing
embedding vectors, memory usage can be kept below a predeter-
mined threshold, ensuring long-term system performance.

e Online synchronization strategy: We refer to the minimum
unit of training in online learning as a "pass”. In each pass, the
updated parameters of the DNN are fully synchronized online.
However, due to the large number of users and items, it is not
feasible to fully synchronize the embeddings. Although new users
and items continue to appear, older ones may expire or become
cold. Fully synchronizing the updated embeddings in each pass
would increase the redundancy of the system, bringing additional
storage, computation, and communication costs. To address this
issue, we implement two strategies to synchronize the required
embeddings in each pass. The first strategy is to set a quantity
limit for each feature to prevent excessive synchronization of
embeddings for any individual feature. The second strategy is to
set an expiration time for the embeddings, only synchronizing
those that are frequently updated and not synchronizing those
that have not reached the designated update frequency.
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e Offline training strategy: In short-video scenarios, the updat-
ing of embeddings is more frequent than DNN parameters, espe-
cially for ID features. To better capture changes in the bottom-
layer Embedding and stably update the top-layer DNN parameter
in the case of online learning, we train the Embedding and the
DNN parameter separately and adopt different update strate-
gies. In the Embedding layer, we use the AdaGrad optimizer and
the learning rate is set to 0.05. While the DNN parameters are
updated by the Adam optimizer with the learning rate 5.0e-06.

3 EXPERIMENT

In this section, we conduct extensive experiments to evaluate PEP-

Net, with the purpose of answering the following questions.

e RQ1: How does the proposed method perform compared with
state-of-the-art recommenders? What about the performance in
multi-task and multi-domain scenarios?

e RQ2: Can PPNet and EPNet in the proposed method address
the imperfectly double seesaw problems in multi-task and multi-
domain recommendation, respectively?

e RQ3: What is the effect of different components and implemen-
tations in the proposed method?

e RQ4: How does PEPNet perform in real online scenarios?

3.1 Experimental Settings

3.1.1 Datasets and Metrics. To evaluate PEPNet in real-world sce-
narios that suffer from the imperfectly double seesaw problem,
we collect an industrial dataset with rich domains and tasks from
Kuaishou. We extract a subset of the logs from Sept. 11th to Sept.
22nd, 2022, a total of 12 days. We consider three domains that are
the Double-Columned Discovery Tab, the Featured-Video Tab,
and the Single-Columned Slide Tab, annotated as Domain A, B
and C in our experiments. Six types of user interactions are pre-
dicted as binary targets in multiple tasks, namely Like, Follow,
Forward, Hate, Click and Eff View. Click in single-columned
tabs is defined as watching for longer than 3 seconds to simulate
the click behavior that does not exist in immersive tabs. Eff View,
short for effective view, is defined as 1 if the watch time reaches 50%
percentile or more of all samples, and 0 otherwise.

We use data from the first 10 days as the training set, the 11th
day for validation, and the last day for the test. We further filter
out users who have fewer than 10 interactions and items that are
interacted with by fewer than 10 users. And we evaluate the models
using two widely-adopted accuracy metrics including AUC and
GAUC [36]. Statistics of the dataset are summarized in Table 1,
including the basic information, the sparsity of each task in each
domain, and the overlap of users and exposed items across do-
mains. Although domains share the same item pool and contain
many overlapping users, it can be observed that item exposures
and user behaviors differ across different domains. This indicates
that users have different behavioral intentions in multiple domains
and experience a differentiated consumption ecosystem.

3.1.2  Baselines and Implementations. To demonstrate the effective-
ness of PEPNet, we compare it with several state-of-the-art methods.
The baselines fall into three categories: general recommenders that
only deal with a single task on a single domain, multi-task recom-
menders that ignore the impact of multiple domains, and multi-task
and multi-domain recommenders that consider comprehensive.
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Table 1: Statistics of the dataset used in experiments include
the basic information, the sparsity of each task in each do-
main, and the overlap of users and exposed items across
domains. Users have different behavioral intentions in mul-
tiple domains and experience a differentiated ecosystem.

Discovery Tab Featured-Video Tab  Slide Tab

Domains (Domain A) (Domain B) (Domain C)
Users 76k 110k 88k
Basic Items 9,474k 5,205k 5,588k
Instances 48,037k 68,348k 78,197k
Like 3.68% 2.91% 2.82%
Follow 0.48% 0.33% 0.35%
Task Forward 0.21% 0.21% 0.28%
s . Hate 0.20% 0.06% 0.08%
Parsity ek 14.66% 58.38% 57.33%
Eff View 45.57% 44.58% 48.48%
User Domain A - 63.64% 6.82%
Overl Domain B 92.11% - 9.09%
Ve8P Domain C 7.89% 7.27% -
Item Domain A - 38.54% 38.26%
Overl Domain B 21.17% - 40.46%
Ve8P Domain C 22.57% 43.43% -

General Recommenders: We train each task in each domain

separately to report the multi-task and multi-domain results.

e DeepFM [8] is a widely used general recommender, which re-
placed the wide part of WDL [5] with Factorization Machine.

e DCN [30] replaces Factorization Machine of DeepFM with Cross
Network to model the linear cross-feature.

o xDeepFM [14] further introduces vector-wise idea into the Cross
part of DCN to learn feature crosses efficiently.

e DCNv2 [31] uses a mixture of low-rank DCN with a healthier
trade-off between performance and latency to achieve SOTA.
Multi-task Recommenders: We train multiple tasks in each do-
main separately to report the multi-task and multi-domain results.
o DCNv2-MT extends DCNv2 to multi-task scenarios, which shares
the main model between different tasks and use different DNN

layers to generate preference scores.

o SharedBottom is the most common multi-task model that shares
the parameters of the bottom DNN layers and uses specific task
tower to generate corresponding scores.

o MMOE [18] shares several expert submodels and a gating net-
work across all tasks to implicitly model relationships between
multiple task with different label spaces.

e PLE [27] is the state-of-the-art method which sets up indepen-
dent experts for each task and considers the interaction between
experts based on retaining the shared experts in MMoE.

Multi-task and Multi-domain Recommenders: There is little

work dedicated to solving multi-task and multi-domain recommen-

dations at the same time. We propose some variants to fill the gap.

o PLE-MD extends PLE to multi-domain scenarios, which shares
the input Embedding layer across different domains.

o SharedTop first shares input Embedding layer like PLE-MD, and
shares the top DNN task towers across different domains, unlike
SharedBottom which shares the bottom DNN layer.

o SpecificTop: Different from SharedTop, this model adopts dif-
ferent task towers for the same task on different domains, while
the bottom Embedding layer is still shared across domains.
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o SpecificAll: Different from SpecificTOP, this model not only
distinguishes different top DNN task towers on different domains,
but also adopts specific bottom Embedding layers.

3.1.3  Hyper-parameter Settings. In offline experiments, we imple-
ment all the models based on TensorFlow[1]. We use Adam [12] for
optimization with the initial learning rate as 0.001. The batch size
is set as 1024 and the embedding size is fixed to 40 for all models.
Xavier initialization [7] is used here to initialize the parameters. All
methods use a two-layer feedforward neural network with hidden
sizes of [100, 64] for interaction estimation. The prior informa-
tion used in EPNet and PPNet is added as additional inputs to the
Embedding layer in all baselines for a fair comparison. We apply
careful grid-search to find the best hyper-parameters. The number
of experts in MMOoE, PLE and its variants is searched in [4, 6, 8]. All
regularization coefficients are searched in [1e™7, 1e7>, 1e73].

3.2 Overall Performance (RQ1)

Table 2 illustrates the experimental results of six tasks in three

domains. From the results, we have the following observations:

e Our proposed method consistently achieves the best per-
formance. We can observe that our model PEPNet significantly
outperforms all baselines in terms of all six task metrics on three
domains. Specifically, our model improves GAUC on average by
around 0.01 on Domain A, 0.02 on Domain B and 0.02 on Domain
C with p-value < 0.05. For the average performance of each task
on three domains, Like is increased by 0.01, Follow is increased
by 0.02, Forward is increased by 0.02, Hate is increased by 0.03,
Click is increased by 0.002, and Eff View is increased by 0.005.
The improvement is more obvious on the more sparse domain
and task, which verifies that our method can balance multi-task
and multi-domain recommendation problems more effectively. It
significantly reduces the difficulty of modeling sparse domains
and sparse tasks in a cross-domain and cross-task manner.

e General recommenders cannot balance the task seesaw.
The general recommender performs well on dense tasks (Click)
in dense domains (Domain B), but performs poorly on sparse
tasks (Forward) in sparse domains (Domain A). Simply extending
the general recommender (DCNv2) to multi-task (DCNv2-ML)
results in some tasks (Like) getting better and some tasks (Hate)
getting worse. This shows that the centralized general model has
seesaw problems when faced with multi-task estimation, result-
ing in unbalanced performance across tasks. Compared with this,
SharedBottom with a shared parameter layer and specific task
towers obtains balanced performance improvements in all met-
rics on some domains (Domain C). It demonstrates that specially
designed multi-task recommenders can alleviate the task seesaw
phenomenon. And the more complex the design of the shared
parts and specific parts of the model (MMoE and PLE), the more
obvious the performance improvement. But they still suffer from
poor performance on sparse domains (Domain A).

o Multi-task recommenders cannot balance the domain see-
saw. Even the most powerful multi-task recommenders (PLE),
when extended to multi-domain (PLE-MD), still appears that
some domains (Domain A) get better and some domains (Domain
C) get worse, i.e. the domain seesaw phenomenon. The reason
is that the top-level label space and the bottom-level embedding
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Table 2: Performance comparison of different methods in terms of all six task metrics on three domains. The best and second-
best results are highlighted in boldface and underlined respectively. * indicates that the performance difference against the
second-best result is statistically significant at 0.05 level. The experimental results are averaged over five times.

Domain A | Double-Columned Discovery Tab (AUC) Domain A | Double-Columned Discovery Tab (GAUC)

iigthod Like Follow  Forward Hate Click  EffView Like Follow Forward  Hate Click  EffView
DeepFM 0.8606 0.8025 0.7539 0.7092 0.6998 0.6908 0.6294 0.6401 0.6077 0.5490 0.5895 0.5815
DCN 0.8687 0.8017 0.7599 0.7178 0.6958 0.7038 0.6379 0.6533 0.6082 0.5378 0.5961 0.5893
xDeepFM 0.8706 0.8074 0.7828 0.7279 0.6961 0.7045 0.6459 0.6525 0.6126 0.5319  0.5973 0.5901
DCNv2 0.8725 0.8102 0.7615 0.7176 0.6973 0.7046 0.6441 0.6545 0.6161 0.5360 0.5963 0.5909
DCNv2-MT 08708 07949 07541  0.6489 06931 07007  0.6508 0.6468  0.6037 05187 05942  0.5907
SharedBottom 0.8685 0.7585 0.7587 0.7172 0.6922 0.7000 0.6301 0.6112 0.5782 0.4801 0.5933 0.5824
MMoE 0.8664 0.7676 0.7615 0.7306 0.6928 0.7010 0.6295 0.6155 0.5764 0.4998 0.5903 0.5806
PLE 0.8736 0.7991 0.7773 0.7674 0.6931 0.7006 0.6337 0.6420 0.5854 0.5338 0.5918 0.5812
PLE-MD 0.8708 0.8001 0.7612 0.7310 0.6912 0.7041 0.6585 0.5985 0.5398 0.5455 0.5903 0.5881
SharedTop 0.8709 0.7973 0.7682 0.7601 0.6925 0.7035 0.6454 0.6506 0.6214 0.5502 0.5936 0.5872
SpeciﬁCTop 0.8700 0.7906 0.7624 0.7012 0.6928 0.7042 0.6435 0.6578 0.6131 0.4780 0.5939 0.5870
SpecificAll 0.8673 0.7705 0.7618 0.7122 0.6926 0.7010 0.5924 0.6269 0.6076 0.5119 0.5621 0.5819
PEPNet 0.8797° 0.8258* 0.7911° 0.7887*° 0.6957 0.7080* 0.6549 0.6704* 0.6397° 0.5517 0.5950 0.5938*
Domain B | Featured-Video Tab (AUC) Domain B | Featured-Video Tab (GAUC)
Method Like Follow  Forward Hate Click Eff View Like Follow  Forward Hate Click Eff View
DeepFM 0.8901 0.8616 0.7738 0.8017 0.7156 0.7044 0.6247 0.6388 0.6020 0.5573 0.6106 0.6018
DCN 0.8949 0.8618 0.7783 0.8083 0.7152 0.7072 0.6342 0.6493 0.5992 0.5603 0.6105 0.6065
xDeepFM 0.9027 0.8670 0.7796 0.8071 0.7191 0.7075 0.6378 0.6563 0.6006 0.5647 0.6109 0.6127
DCNv2 0.9040 0.8601 0.7767 0.8111 0.7190 0.7072 0.6408 0.6525 0.6059 0.5769 0.6149 0.6130
DCNv2-MT 0.9008 0.8523 0.7687 0.7886 0.7185 0.7074 0.6365 0.6465 0.6011 0.5716 0.6148 0.6143
SharedBottom  0.8876 0.8629 0.7746 0.8399 0.7154 0.7033 0.6267 0.6415 0.6060 0.5598 0.6098 0.6092
MMoE 0.8889 0.8611 0.7760 0.8325 0.7155 0.7037 0.6294 0.6499 0.6061 0.5841 0.6127 0.6126
PLE 0.8905 0.8677 0.7625 0.8326 0.7157 0.7033 0.6304 0.6472 0.5939 0.5822 0.6106 0.6095
PLE-MD 0.8606 0.7949 0.6184 0.7724 0.5288 0.5946 0.5712 0.6111 0.5251 0.5330 0.5666 0.5596
SharedTop 0.9002 0.8647 0.7705 0.8302 0.7185 0.7070 0.6239 0.6505 0.6001 0.5835 0.6125 0.6101
SpecificTop 0.8139 0.7534 0.6834 0.6525 0.3859 0.4016 0.5633 0.6033 0.5767 0.5224 0.4995 0.4996
SpecificAll 0.8790 0.8565 0.7746 0.8300 0.7161 0.7044 0.6266 0.6411 0.6047 0.5640 0.6115 0.6119
PEPNet 0.9042 0.8837* 0.7974* 0.8587° 0.7203* 0.7092 0.6431 0.6705* 0.6257° 0.6207° 0.6189* 0.6208*
Domain C | Single-Columned Slide Tab (AUC) Domain C | Single-Columned Slide Tab (GAUC)
Method Like Follow  Forward Hate Click  EffView Like Follow  Forward Hate Click  EffView
DeepFM 0.8945 0.8571 0.7783 0.8406 0.7154 0.7107 0.6350 0.6379 0.6024 0.5763 0.6350 0.6202
DCN 0.8962 0.8598 0.7801 0.8431 0.7142 0.7136 0.6402 0.6451 0.6082 0.5805 0.6209 0.6231
xDeepFM 0.9013 0.8633 0.7796 0.8514 0.7192 0.7178 0.6431 0.6465 0.6055 0.5738 0.6227 0.6272
DCNv2 0.9025 0.8603 0.7806 0.8521 0.7261 0.7181 0.6455 0.6505 0.6192 0.5827 0.6240 0.6292
DCNv2-MT 0.9022 0.8583 0.7710 0.8430 0.7273 0.7182 0.6442 0.6423 0.6093 0.5726 0.6247 0.6296
SharedBottom 0.9017 0.8574 0.7677 0.8346 0.7242 0.7152 0.6359 0.6436 0.6194 0.5834 0.6222 0.6240
MMoE 0.9014 0.8565 0.7667 0.8432 0.7245 0.7143 0.6334 0.6370 0.6131 0.5663 0.6214 0.6232
PLE 0.9018 0.8651 0.7723 0.8507 0.7246 0.7155 0.6345 0.6467 0.6142 0.6053 0.6233 0.6257
PLE-MD 0.7237 0.7621 0.5203 0.7146 0.4437 0.4491 0.5432 0.5984 0.4770 0.4740 0.5470 0.5005
SharedTop 0.9019 0.8605 0.7641 0.8458 0.7249 0.7180 0.6337 0.6424 0.6169 0.5863 0.6217 0.6271
SpecificTop 0.2056 0.6330 0.5199 0.6426 0.4833 0.4540 0.4214 0.5018 0.4778 0.5156 0.4919 0.4821
SpecificAll 0.9011 0.8582 0.7683 0.8510 0.7244 0.7148 0.6333 0.6375 0.6174 0.5810 0.6208 0.6237
PEPNet 0.9063* 0.8843* 0.7927* 0.8589° 0.7296 0.7203 0.6501° 0.6720* 0.6373* 0.6212* 0.6311 0.6342*

space have inconsistencies. The limitation of multi-task meth-
ods that model separate domains is that they cannot consider
cross-domain and cross-task information simultaneously. The
multi-task and multi-domain variants SharedTop built on Shared-
Bottom, an early effort in multi-task learning, can alleviate the
double seesaw phenomenon to a certain extent. With the task
tower being specific to domains, SpecificTop only brings better
results in some domains (Domain A) while increasing the number
of parameters several times. While SpecificAll further divides the
underlying embedding space, which ignores the shared knowl-
edge between domains and deteriorates the recommendation

3.

effect. Our method plugs gated networks based on shared bottom
Embedding layers and shared top DNN task towers to capture
the user’s personalized bias across domains and tasks, achieving
the best performance with a small number of parameters.

3 Ablation Study (RQ2)

To further validate the effectiveness of the sub-modules proposed in
the PEPNet model, we compare the offline performance of models
without the PPNet module, without the EPNet module, without
both modules, and the complete model, as shown in Figure 4 (a).

In

addition, we study the generalization ability of PEPNet as a
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Figure 5: Performance of PEPNet model with different settings and implementations.

plug-and-play module on other settings than multi-task and multi-
domain recommendation problems. Specifically, we compare the
effect of PPNet for multi-task and single-domain recommendation
in Figure 4 (b), the effect of EPNet for single-task and multi-domain
recommendation in Figure 4 (c), and the effect of adding PPNet to
single-task and single-domain models in Figure 4 (d).

The results in Figure 4 (a), (b) and (c) show the effectiveness of
capturing cross-domain and cross-task information via EPNet and
PPNet. Embedding personalization of EPNet and parameter per-
sonalization of PPNet can bring further performance improvement,
respectively. In Figure 4 (d), adding pure parameter personalization
to single-task and single-domain models can also bring benefits
for general recommendation problems, which also illustrates the
importance of modeling personalization bias in recommendation.

3.4 Hyper-parameter Study (RQ3)

To study the influence of different settings and implementations
in the proposed model, we conduct hyperparameter experiments.
Firstly, we compare the performance of EPNet under different em-
bedding sizes for each input feature in Figure 5 (a), and the effect
of the number of DNN layers coupled with PPNET in Figure 5 (b).
Secondly, since we propose to add scaling factors on the Sigmoid
in Gate NU to amplify or compress the differences between dimen-
sions, we evaluate the recommendation performance under differ-
ent coefficients in Figure 5 (c). Finally, we study the role of extra
input in EPNet and PPNet, and compare the effect on performance of
removing input, adding input but removing BackPropagation(BP),
and adding input and BP in Figure 5 (d).

From the results, we can observe that the performance of EPNet
is robust under embeddings of different dimensions, and even small
dimension with only 16 still keeps an excellent performance. As
the number of DNN layers increases, the performance of PPNet
becomes better, but after a certain number of layers, a too deep

neural network will lead to overfitting. The coefficient of Sigmoid
in Gate NU performs best when the value is 2, because its output
range is (0, 2) centered at 1, which can better balance the scaling
effect. Adding general input and removing BackPropagation(BP) in
EPNet and PPNet is better than other settings, which shows that
this manner can make better use of input information and model
user personalization without affecting the backbone network.

3.5 Online A/B Testing (RQ4)

To evaluate the online performance of PEPNet, we conduct rigorous
online A/B testing. Table 3 shows the improvements of three rep-
resentative domains: Double-Columned Discovery Tab, Featured-
Video Tab, and Single-Columned Slide Tab. Unlike CTR and GMV
in e-commerce scenarios, short-video scenarios pay attention to the
following metrics: Like, Follow, Forward and Watch Time. Watch
Time measures the average watching time on videos of each user.
We can see that all metrics improve significantly compared with
the previous SOTA method. Note that 0.1% increase in Watch Time
is considered an effective improvement in Kuaishou, so PEPNet
achieves significant business benefits. PEPNet is deployed in our
online service, serving over 300 million users every day.

4 RELATE WORK

Our work builds on traditional CTR prediction and extends it to
multi-domain and multi-task using gates. In this section, we discuss
related works about CTR prediction, multi-domain learning, multi-
task learning, and gating mechanisms in the recommendation.

4.1 Click-Through Rate Prediction

Click-Through Rate(CTR) Prediction is the most important growth
engine for E-commerce and streaming Internet companies, which
can improve user experience and increase company revenue. The
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Table 3: Online gains in three representative domain. Note
that in the Kuaishou short-video recommendation scenario,
0.1% increase in Watch Time is a significant improvement.

Discovery Tab  Featured-Video Tab  Slide Tab

Like +1.08% +1.36% +2.11%
Follow +1.43% +1.81% +2.23%
Forward +1.31% +1.55% +1.43%
Watch Time +1.25% +1.93% +2.12%

traditional shallow CTR models, e.g. Logistic Regression (LR), Fac-
torization Machine (FM) and Gradient Boosting Decision Tree
(GBDT), with their strong interpretability and lightweight training
deployment requirements, were widely used in the early days.
Due to the powerful ability of deep learning to capture high-order
feature cross, modern deep methods achieve significant improve-
ments. FNN[32] uses FM to pre-train the embedding layer and then
inputs the processed dense features into DNN. PNN [23] transfers
the vector inner/outer product from pre-training directly to the
neural network. WDL [5] jointly trains a wide linear model and a
deep neural network to combine the memory and generalization
advantages. DeepFM [8] replaces the wide part of WDL with FM,
thus no longer relying on manual feature engineering. DCN[30, 31]
replaces FM of DeepFM with Cross Network, and xDeepFM[14]
further introduces the idea of vector-wise into the Cross part of
DCN. DCNv2 [31] uses a mixture of low-rank DCN with a healthier
trade-off between performance and latency to achieve SOTA.

4.2 Multi-domian Learning

Multi-domain learning is an extension of domain adaptation and
belongs to transductive transfer learning. Transfer learning can use
source domains with sufficient labeled data to help target domains
with little labeled data. When the data distributions in the source
and target domains are different, but the two tasks are the same, this
special kind of transfer learning is named Domain Adaptation [6].
Models trained directly on the source domain generally perform
poorly on the target domain due to not satisfying the Independent
and Identically Distributed (IID) assumption, a phenomenon known
as Negative Transfer[3, 4]. The basic idea of domain adaptation
is to align the data of different distributions of source and target
domains into a unified space to obtain domain-invariant features.
Different from general domain adaptation problems, multi-source
domain adaptation involves multiple source domains with different
distributions, and multi-target domain adaptation aims to trans-
fer to multiple target domains [37]. And the key to solving such
problems is alignment strategies on multiple domains [21, 33, 34].
Traditional CTR prediction mainly focuses on estimating a single
target in a single domain. With the continuous increase of real-
world scenarios, joint training from different domain data needs
to be considered. Therefore, unlike previous work, multi-domain
learning in recommendation scenarios [13, 25] weakens the con-
cepts of source and target domain and emphasizes the simultaneous
improvement of recommendation effect in multiple domains.

4.3 Multi-task Learning

Multi-task learning aims to learn multiple related tasks at the same
time, and facilitate the learning of each specific task by mining
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shared information. Early linear models [2] used shared sparse
representations to learn across multiple tasks. In the era of deep
learning, hard parameter sharing methods may cause negative
transfer due to task differences. To achieve better performance,
some studies deal with optimization with soft parameter sharing
methods. The cross-stitch network [20] and sluice network [24] are
proposed to learn linear combinations of task-specific hidden layers.
Other methods use gating mechanisms and attention mechanisms
for information fusion. MOE [11] uses the gate structure to combine
several experts shared at the bottom. MTAN [15] consists of a shared
network and several task-specific attention modules.

In recommendation systems, early models based on collabora-
tive filtering and matrix factorization [16, 28, 29] express lower
expressivity and ignore the correlation between tasks. Due to ir-
replaceable advantages such as simplicity and efficiency, the hard
parameter sharing at the bottom (ShareBottom) is widely used in
recommendation systems. MMoE[18] further shares all experts in
different tasks and use different gates for each task to extend MOE.
ESSM [19] is based on a soft parameter sharing structure and si-
multaneously optimizes two related tasks with sequential modes to
alleviate the sparsity of the prediction target. Based on retaining the
shared experts in MMoE, PLE [27] sets up independent experts for
each task and considers the interaction between different experts.

4.4 Gating Mechanisms in Recommendation

Gating mechanism is widely used in recommendation systems due
to its ability to adaptively strengthen important information and
weaken irrelevant information. Most recently, Ma et al. [17] pro-
pose a hierarchical gating network (HGN), which uses feature-level
gate and instance-level gate modules to automatically model user’s
selection of item instances with different features. Huang et al. [10]
applies the squeeze-excitation network (SENET) proposed in the
field of computer vision to dynamically capture the importance of
features and use a bilinear function to learn feature combinations.
Huang et al. [9] propose the feature embedding gate and hidden
gate, which adaptively select features and feature interactions to
be passed to deeper layers of the network by using themselves as
gate inputs. However, these methods emphasize information selec-
tion without considering personalized modeling. Due to the lack of
insight and design of domain seesaw and task seesaw, they are not
suitable for the multi-task and multi-domain recommendation.

5 CONCLUSION

In this paper, we studied the imperfectly double seesaw problem,
where some domains have much less data than others and some
tasks suffer from sparse labels. Then, we proposed a Parameter and
Embedding Personalized Network (PEPNet) which learned the het-
erogeneous relationships between multiple domains and multiple
tasks. In Kuaishou’s recommendation scene, embedding personal-
ization and parameter personalization were fully considered, which
greatly improved the user’s consumption experience. And for the
characteristics of short-video recommendation, we made engineer-
ing strategies to optimize during training and online inferring. We
have deployed the model at Kuaishou Apps. All online and offline
experiments of multiple tasks from multiple domains achieved sig-
nificant improvements in both App usage and engagement.
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