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ABSTRACT
In light of the success of the pre-trained language models (PLMs),
continual pre-training of generic PLMs has been the paradigm
of domain adaption. In this paper, we propose QUERT, A Con-
tinual Pre-trained Language Model for QUERy Understanding in
Travel Domain Search. QUERT is jointly trained on four tailored
pre-training tasks to the characteristics of query in travel domain
search: Geography-aware Mask Prediction, Geohash Code Predic-
tion, User Click Behavior Learning, and Phrase and Token Order
Prediction. Performance improvement of downstream tasks and
ablation experiment demonstrate the effectiveness of our proposed
pre-training tasks. To be specific, the average performance of down-
stream tasks increases by 2.02% and 30.93% in supervised and un-
supervised settings, respectively. To check on the improvement of
QUERT to online business, we deploy QUERT and perform A/B
testing on Fliggy APP. The feedback results show that QUERT in-
creases the Unique Click-Through Rate and Page Click-Through
Rate by 0.89% and 1.03% when applying QUERT as the encoder.
Resources are available at https://github.com/hsaest/QUERT.
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1 INTRODUCTION

 User 3      ：Hangzhou package tour

 User 2      ：one-day tour of West Lake

 User 1      ：package tour Hangzhou
Click

One-day tour of Hangzhou, including 
visiting West Lake and Linyin Temple...

Click

Return

Input Query Item 

Hangzhou, West Lake,Lingyin Temple

Mentioned Geography

  User 4      ：tour package Hangzhou 
Return

Figure 1: Examples of query and click item. “Click” in green
means users click the item, and “Return” in red means the
item is expected to return for the query.

Pre-trained language models (PLMs) [6, 12, 17, 30] have become
the backbone models in the field of natural language processing
(NLP) due to their superior representation ability. Thus, PLMs are
widely used in various domains and provide significant perfor-
mance gains for downstream tasks (e.g., text classification [7] and
information extraction [15]).

However, commonly used pre-trained models often perform
poorly when directly transferred to specific domains (e.g., travel do-
main search). This is caused by the mismatch between the corpora
in the pre-training stage and the data in the target task. In order to
address this problem, previous work proposes to use domain cor-
pora to continually pre-train domain-specific models, like BioBERT
[13] for bio-medicine, FinBERT [1] for finance, and COMUS [8]
for math problem understanding, etc. With the domain adaption
model, the performance of downstream tasks has been significantly
improved, which validates the importance of continual pre-training
on domain data.
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In this paper, we focus on the continual pre-training for query
understanding in travel domain search. Travel domain search is the
basis of an online travel APP, and there are many studies devoted
to this aspect (e.g., named entity recognition [3] and hotel search
ranking [29]). Nevertheless, to the best of our knowledge, there
is no work focused on PLM in travel domain search. In addition,
due to the characteristics of the query in travel domain search, the
previous pre-training tasks are not applicable. We analyze the query
in travel domain search and summarize three characteristics: (1)
Geography Awareness.Most user input queries consist of geo-
graphical location and intention (e.g., in “package tour Hangzhou”,
“package tour” is the intention, and “Hangzhou” is a tourist city
in China). But classical MLMs fail to grasp the importance of ge-
ography because the random masking strategy treats all tokens
equally. Besides, the representation produced by MLM is based
on contextual understanding, which means it can not reflect the
real physical geography information. (2) . In the search logs, many
different queries link to the same click item, which means they have
similarity driven by user click behavior. Therefore, PLM in travel
domain search is expected to model such a potential similarity. As
shown in Figure 1, “package tour Hangzhou” and “one-day tour
of West Lake” are two literally different queries, but they point
to the same click item. However, the conventional PLMs do not
have such an ability because of lacking related pre-training tasks.
(3) Robustness to Phrase and Token Order. First, due to the
user input habit, users might freely permutate the phrase order in
a query. For example, “package tour | Hangzhou” (“|” denotes the
phrase separator) might be entered as “Hangzhou | package tour”.
Second, the token orders in the phrase might be transposed because
of the user misinput (e.g., “tour package | Hangzhou”). We define
the above phenomena as Phrase Permutation and Token Permuta-
tion, respectively. In fact, the intentions in these two permutation
cases are the same, and the returned results are expected to be
the same. Therefore, the model in travel domain is expected to be
robust to phrase and token order. However, due to lacking specific
pre-training, conventional language models cannot understand the
logical consistency in permutation. According to the query charac-
teristics in travel domain search, we propose QUERT to effectively
learn query representations through four customized pre-training
tasks. Given a query, we introduce its click item as the additional
information. Specifically, to solve problem (1), we design a masking
strategy called Geography-aware Mask Prediction (Geo-MP) to
force the pre-trained model to pay more attention to the geograph-
ical location phrases. In addition to semantic understanding, we
introduce geohash in Geohash Code Prediction (Geo-CP) task
to model real physical geographic information for the language
model. As for problem (2), in order to build a connection between
the different queries linking to the same click item, we propose
User Click Behavior Learning (UCBL) to learn the potential
similarity. To solve problem (3), we propose Phrase and Token
Order Prediction (PTOP). We shuffle the phrases and tokens to
simulate the permutation. QUERT is expected to predict the original
phrases and tokens order of the shuffled query. This task aims to
enable QUERT to learn the logical consistency in permutation and
be robust to phrase and token order.

Our contributions are summarized as follows: 1) To the best of
our knowledge, we are the first to explore continual pre-training

for query understanding in the travel domain search. 2)We propose
four tailored pre-training tasks: Geography-aware Mask Predic-
tion, Geohash Code Prediction, User Click Behavior Learning, and
Phrase and Token Order Prediction. 3) The experimental results
on five downstream tasks related to travel domain search prove
the effectiveness of our method. In particular, model performance
improves by 2.02% and 30.93% under supervised and unsupervised
settings, respectively. And the online A/B testing on Fliggy APP1
demonstrates that QUERT improves the Unique Click-Through Rate
and Page Click-Through Rate by 0.89% and 1.03% when applying
QUERT as the feature encoder.

2 RELATEDWORK
The related work in this paper can be divided into three groups:
open domain pre-trained language models, domain adaption pre-
trained language models and query search.

Open Domain PLMs. Based on the Transformer [26] archi-
tecture, BERT [5] has proven the effectiveness of large-scale cor-
pora pre-training in natural language processing. After that, other
Transformer-based models [2, 12, 14, 30] followed, either struc-
tural improvements or changes in pre-training tasks. Instead of
only considering representations based on token-level masking
strategy, Zhang et al. [31] adopt entity-level masking and phrase-
level masking as the masking strategy. Likewise, SpanBERT [11] no
longer masks individual tokens but continuous spans to enhance
the model’s text comprehension.

Domain Adaption PLMs. Gururangan et al. [9] point out that
domain adaption PLMs provide large gains in domain tasks. Based
on the large corpora of financial texts, FinBERT [1] gains outstand-
ing performance in financial sentiment classification. For Tweets,
Nguyen et al. [22] propose BERTweet to improve the performance
on several Tweet NLP Tasks. Besides, COVID-Twitter-BERT [21]
achieves state-of-the-art (SOTA) performance on five classification
tasks. And the largest performance gap is in the COVID-19 clas-
sification task. Excellent performance reflects the importance of
domain adaption pre-training.

Query Search. For query search, PROP [19] and B-PROP [20]
introduce representative words prediction task in the pre-training
phase to model query and document. Furthermore, it turns out
that incorporating geographic information into a language model
can make the model geo-sensitive. For example, Baidu Maps apply
ERNIE-GeoL [10], a language model pre-trained on whole word
mask and geocoding prediction task, to improve the performance
on geographical tasks. In the Point of Interest (POI) search, Liu
et al. [16] propose Geo-BERT to learn graph embeddings that simu-
late the POIs distribution. However, due to the pre-defined single
objective, the above work only considers a single characteristic
of the query and thus cannot be generalized to other tasks in the
search domain. Therefore, we propose custom tasks based on the
common characteristics of the travel domain search to improve the
generalization of the model.

3 QUERT
Given a query 𝑞 = [𝑤𝑞,1, ...,𝑤𝑞,𝑚] and its click item title 𝑐 =

[𝑤𝑐,1, ...,𝑤𝑐,𝑛], where𝑚 and 𝑛 are the numbers of tokens in 𝑞 and
1Fliggy is an online travel agency in China. The official website is www.fliggy.com

www.fliggy.com
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Figure 2: Our framework of QUERT. The Geohash Codes in the figure are only for presentation and do not represent the final
code in our implementation.

𝑐 , QUERT obtains the contextual representation for each token. As
shown in Figure 2, “package tour Hangzhou” is the query, and “One-
day tour of Hangzhou including visiting West Lake and Lingyin
Temple” is the related click item title. For convenience, we define the
phrase as a group of tokens standing for a grammatical unit. For ex-
ample, in the mentioned query, “package” is a token, while “package
tour” is a phrase. According to the characteristics of query in travel
domain search, we design four pre-training tasks: Geography-
aware Mask Prediction (Section 3.1), Geohash Code Prediction
(Section 3.2), User Click Behavior Learning (Section 3.3), and
Phrase and Token Order Prediction (Section 3.4).

3.1 Geography-aware Mask Prediction
Geography-awareMask Prediction (Geo-MP) aims to enable QUERT
to be aware of geography information. The reason is that we observe
that most of the queries contain geography information in the travel
domain search. To verify this point, we randomly sample 1,000
queries from Fliggy APP and identify the geography information
through inner geography dictionary mapping. The statistical result
shows queries containing geography information account for 65%.
Therefore, the language models are expected to be good at the
representation of geography-related queries. However, the existing
pre-trained language models (e.g., BERT) do not have this capability
because of lacking specific pre-training tasks. Thus, we propose the
Geography-aware Mask Prediction to improve the situation.

Given query𝑞 and its corresponding click item 𝑐 , we use a special
token “[SEP]” to combine them. The reasons for incorporating click
items are summarized as two points. First, in our statistics, most
of the query lengths are concentrated between 1 and 10. Short text
length is not conducive to pre-training but increases the risk of
weakening the model’s representation ability (detailed experimen-
tal proofs are described in Section 4.2.1). Second, the click items

are derived from real user behavior, which verifies the query and
item are highly matched. Besides, the length of the item title is
appropriate (concentrating between 25 and 35). Thus, the click item
is the optimal solution to enrich query information.

Inspired by BERT, we apply masked language model (MLM) to
predict the masked tokens, where the difference is we assign a
higher probability to geography tokens. To be specific, we use the
NER tool2 as a detector to identify geography phrases that appear
in 𝑞 and 𝑐 . We design three mask strategies. First, for geography
phrases in both 𝑞 and 𝑐 , we set a mask probability of 50% for them.
We consider that when common geography phrases are masked at
the same time, the randomness of the prediction is excessive due
to the lack of context. Ideally, with this probability, for geography
phrases in 𝑞 and 𝑐 , when one of them is masked, the other is visible.
This enables the model to infer the masked phrase from the visible
one. Second, we assign a mask probability of 30% to the geography
phrases that only appear in 𝑞 or 𝑐 . Third, for the rest of the tokens,
as with BERT, we mask 15% of them. The masked language model
loss is given by:

L𝐺𝑒𝑜−𝑀𝑃 = −
∑︁
𝑖∈𝑀𝑤

log𝑝
(
𝑤𝑖 | 𝑤\𝑀𝑤

)
, (1)

where𝑀𝑤 is the positions of masked tokens.

3.2 Geohash Code Prediction
In addition to Geo-MP, we introduce Geohash Code Prediction
(Geo-CP) to enhance the geography sensitivity of QUERT. The rea-
son is that in travel domain search, semantic understanding is not
enough for downstream tasks (e.g., Query Rewriting and Query-
POI Retrieval). For example, in the Query-POI retrieval task, when
the query is “Hangzhou Tour”, “West Lake” is one of the potential
2In this paper, we use AliNLP which is developed by Alibaba Damo Academy.



KDD ’23, August 6–10, 2023, Long Beach, CA, USA Xie and Liang, et al.

recall because West Lake is a famous POI located in Hangzhou.
However, MLMs based on mask strategy can only understand ge-
ographical location from the semantic level and cannot capture
the hierarchy or distance relationship between geographical lo-
cations. So MLM may recall POIs mentioning “Hangzhou” while
ignoring “West Lake”. Thus, QUERT is expected to have the ability
to model real geographic locations (e.g., physical location distance
and geographical hierarchy). Therefore, we put forward Geo-CP.

Given click query and click items, the objective of Geo-CP is
to predict the geohash code produced by the geohash algorithm.
The geohash algorithm divides geographic blocks into several grids
and encodes them according to latitude and longitude. The code is
represented as a string, with precision controlled by the number
of bits in the string. Each bit represents a different granularity of
geographic information. And the adjacent grids share the same
prefix. We assume that the length of geohash code is 𝑁 bits. In
order to encode the geography text, first, we locate the latitude
and longitude of every geography entity in items. Geography data
uploaded by the service provider is considered to be of high confi-
dence. This is why we only consider the geography in item. Second,
we encode latitude and longitude into geohash code. Finally, in
order to get a unique encoding for each input, we process them
separately according to the number of parsed geography units. 1)
For item including no geography unit, we use 𝑁 bits special token
“*” to stand for it. 2) For item including only one geography unit,
we adopt its geohash code as the final geohash code. 3) For item
including several different geography units, we adopt their longest
prefix as the final geohash code. And the parts that are short of 𝑁
bits are filled with special tokens “*”. In terms of model architecture,
we use N independent multi-layer perceptrons (MLPs) to predict
bits at different positions. In other words, each MLP has its own
granularity prediction capability. The Geo-CP loss is defined as:

L𝐺𝑒𝑜−𝐶𝑃 = − 1
𝑁

𝐿∑︁
𝑖=1

𝑦𝑖 log𝑝𝑖 , (2)

where 𝐿 is the number of potential characters in one bit.

3.3 User Click Behavior Learning
In the search logs, we observe that literally different queries may
point to the same click item. For instance, “package tour Hangzhou”
and “one-day tour of West Lake” are both related to the item “One-
day tour of Hangzhou including visiting West Lake and Lingyin
Temple”. These two queries are not literally similar, but they have
an implicit query similarity driven by user click behavior. Conven-
tional MLMs are unable to model this implicit similarity because
of lacking specific pre-training. Therefore, we propose User Click
Behavior Learning (UCBL) based on contrastive learning.

Formally, given a query 𝑞𝑖 and its click item 𝑐𝑖 , according to the
click rate, we select the top K from the queries linking to 𝑐𝑖 and
combine them into a group 𝐺 = {𝑞𝑖1, 𝑞𝑖2, ..., 𝑞𝑖𝐾 }. Then, in order
to guarantee the diversity, we randomly choose one from 𝐺 as the
positive example 𝑞𝑝𝑜𝑠

𝑖
of 𝑞𝑖 . As for other queries 𝑞 𝑗 in batch, we

regard them and the corresponding positive examples 𝑞𝑝𝑜𝑠
𝑗

as the
negative examples for 𝑞𝑖 . Feeding 𝑞𝑖 and 𝑞

𝑝𝑜𝑠

𝑖
into the encoder (i.e.,

QUERT), we adopt the “[CLS]” embedding to represent the input.
The embeddings are represented as R𝑖 and R𝑝𝑜𝑠

𝑖
respectively. The

optimizing objective can be expressed as following:

L𝑈𝐶𝐵𝐿 = − log
exp(sim(Ri,Rpos

i )/𝜏)∑N
𝑗=1 exp(sim(Rj,Rpos

j )/𝜏)
, (3)

The sim(·) function which we use is cosine similarity, and 𝜏 is used
for smoothing the distribution.

3.4 Phrase and Token Order Prediction
Phrase and Token Order Prediction (PTOP) is designed to enable
QUERT to learn the logical consistency in permutation, thus being
robust to phrase and token order. According to our observation, the
permutation query in the travel domain has the following two types.
1) Phrase Permutation. Queries are presented in different forms
because of users’ personalized input habits. For example, the query
“package tour Hangzhou” would be entered as “Hangzhou package
tour”. This would lead to differences in the returned results due to
the change of query. In essence, for the same intention queries, the
returned results are expected to be the same. 2) Tokens in Phrase
Permutation. User misinput causes the token permutation in the
query. Taking the same case “package tour Hangzhou” for example,
wrong results will be returned if the user enters “tour package
Hangzhou”. In our statistics, the inappropriate returned results
caused by token permutation account for 5.3% in 5000 randomly
selected bad cases. However, conventional PLMs are not good at
modeling such logical consistency in permutation. To this end, we
propose Phrase and Token Order Prediction in this paper.

Given the original query “package tour Hangzhou”, QUERT is
expected to predict every token’s corresponding phrase order and
token order after permutation. We pre-define the phrase order for
every token as (1, 1, 2). “package” and “tour” are both in the first
phrase, so their phrase orders are both “1”. And the token order for
every token is (1, 2, 1). Note that every token order is limited to the
phrase to which the token belongs. In other words, the maximum
token order is no greater than the length of its corresponding phrase.
Specifically, in the phrase “package tour”, “package” is the first
token, and “tour” is the last token, so their token order is “1” and
“2” respectively. And “Hangzhou” belongs to the second phrase, so
its token order is back to “1”.

To simulate the permutation, first, we randomly shuffle phrases
in a query. So the “package tour Hangzhou” would be ‘Hangzhou
package tour”, and the ground truth phrase order is defined as
𝑦 = (2, 1, 1). Second, we randomly select phrases with a specific
probability and shuffle the tokens in them. Under this setting, we
assume the selected phrase is “package tour”. After shuffling, the
phrase would be “tour package”. And the final shuffled query is
“Hangzhou tour package”. Therefore, in this case, the ground truth of
the token order is 𝑦 = (1, 2, 1). Lastly, the output order is computed
by the tokens layer and phrase layer, respectively. Since token
order is predicted based on the phrase, we design the tokens layer
following phrase layer:

[𝑟1, . . . , 𝑟𝑖 , . . . , 𝑟𝑚] = 𝑄𝑈𝐸𝑅𝑇
( [
𝑤𝑞,1,𝑤𝑞,2, . . . ,𝑤𝑞,𝑚

] )
,

𝑝𝛼𝑖 = Softmax(MLPphrase (𝑟𝑖 )),

𝑝
𝛽

𝑖
= Softmax(MLPtoken (MLPphrase (𝑟𝑖 ))) .

(4)



QUERT: Continual Pre-training of Language Model for Query Understanding in Travel Domain Search KDD ’23, August 6–10, 2023, Long Beach, CA, USA

The training formulation is given by:

L𝑇𝑃𝑂𝑃 = − 1
𝑚

𝑚∑︁
𝑖=1

(
𝑄∑︁
𝑐=1

𝑦𝛼𝑖,𝑐 log
(
𝑝𝛼𝑖,𝑐

)
+

𝑅∑︁
𝑑=1

𝑦
𝛽

𝑖,𝑑
log

(
𝑝
𝛽

𝑖,𝑑

))
(5)

where 𝑄 is the pre-defined maximum number of phrases, and 𝑅 is
the pre-defined maximum token number in phrase. Note that we
only predict the order of the tokens and phrases in query.

3.5 Loss Function
In order to enable QUERT to integrate the above capabilities, we
use joint training to combine four tasks. We consider each task to
be equally important, so no additional weight is assigned. And the
overall training loss function is defined as:

L = L𝐺𝑒𝑜−𝑀𝑃 + L𝐺𝑒𝑜−𝐶𝑃 + L𝑈𝐶𝐵𝐿 + L𝑇𝑃𝑂𝑃 , (6)

The pre-training target is to minimize the L.

4 EXPERIMENTS
In this section, we demonstrate the effectiveness of our model
through extensive offline experiments. Then, we deploy the model
on Fliggy APP to test its performance in real online scenarios.

4.1 Experimental Setup
4.1.1 Pre-training corpora. We collect data from the past three
years of Fliggy’s real online business scenarios. The data consists of
user search query 𝑞, click items 𝑐 , and their confidence scores (i.e.,
unique visitor click hits𝑈𝑉𝐶 and unique visitor payment hits𝑈𝑉𝑃 ).
Since the original data from online business contains numerous
noise, we rank the data according to the weighted score 𝑆 = 𝑈𝑉𝐶 +
10 × 𝑈𝑉𝑃 . To ensure the quality of the data, we select the top 5
million highest weighted score pairs 𝑃 = (𝑞, 𝑐) and discard others.

4.1.2 Downstream Tasks. The downstream tasks are described as
follows.

Query Rewriting (QR). QR aims to reduce the expression gap
between user queries and items. In other words, QR rewrites an
unparsed query into a parsed query which is stored in the database.
To build a high confidence dataset, first, we collect unparsed user
input queries and the corresponding click items from search logs.
Then we select the parsed query linked to the same click item as
the candidate samples. Finally, to ensure the quality of the dataset,
we invite people to annotate the candidate samples and filter those
that are marked as untrustworthy.

For evaluation, we select 181,405 standard queries as candidates.
We adopt accuracy (Acc) and hit rate (Hits@K) as evaluationmetrics.
Hits@K means the success rate of finding the ground truth in top
K candidates. In line with the actual business, we set K to 20 in
our experiments. In order to retrieve, we feed the query into an
encoder (e.g., BERT, RoBERTa, and QUERT) and gain its embedding.
We calculate the cosine similarity between the tested query and all
candidates. The top K highest cosine similarity sample would be
used for evaluation. In the supervised setting, we use contrastive
learning to fine-tune the similarity. Specifically, the ground truth is
regarded as a positive example, and negative examples are randomly
sampled in the training batch.

Query-POI Retrieval (QPR).Given a query, QPR aims to provide
several POI recommendations to improve users’ search experience.

Table 1: Statistics of downstream tasks dataset. “#” indicates
the number of samples.

TASK # MetricTrain Dev Test
Query Rewriting 20,000 2,500 2,500 Acc, Hits@20
Query-POI Retrieval 26,854 3,836 2,947 Acc, Hits@20
Query Intention Classification 54,003 6,712 6,709 P, R, F1
Query Destination Matching 67,241 7,982 8,443 P, R, F1
Query Error Detection 48,333 6,890 6,794 P, R, F1

In order to construct the dataset, for every query, we select the top
20 click rate POIs as ground truths. All data is manually verified
again.

For evaluation, we select 201,184 POIs as candidates for retrieval.
Accuracy (Acc) and hit rate (Hits@K) are adopted as evaluation
metrics. And K is set to 20. The implementation detail of training
is the same as QR.

Query Intention Classification (QIC). For precise recommen-
dation of relevant items, QIC aims to predict the user’s intention
based on the input query. Based on business practices, we pre-define
20 categories of intentions. For dataset building, first, we extract
the item category with the highest click rate corresponding to the
query as the intention pseudo-label. For these data, we perform
additional human checks and construct the dataset.

We regard this task as a sentence multi-class classification task.
In terms of evaluation metrics, we adopt the widely used precision
(P), recall (R) and F1.

Query Destination Matching (QDM). Given a query and candi-
date city, QDM aims to determine whether the city is the intended
destination of the query. This task adds constraints to the search
recall module, avoiding irrelevant recall results, thereby improving
the accuracy and relevance of the entire search engine.

Similar to the intention classification task, we select the location
of the click item with the top K highest click rate as the destination
label. We invite people to do a further evaluation of the data and
build the dataset. Given a pair consisting of a query and a city, the
model performs binary classification of the pair. We use precision,
recall and F1 to evaluate the quality.

Query Error Detection (QED). QED identifies specific token
errors within queries, such as typos or incorrect order, rather than
classifying the entire query as wrong. Improved error detection
through QED enables more accurate search results. We collect
wrong queries from real data, including redundant tokens, transpo-
sitions of token order, and typos, to build the final dataset. There
are four kinds of labels in total. Labels “0” to “3” signify no error, a
typo, token transposition, and redundant token respectively. We
regard QED as a sequence-labeling task, so the model is expected
to predict the specific error for each token. Precision, recall and F1
of token-level are used as evaluation metrics.

The detailed data scale and evaluation metrics of five down-
stream tasks are presented in Table 1.

4.1.3 Baselines. We select several pre-trained models widely used
in Chinese NLP tasks as the baselines for comparison with QUERT.

• BERT[5] is a strong PLM based on Transformer architecture.
We use the Chinese version released by Google.
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Table 2: Supervised performance comparison of different setting models on downstream tasks. All results are based on the
average of five replicates. BERT𝑞 is BERT continually pre-trained on only query corpora, and BERT𝑞+𝑐 is continually pre-trained
on query and item. The subscript of QUERT indicates the backbone model. The best results are marked in bold and the second
best are underlined.

Models QR QPR QIC QDM QED Average
Acc Hits@20 Acc Hits@20 P R F1 P R F1 P R F1

BERT [5] 47.94 92.53 59.71 79.97 41.70 35.08 35.56 90.18 88.36 89.20 89.55 87.39 88.35 71.19
RoBERTa [17] 47.93 92.72 59.43 80.37 42.07 33.55 34.56 90.21 88.13 89.07 89.96 86.94 88.27 71.02
ERNIE [24] 47.52 92.81 60.54 82.23 41.84 35.54 36.06 89.22 88.78 88.98 89.57 87.22 88.27 71.43
StructBERT [27] 47.51 92.35 60.00 81.34 41.90 35.44 35.87 90.00 88.90 89.42 89.79 85.75 87.63 71.22
Mengzi [32] 47.87 92.05 59.60 79.57 40.98 34.46 34.60 88.89 87.08 87.92 89.95 87.48 88.57 70.69

BERT𝑞 47.80 92.96 59.76 79.68 41.09 35.00 35.54 89.55 86.97 88.10 89.09 86.19 87.42 70.70
BERT𝑞+𝑐 48.47 93.04 59.94 80.68 45.67 35.90 36.93 89.24 90.11 89.63 90.17 87.19 88.53 71.96
QUERT𝐵𝐸𝑅𝑇 48.66 93.08 61.26 82.49 45.44 39.20 39.58 91.78 90.11 90.88 91.25 88.30 89.64 73.21
QUERT𝐸𝑅𝑁𝐼𝐸 48.67 92.99 60.98 82.25 43.24 38.41 38.30 90.77 90.96 90.87 91.86 87.00 89.20 72.73

Table 3: Unsupervised performance comparison of different
setting models on downstream tasks.

Models QR QPR Average
Acc Hits@20 Acc Hits@20

BERT 17.89 40.59 21.95 33.70 28.53
ERNIE 14.49 32.27 17.48 25.45 22.42
QUERT𝐵𝐸𝑅𝑇 41.75 85.79 44.15 63.76 59.46
QUERT𝐸𝑅𝑁𝐼𝐸 39.79 85.03 44.32 64.54 58.42

• RoBERTa[17] is a PLM whose architecture is the same as
BERT. We use the Chinese version RoBERTa-wwm [4].

• ERNIE[24] is also a Transformer-based PLM. In addition
to the token-level mask, it introduces the entity-level and
phrase-level masking strategies.

• StructBERT[27] is the variant of BERT. It adds a new word
structural objective in the training stage to force the model
to reconstruct the right order of sequence, which is similar
to our PTOP task.

• Mengzi[32] is also the variant of BERT, which is dedicated
to being lightweight but powerful. Mengzi gains outstanding
performance on multiple Chinese NLP tasks.

4.1.4 Implementation Details. Our implementation is based on
Transformers framework [28] and Pytorch [23]. To verify the ef-
fectiveness of our proposed pre-training task on different model
architectures, we apply BERT [5] and ERNIE [31] as backbone mod-
els to implement continual pre-training. We adopt AdamW [18] as
the optimizer and set the initial learning rate to 5e-5 for pre-training
and 1e-5 for fine-tuning. With steps increasing, we decrease the
learning rate linearly. The size of geohash code is 6 bits. And we
adopt Base32 as the numeral system in geohash coding. The tem-
perature 𝜏 of contrastive learning is set to 0.1. And the shuffling
probability in TPOP is 0.15. The training takes about 72 hours for
386460 steps on 8 Tesla V100 GPUs with 16 batch size per device.

4.2 Offline Results
4.2.1 Supervised results. We compare QUERTwith baselinemodels
on five downstream tasks in the supervised setting (the model is
fine-tuned on train set). Table 2 shows the results.

First, QUERT achieves SOTA results in all downstream
tasks, which demonstrates the effectiveness of our proposed pre-
training tasks. Specifically, compared with BERT, 𝑄𝑈𝐸𝑅𝑇𝐵𝐸𝑅𝑇 im-
proves the average performance by 2.02%. Furthermore, we find
that the advantage of QUERT is more pronounced on difficult tasks.
In detail, QUERT has a huge performance advantage on QIC, which
has an average improvement is nearly 4%.

Second, the corpora composed of single query information
bring negative effects. We test directly continual pre-training
on raw query corpora with the masking strategy used in BERT
[5], which is presented as BERT𝑞 in Table 2. Experimental results
show that BERT𝑞 brings the risk of negative effects. Specifically,
BERT𝑞 achieves an average score of 70.90% which is even lower
than the original BERT. We analyze that the model may not be
able to learn knowledge representation from the short query but
weaken the text understanding ability. The results demonstrate
that the regular pre-training task cannot be directly generalized to
the pre-trained model focusing on the query. This verifies that our
proposed pre-training tasks are more applicable to travel domain.

Third, the integration of click items information improves
the representation ability of themodel. We concatenate the title
text information of items into the query to construct the new cor-
pora. Compared to BERT𝑞 , the performance of BERT𝑞+𝑐 improves
nearly 1.3%. This verifies our conjecture that in the pre-training
stage, the model is informed of the items’ information with high
confidence, which is helpful for the model to acquire more knowl-
edge of the query.

4.2.2 Unsupervised results. We compare QUERT with two back-
bone models in the unsupervised setting (without fine-tuning).
Table 3 reports the unsupervised results. We select QR and QPR as
unsupervised test tasks because they can directly obtain results by
calculating the embedding similarity. We obtain the prediction by
calculating the cosine similarity between the embeddings that are
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Table 4: Ablation results of QUERT𝐵𝐸𝑅𝑇 . We repeat five times and report the average scores.

Models QR QPR QIC QDM QED AverageAcc Hits@20 Acc Hits@20 P R F1 P R F1 P R F1

QUERT𝐵𝐸𝑅𝑇 48.66 93.08 61.26 82.49 45.44 39.20 39.58 91.78 90.11 90.88 91.25 88.30 89.64 73.21
- w/o Geo-MP 48.05 93.05 60.81 81.94 45.89 36.93 38.44 90.82 90.58 90.68 90.91 87.16 88.84 72.62
- w/o Geo-CP 47.61 92.31 61.32 82.35 43.02 37.00 37.35 89.65 91.08 90.32 90.57 87.37 88.80 72.21
- w/o UCBL 48.08 92.87 60.70 82.44 44.00 36.50 37.01 90.04 88.72 89.33 90.66 86.57 88.39 71.95
- w/o PTOP 48.61 92.95 61.42 82.22 44.95 37.23 38.23 90.92 90.77 90.84 88.73 85.60 86.99 72.25

gained from the last layer of hidden states. “[CLS]” token is used
for representing the whole query.

From the table, we observe that QUERT has significant perfor-
mance advantages in unsupervised setting. Both QUERT𝐵𝐸𝑅𝑇 and
QUERT𝐸𝑅𝑁𝐼𝐸 significantly outperform the backbone model. For
QR, our proposed QUERT𝐵𝐸𝑅𝑇 outperforms the baseline BERT by
45.20% on Hits@20. As for QPR, QUERT𝐵𝐸𝑅𝑇 and QUERT𝐸𝑅𝑁𝐼𝐸
significantly outperform the two baselines, with a maximum per-
formance gap of 39.09% on Hits@20. In terms of average scores,
QUERT𝐵𝐸𝑅𝑇 achieves a 30.93% performance improvement over
BERT. We analyze that the reason for the large performance gap
is that QUERT is more potent in query understanding for travel
domain search. In unsupervised setting, the tailored pre-training
tasks empower QUERT to give better query representation.
4.2.3 Ablation Studies. To checkwhether the customized pre-training
tasks can effectively improve the performance of downstream tasks,
we perform a series of ablation experiments. Specifically, we re-
move tasks one at a time to evaluate the impact of their presence
or absence on performance. Table 4 reports the results.

First, the removal of any tasks leads to performance loss. The
elimination of every component, i.e., Geo-MP, Geo-CP, UCBL, and
PTOP, causes the 0.59%, 1.00%, 1.26%, and 0.96% drop in the score.

Second, we find that the removal of Geo-MP (i.e., degenerate to
the original masking strategy) and Geo-CP results in performance
degradation on all tasks. This reveals that these two geography
awareness pre-training tasks make an effective contribution to
improving the ability of pre-trained model to perceive geography.

Third, UCBL plays the most important role in sentence-level
tasks (i.e., QIC and QDM). On the one hand, the construction of
similarities in user behavior enables QUERT to understand queries
better. On the other hand, in the study of negative examples, the dif-
ferentiation of sentence-level embedding representation is enlarged,
which is beneficial to model recognition in the prediction.

Finally, the removal of PTOP leads to the F1 score on QED
(86.99%) being lower than the original BERT (88.35%). We guess that
other tasks may introduce additional logical bias, which results in
a performance penalty for the model on QED. However, the intro-
duction of PTOP allows QUERT to refactor its understanding of the
logical consistency of query, resulting in significant performance
improvements. In addition, we find that StructBERT, which aims at
reconstructing order in MLM, did not achieve superior performance
in QED. This verifies that our proposed PTOP is more suitable for
the real downstream task of travel domain search.

In conclusion, the results verify that our designed pre-training
task in a tailored way endows the pre-trained model with powerful
query representation capabilities in travel domain search.
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Figure 3: The comparison of few-shot learning on QR be-
tween BERT and QUERT𝐵𝐸𝑅𝑇 . We use Hits@20 as the evalu-
ation metric.

4.2.4 Few-shot Learning. In order to test the performance of QUERT
in the data scarcity scenario, we conduct the few-shot learning ex-
periment. We choose QR as the experimental object because it is
the most dependent on annotated data in real business, which can
be verified in Table 3 (only 17.89% Acc score in zero-shot). Figure 3
reports the results. We conclude that: 1) QUERT can achieve bet-
ter results than BERT under the same training data size. 2) When
the amount of labeled data is no more than 100, the performance
gap between QUERT and BERT is noticeable, ranging from 28.74%
to 45.20%. 3) BERT does not surpass the zero-shot performance
of QUERT until the training sample number reaches 1000. The
experimental results show that, compared with BERT, QUERT is
competent for downstream tasks under sparse data scenarios, even
under the extreme conditions of zero-shot and one-shot.

4.3 Task Study
In this section, we continually pre-train BERT with a single task to
verify the true effect of each task.

4.3.1 TASK 1: Geo-MP. In order to verify the effectiveness of Geo-
MP, we evaluate the sensitivity to the geography of BERT and
BERT+Geo-MP. We randomly collect 500 queries from Fliggy APP.
First, for geography token in query, we use a special token “[mask]”
to hide it. Then we let the model predict these masked tokens. We
adopt the hit rate score (denoted as Hits@K) and mean rank (i.e.,
MR and MRR) as the metric. As shown in Table 5, the best score
of BERT is only 2.2% on Hits@5. In contrast, BERT+Geo-MP gains
13.2% on Hits@5, lower MR and higher MR.

In order to further analyze the advantages of Geo-MP in loca-
tion prediction, we present the cases in Table 6. In case 1 and 2,
BERT+Geo-MP predict the right masked token, but BERT output
the nonstandard city name or phrase. Besides, in case 3, although
BERT+Geo-MP gives a wrong geography phrase, it still outputs a
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Table 5: Geography sensitivity comparison for BERT and
BERT+Geo-MP. Hits@K means the success rate of finding
the ground truth in K candidates. MR is the mean rank. MRR
is the mean reciprocal rank.

Hits@1 Hits@3 Hits@5 MR MRR
BERT 1.2% 1.8% 2.2% 1.91 0.71
BERT+Geo-MP 9.8% 12.8% 13.2% 1.41 0.85

Table 6: Geography mask cases. “*” is the placeholder of
“MASK” token. “✗” indicates the prediction result is not a
phrase in Chinese.

No Text BERT+Geo-MP BERT Answer
1 [**]天涯海角景区 三亚 北州 三亚

[**]Tianya Haijiao Sanya ✗ Sanya
2 北京[***]长城 八达岭 的长山 八达岭

The Great Wall of [***] Section, Beijing Ba da ling ✗ Ba da ling
3 杭州[***]门票 灵隐寺 天物园 岳王庙

The ticket of [***], Hangzhou Ling yin Temple ✗ Yue Fei Temple
4 扬州[***]二十四桥 瘦西街 市桥第 瘦西湖

Yangzhou [***] Twenty-four Bridges Slender West Street ✗ Slender West Lake

reasonable prediction. In fact, “Ling yin Temple” is exactly a POI
located in Hangzhou, and it makes sense in the given context. As
another bad case, case 4 shows that the output of BERT+Geo-MP is
closer to the answer.

The results verify that classical MLMs are indifferent to geogra-
phy information. By contrast, Geo-MP enables BERT to be more
sensitive to geography.

4.3.2 TASK 2: Geo-CP. To verify the physical geography repre-
sentation ability of Geo-CP, we select 500 hot POIs in 10 popular
cities and visualize their embeddings through t-SNE[25]. We use
the embedding of “[CLS]” token to represent the POI.

As shown in Figure 4, the embeddings produced by BERT are
distributed out of order in the space. This proves that BERT does not
reflect real location information of the geography query. However,
it can be observed that the embedding space of BERT+Geo-CP is
more orderly, and the POIs in the same city are in the same cluster.
In addition, we also notice that the space presented by Geo-CP does
have a real physical geographical location relationship. For example,
in the real world, Shanghai, Hangzhou and Nanjing are close to each
other, and in the figure, the relationship among them is indeed the
same.We analyze that through Geo-CP, the language model QUERT
is endowed with geographical location representation ability. This
demonstrates the effectiveness of our proposed pre-training task.

4.3.3 TASK 3: UCBL. To verify the effectiveness of UCBL, we com-
pare the similarity between the click behavior related queries in
the BERT and BERT+UCBL settings. First, we select 500 queries 𝑞
and their click behavior related queries 𝑞𝑝𝑜𝑠 from search logs. With
BERT and BERT+UCBL as encoders, we feed 𝑞 and 𝑞𝑝𝑜𝑠 into the en-
coders and gain their embeddings. For convenience, we define the
embeddings of 𝑞 and 𝑞𝑝𝑜𝑠 produced by BERT as 𝑅𝑞

𝐵
and 𝑅𝑝𝑜𝑠

𝐵
, and

these gained from BERT+UCBL as 𝑅𝑞
𝐵+𝑈 and 𝑅𝑝𝑜𝑠

𝐵+𝑈 . Then we calcu-
late cosine similarity of (𝑅𝑞

𝐵
, 𝑅
𝑝𝑜𝑠

𝐵
) and (𝑅𝑞

𝐵+𝑈 , 𝑅
𝑞

𝐵+𝑈 ). The results
are 0.7758 and 0.8278, respectively, which proves that BERT+UCBL
can perceive the potential similarities of user behavior in query.
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Figure 4: The t-SNE space comparison between BERT and
BERT+Geo-CP.

Table 7: The performance comparison of the order prediction
subtask in QED.

P R F1

BERT 84.77 77.88 81.18
StructBERT 81.49 84.33 82.89
BERT+PTOP 83.48 84.39 84.20

4.3.4 TASK 4: PTOP. To verify the effectiveness of PTOP, we ana-
lyze the performance of different models on the order prediction
subtask in QED. To be specific, this subtask aims to judge whether
the token order is transposed. The result is reported in Table 7.

Compared to BERT, StructBERT gains better performance be-
cause of its pre-training task which aims to reconstruct the token
order. However, BERT+PTOP has a performance advantage over
StructBERT. According to our analysis, PTOP directly focuses on
order judgment, which is more matching with the downstream
task of travel domain search. The performance advantage of PTOP
demonstrates the effectiveness of our proposed pre-training task.

4.4 Case Study
According to the different characteristics of queries targeted by
different tasks, we conduct the case study in this section. As shown
in Figure 5, we compare the representation ability of BERT and
QUERT by evaluating the cosine similarity of embedding.

Geography Awareness. We evaluate the sensitivity of QUERT
to geography information (i.e., POI and City). In Figure 5 (a), we
calculate the cosine similarity between different POI in the same
city. For example, “Happy Valley” and “Disney” are both names of
parks, and BERT gives them a high degree of similarity. However,
QUERT recognizes that they are two completely different POIs and
distinguishes them. Similarly, we evaluate the same POI in different
cities. Although the two queries both contain the same POI “West
Lake”, QUERT senses that the exact essential part is the city and
gives a low similarity score. These results indicate that QUERT
has an awareness of geography information, thus differentiating
queries for different locations.
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Figure 5: The comparison of cosine similarity. We compare the cosine similarity of query embeddings obtained from BERT and
QUERT𝐵𝐸𝑅𝑇 , respectively. “[CLS]” token is used to represent the whole query.

Query Similarity Driven by Click.We also evaluate the un-
derstanding of click behavior similarity in Figure 5 (b). For the ex-
amples “Xiamen tour” and “Xiamen package tour”, BERT assign low
similarity for them because of literal difference. However, QUERT
understands the potential user behavior similarity for the same
intention “Searching information about the tour of Xiamen” and
assigns high similarity. Such a phenomenon confirms that QUERT
is able to understand the similarity driven by user click behavior.

Robustness to Phrase and Token Order. In order to test
whether QUERT is robust to phrase and token order, we choose
four permutation queries as experimental objectives in Figure 5 (c).
For the example of “Hangzhou one-day tour” and “one-day tour
Hangzhou”, QUERT has a higher tolerance for phrase permutation.
As for token permutation, QUERT identifies "Sanxingdui" as the
correct form of "Sanduixing" and assigns high similarity. These
cases show that QUERT is truly robust to phrase and token order.

4.5 Online Application
We perform online A/B testing on Fliggy APP to validate QUERT’s
capabilities in the real business scenario. To be specific, given an
unparsed query (e.g., misinput or emerging query), we gain its em-
bedding R by feeding it to an encoder. Then we calculate the cosine
similarity between R and other embeddings of parsed queries in the
database. We select the top 20 queries with the highest similarity
scores as similar queries and get the search items results corre-
sponding to these similar queries. And these results are considered
as the potential recommendation for the unparsed query.

In our online A/B testing, we compare two buckets, each con-
taining 10% randomly-selected users. We use BERT as the encoder
for one bucket, and for the other, we adopt QUERT. To measure the
actual change in online business, we use two well-known metrics:
UniqueClick-ThroughRate (U-CTR) andPageClick-Through
Rate (P-CTR). After running 7 days, the feedback results show that
U-CTR and P-CTR increase by 0.89% and 1.03%, respectively. This
suggests that QUERT’s unparsed query representations retrieve
more relevant similar queries, signifying its aptness for embedding-
based retrieval in travel domain search.

In Figure 6, we provide two cases. The query “Xia Shangri-La”
is unparsed because it misses a token “men”. And the real inten-
tion of this query is “Searching for the hotel named Shangri-La
located in Xiamen”. As shown in Figure 6 (a), with BERT, the sys-
tem mistakenly recalls items related to “Yunnan” because the token

Xia(men) Shangri-la Xia(men) Shangri-la
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Figure 6: Comparison of online application between BERT
and QUERT.

“Shangri-La” also refers to a city located in Yunnan. Due to miss-
ing “men”, BERT fails to capture the potential constraint “Xiamen”.
However, with QUERT, the system recalls the right items mention-
ing “Shangri-La Hotel in Xiamen” and high-related items “Trip from
Xiamen to Shangri-La”, which proves the effectiveness of QUERT.

5 CONCLUSION AND FUTUREWORK
In this paper, we focus on the continual pre-training for query un-
derstanding in travel domain search.We analyze the causes of query
representation difficulties and propose a solution: QUERT, a con-
tinual pre-trained language model. To be specific, we propose four
tailored pre-training tasks: Geography-aware Mask Prediction, Geo-
hash Code Prediction, User Click Behavior Learning, and Phrase and
Token Order Prediction. We evaluate offline performance on five
downstream tasks in the travel domain. Experimental results show
that compared to BERT, the performance of QUERT on downstream
tasks improves by 2.02% and 30.93% in supervised and unsupervised
settings, respectively. Furthermore, the online A/B testing on Fliggy
APP demonstrates that U-CTR and P-CTR increase by 0.89% and
1.03% when applying the QUERT as the feature encoder.
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As a language model, QUERT only relies on text information. In
future work, we plan to introduce more information (e.g., images)
and explore the pre-trained multimodal in travel domain search.
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