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ABSTRACT
Variances in ad impression outcomes across demographic groups
are increasingly considered to be potentially indicative of algo-
rithmic bias in personalized ads systems. While there are many
definitions of fairness that could be applicable in the context of
personalized systems, we present a framework which we call the
Variance Reduction System (VRS) for achieving more equitable out-
comes in Meta’s ads systems. VRS seeks to achieve a distribution of
impressions with respect to selected protected class (PC) attributes
that more closely aligns the demographics of an ad’s eligible audi-
ence (a function of advertiser targeting criteria) with the audience
who sees that ad, in a privacy-preserving manner. We first define
metrics to quantify fairness gaps in terms of ad impression vari-
ances with respect to PC attributes including gender and estimated
race. We then present the VRS for re-ranking ads in an impression
variance-aware manner. We evaluate VRS via extensive simulations
over different parameter choices and study the effect of the VRS on
the chosen fairness metric. We finally present online A/B testing
results from applying VRS to Meta’s ads systems, concluding with a
discussion of future work. We have deployed the VRS to all users in
the US for housing ads, resulting in significant improvement in our
fairness metric. VRS is the first large-scale deployed framework for
pursuing fairness for multiple PC attributes in online advertising.
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1 INTRODUCTION
Online personalized advertising is often very effective at providing
relevant content to people, based on advertisers’ preferences and the
power of ranking algorithms. This has led to its pervasive adoption.
More importantly, these ads systems have been used to promote
important life opportunities such as housing, employment, and
credit. As a result, fairness in personalized ads has emerged as an
area of significant focus for policymakers, regulators, civil rights
groups, industry and other stakeholders [1, 3, 24], sparking calls to
mitigate potential algorithmic bias with respect to protected class
(PC) attribute(s) (e.g., gender, age and race).

Across both the research community and industry, approaches
to fairness and inclusivity in the use of AI are still evolving, partic-
ularly in the realm of personalized, auction-based advertising sys-
tems. Even experts have struggled to articulate clear expectations
for what bias or fairness ought to mean in particular contexts, es-
pecially when faced with contradictory definitions or expectations.
This work is an attempt to make progress in addressing important
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concerns about potential bias inMeta’s ads systems especially when
it comes to housing, employment, and credit.

In this paper, we present the Variance Reduction System (VRS), a
framework for achieving equitable outcomes in Meta’s ads systems
by more closely aligning the demographics of an ad’s eligible audi-
ence (defined by advertiser targeting) and the audience that sees
the ad for defined ad verticals. Given fairness requirements in this
context have been expressed in terms of desired impression out-
comes for housing ads over PC attributes (i.e., gender and race), we
propose a solution to adjust the ranking of housing ads for certain
users without directly using those PC attributes at an individual
level. Our key contributions include:

• Designing fairness-aware ranking systems towards mitigat-
ing algorithmic bias in systems, for cases where bias is de-
fined as the presence of inequitable outcomes (or "variances")
in impression delivery across PC attributes.
• Extensive evaluation of the proposed system via simulations
over a wide range of PC attributes with different cardinalities.
• Online A/B test results of applying our system for pursuing
equitable outcomes in Meta’s ads stack. Our solution results
in a significant improvement in the defined fairness metric.

The rest of the paper is organized as follows. In Section 2 we
define our choice of fairnessmetric and how tomeasure it in privacy-
preserving manner. In Section 3 we describe our impression vari-
ance aware modeling approach. In Section 4 we describe our simu-
lation environment. In Section 5 we present our offline and online
A/B testing results. In Section 6 we provide an overview of related
work. Finally in Section 7 we provide a summary of our contribu-
tions and an outlook of future work. To avoid conflation of terms,
any references to "variance" will mean impression/delivery vari-
ance (as defined in Equation 5) and we will explicitly use "statistical
variance" when referring to the notion of variance from probability
and statistics.

2 FAIRNESS AND PRIVACY CONSIDERATIONS
2.1 Mapping Fairness to Desired Distribution
Our measurement and mitigation methodology assume that in the
ideal setting, the impression outcomes of housing ads over PC at-
tributes (e.g., gender and race), should follow a desired distribution
which we call the baseline or the eligible distribution. Researchers
have proposed different dimensions of fairness, bias, and discrimi-
nation both broadly in the context of machine learning as well as
more specifically in the context of online advertising. In this section,
we discuss how the VRS relates to several notions of fairness.

2.1.1 Equal Opportunity. Equal opportunity means that individ-
uals who qualify for a desirable outcome should have an equal
chance of being correctly classified for this outcome [19]. In other
words the desired outcome should not depend on a protected at-
tribute such as race or gender. Formally, a predictor 𝑌 is said to
satisfy equal opportunity with respect to a PC attribute 𝐴 and true
outcome 𝑌 , if the predictor and the PC attribute are independent
conditioned on the true outcome being 1. That is:

𝑝 (𝑌 = 1 | 𝐴 = 1, 𝑌 = 1) = 𝑝 (𝑌 = 1 | 𝐴 = 0, 𝑌 = 1) (1)

2.1.2 Demographic Parity. Demographic parity requires that the
prediction must be uncorrelated with sensitive attributes [8]. For-
mally, a predictor 𝑌 is said to satisfy demographic parity if Equa-
tion 2 holds.

𝑝 (𝑌 = 1 | 𝐴 = 1) = 𝑝 (𝑌 = 1 | 𝐴 = 0), 𝑎𝑛𝑑
𝑝 (𝑌 = 0 | 𝐴 = 1) = 𝑝 (𝑌 = 0 | 𝐴 = 0)

(2)

The key difference between the demographic parity and equal op-
portunity notions of fairness is that the former does not consider
qualification of the candidates and only enforces non-discrimination
at a global level [18].

2.1.3 Equitable Outcomes. Both the equal opportunity and the
demographic parity notions are formulated in the context of clas-
sification tasks. In the context of the complex processes such as
auction-based advertising system, we aim to achieve Equitable Out-
comes. An equitable outcome in this case requires that the fraction
of impressions belonging to a given value of the PC attribute does
not significantly vary between that of the eligible users and that of
the delivered users (see mathematical definitions in Section 2.2).

The notion of Equitable Outcomes can be roughly mapped to
either Equal Opportunity or Demographic Parity notions above,
depending on the view of the advertiser’s targeting that generates
the eligible audience of an ad (see Section 2.2). For example, by
viewing the targeting as a qualification process for the ad delivery
task, the true outcome being positive (𝑌 = 1) corresponds to a user
matching the targeting criteria (or “qualified” for receiving the
impression), and the prediction being positive (𝑌 = 1) corresponds
to a user actually receiving the ad impression. Then, equitable
outcome meets the requirement of equal opportunity because given
an individual’s inclusion in an eligible audience, that individual has
an equal chance of being delivered an ad impression regardless of
their PC attribute values. Alternatively, if one views the targeting
as a rough specification of users for receiving the ad impression as
opposed to a qualification process (e.g., a targeted user may still
not be interested in the housing ad), equitable outcome meets the
requirement of demographic parity since qualification is not taken
into account.

2.2 Variance between Baseline (Eligible) and
Delivery distributions (i.e., Equitable
Outcome)

The baseline can be determined in many ways including, but not
limited to, adhering to the corresponding distribution over a base-
line population, a legal mandate, or a voluntary commitment [14].

In particular, we choose a baseline based on the eligible audience
generated by an advertiser’s targeting criteria for a given ad, which
are already constrained by policies and standards for Housing,
Employment and Credit verticals [27]. When an advertiser sets up
an advertisement campaign, they need to select a set of criteria (aka
"targeting rules") which specify the audience that the ad is intended
to reach. This ensures that ads can be delivered to the people that
the advertiser can actually provide their product and service to (for
example, a geographic region), and they believe will most likely be
interested in their offering.
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Since advertiser targeting is already constrained by policy to
help prevent discriminatory targeting behavior (for example, dis-
allowing the use of gender criteria for employment ads) and the
resulting eligible audience is independent of ranking algorithms, a
given ad’s targeting parameters represent a reasonable baseline met-
ric. On the other hand, since targeting rules still reflect advertiser
preferences, ads will still be reasonably relevant after we impose
the constraint that ad delivery outcomes more closely resemble the
baseline distribution.

After an advertiser selects their target audience, the ads ranking
system delivers ads to a subset of the eligible users, for example,
when they spend time on Facebook or Instagram where opportu-
nities to show an ad are available. We define delivery distribution
as the demographic distribution of ad impressions over users who
receive those impressions. A sizeable variance between the baseline
and delivery distribution might indicate unintentional unfairness
within the ads ranking system, so our goal is to alleviate that vari-
ance as defined formally below.

Definition 2.1. Variance Definition.

Delivery ratio𝑝𝑐,𝑎𝑑 =
𝐼𝑚𝑝𝑠𝑝𝑐,𝑎𝑑

𝐼𝑚𝑝𝑠𝑎𝑑
(3)

Eligible ratio𝑝𝑐,𝑎𝑑 =

∑
𝑢𝑠𝑒𝑟 ∈𝑎𝑑_𝑡𝑎𝑟𝑔𝑒𝑡_𝑎𝑢𝑑𝑖𝑒𝑛𝑐𝑒⋂𝑝𝑐 𝐼𝑚𝑝𝑠𝑢𝑠𝑒𝑟∑

𝑢𝑠𝑒𝑟 ∈𝑎𝑑_𝑡𝑎𝑟𝑔𝑒𝑡_𝑎𝑢𝑑𝑖𝑒𝑛𝑐𝑒 𝐼𝑚𝑝𝑠𝑢𝑠𝑒𝑟
(4)

Variance𝑝𝑐,𝑎𝑑 = 𝑆𝐷 (Delivery ratio𝑝𝑐,𝑎𝑑 − Eligible ratio𝑝𝑐,𝑎𝑑 ) (5)
where Imps refers to number of impressions, and SD refers to the
Shuffle Distance. Shuffle Distance is the minimum fraction that
needs to be moved (or shuffled , hence the name) from an actual
distribution 𝑝 (in our use case this translate to the actual delivery
ratio), to match a reference distribution 𝜋 (in our use case this
translate to the eligible ratio). Mathematically, Shuffle Distance can
be calculated as half of 𝐿1 distance between distribution 𝑝 and 𝜋 :

Shuffle Distance =
∥𝑝 − 𝜋 ∥

2
(6)

Intuitively, a shuffle distance of 10%means that if 10% of impressions
were moved from males to females , we would achieve a variance
of 0.

2.3 Differential Privacy
In an effort to center user privacy, we built the VRS to accommodate
circumstances where the model might not have access to individ-
ual user PC subgroup information at both training and inference
time. On the other hand, accessing user’s subgroup information is
necessary when measuring variance according to Definition 2.1. To
address this, variance is aggregated and measured at ad level. Then,
we adopt differential privacy (DP) [21] in order to address various
common issues such as privacy attacks as discussed in [11].

By using randomness in a controlled way, such as through the
𝜖-differential privacy setup [9, 10], differential privacy provides
a mathematically rigid framework to quantify the desired level
of protection against potential information leakage. Specifically,
we apply the additive noise mechanism as introduced in [9]. In
short, these methods add a noise drawn from Laplace or Gaussian
distribution on top of the measurement on a collection of data.
Formally, given a measurement function 𝑓 (𝑥) over a collection of

dataset D, this mechanism will add a noise taken from Gaussian,
for instance, defined by

N(𝜇 = 0, 𝜎2 =
2 ln (1.25/𝛿) · (Δ𝑓 )2

𝜖2
) (7)

in order to provide (𝜖, 𝛿)-differential privacy for 𝜖 ∈ (0, 1) and 𝛿 ∈
(0, 1). Here Δ𝑓 =𝑚𝑎𝑥 |𝑓 (𝑥)− 𝑓 (𝑦) |, is called sensitivity, quantifying
maximum difference over all possible pairs of 𝑥 and𝑦 inD differing
in at most one element. Readers are advised to refer to [10] for
rigorous mathematical proof.

Additionally, a few customizations are applied to help accommo-
date some VRS-specific behaviors:
• In VRS, we apply additive noise mechanism to the impression
counts breakdown by users’ subgroups, i.e. 𝑓 (𝑥), as they are
the ingredients in variance calculation. As a result, sensitivity
is 1.
• Due to the nature of streaming data, we need to chunk ad
impression data into batches and apply the additive noise
mechanism to each batch independently. These noisy counts
are successively added up for the final counts. This is nec-
essary because the system would otherwise be performing
repeated measurement on a part of data, which might reduce
the efficacy of privacy measures as mentioned above. Com-
pared to naive one-time measurement on full data, this will
increase the statistical variance on final count by factor of
𝑁 , which is the number of batches. As a result, the relative
uncertainty will vanish following 1/

√
𝑁 instead of 1/𝑁 as

in the case of one-time measurement.

2.4 Race Estimation using BISG
Bayesian Improved Surname and Geocoding (BISG) is a methodol-
ogy developed by RAND Corporation [13] that has been broadly
used to calculate estimates of racial and ethnic disparities within
datasets where self-provided data is unavailable. BISG relies on
public US Census statistics, which are collected, aggregated, and
compared with lists of common surnames to establish the proba-
bility of a race subgroup given a person’s last name and their zip
code.

Our implementation of BISG [2] additionally incorporates the
aforementioned differential privacy mechanism to help enhance
privacy protections. In Figure 1 and the following steps, we outline
an example workflow of how the VRS estimates race or ethnicity.
Input data is the impression streaming data. Each data point rep-
resents a user-ad impression engagement. Whenever a new data
point arrives, we do following:

(1) Assign it to the group based on the impressed ad id. Each
group contains two things: global counter over race buckets
and a staging batch.

(2) Add new data’s user information (i.e., zipcode and surname)
to the staging batch.

(3) When the batch accumulates to a predefined level of aggre-
gation, we send the batch to a dedicated tool implementing
BISG with aforementioned privacy features to lookup and
aggregate statistics over race buckets.

(4) Then we update the global counter with statistics from stag-
ing batch. Staging batch is cleared afterward.



KDD ’23, August 6–10, 2023, Long Beach, CA, USA. Mashayekhi et al.

(5) Finally, the eligible/delivery ratio for the ad is computed and
returned.

Figure 1: Overview of the BISG + DP pipeline

3 IMPRESSION VARIANCE AWARE
MODELING

As discussed in Section 2.3, delivery variance can only be measured
in an aggregated fashion with DP noise applied. Thus, any feedback
for controller decisions is delayed, aggregated, and noisy. Reinforce-
ment Learning (RL) is particularly well suited to solve problems
with these constraints, and we elect to use RL as a framework for
the VRS model.

When an ad has a chance to be shown as an impression—such
as when a user is scrolling through a Meta app and is about to
hit a spot where an ad will be displayed—our system gathers ads
that would be applicable to show to that user and moves these ads
(through ranking stages) to the auction stage where they compete
against each other using their "total bid" calculated as:

total_bid = advertiser_bid + quality_bid (8)

where advertiser_bid represents the monetary value of an impres-
sion to the advertiser, and quality_bid reflects the user experience
associated with an impression.

The winning ad will be sent back to the user and shown as an
impression. The VRS relies on an RL controller that has the abil-
ity to adjust an ad’s total bid in the auction via its advertiser_bid
component, which will have the effect of changing the likelihood
that a given ad will win an auction and be shown to the user (more
in Section 3.4). The design for the VRS is shown in Figure 2 and
summarized in Algorithm 2. By utilizing a user embedding (see
Section 3.3) and delivery variance information, single-objective
RL controllers are trained to control variance for each PC (e.g.,
gender and estimated race) offline using off-policy data; the policy
then remains fixed during evaluation. Single-objective policies are
combined via a rule-based hierarchical RL policy, which reduces
variance for all PCs simultaneously (more in Section 3.2). Models
are evaluated both in a real, production environment and using
our simulator (described in Section 4). For each user request, when
scoring a user-housing ad pair in the auction, a user embedding
and a measurement of delivery variance for the ad are provided
as input to the RL controller. The RL controller then produces a
categorical action which determines how the total bid should be
modified by a VRS multiplier to increase or decrease the likelihood
of an impression; the exact value of the VRS multiplier is computed
by the bid adjustment module discussed in Section 3.4. After apply-
ing the VRS multiplier, the auction proceeds normally to select the
winning ads to send back to the user, and delivery variance mea-
surements are periodically updated using the resulting impression
data. This feedback loop is characterized as the Markov Decision

Process (MDP) for the RL controller. In the following sections, each
component of the VRS is described in greater detail.

① User 
embedding

RL Controller
② Action

Bid Adjustment

③ VRS 
multiplier

Auction
⑤ Impression

User request

Aggregation with 
DP Noise

⑦ Ad
 impression 

variance

④ Selected ads

Variance 
Measurement

⑥ 
Aggregated 
impressions 

Figure 2: Overview of VRS design

3.1 Reinforcement Learning Controller Design
This section will discuss the formulation of a single-objective VRS
task as an MDP, the algorithm and neural network architectures
used to solve the MDP, learning via offline, off-policy data.

3.1.1 MDP Formulation. The prevailing problem framework for
Reinforcement Learning is the MDP. The MDP is defined by the
5-tuple (𝑆,𝐴, 𝑅, 𝑃,𝛾). 𝑆 is the distribution of states, and 𝐴 is the set
of actions. 𝑅 : 𝑆 ×𝐴→ R is the reward function, which provides a
scalar value describing progress toward an objective. 𝑃 : 𝑆 ×𝐴→
𝑆 × 𝑅 is the dynamics model, and 𝛾 ∈ [0, 1] is the discount factor.
The objective agent is to learn a policy 𝜋 (𝑆𝑡 ) which maximizes the
expected return 𝐸 [𝐺𝑡 ] = E

[ ∑𝑇
𝑘=𝑡

𝛾𝑘−𝑡𝑅𝑘
]
at each step in a series

of discrete timesteps 𝑡 . 𝑇 ∈ [0, inf) is the terminal timestep that
signals the end of an episode. The remainder of this section will
describe the formulation of the problem as an MDP.

States: Each user-housing-ad pair induces a new timestep. For
each auction including a housing ad, the model will utilize state
information to select an action. For each user-ad pair, there are
two main components to the state vector: (1) A user embedding,
learned by the user summarization model (discussed in Section
3.3), and (2) a vector measurement of the current delivery variance
of the ad (denoted as 𝑣). For a model balancing gender delivery
variance, the input includes only the sign of the female delivery
variance sign(𝑣 𝑓 ) as input, while a race model includes the sign of
the delivery variance sign(𝑣𝑖 ) for all race buckets 𝑖 . In the training
data, the delivery variance is periodically updated after every 𝑘

impressions to help protect the PC information of individual users.

Actions: The action space is binary: (1) Adjust-up and (2) No-
adjustment. The action is executed by applying a multiplier to the
bid price of the advertisement prior to the auction. Alternatively,
the bid adjustment module can implement adjust-down in lieu of
no-adjustment. The computation of VRS multipliers by the bid
adjustment module and the details of the alternative adjust-down
action are left to Section 3.4, and the rest of this section will assume
the action space is 𝐴 = {𝐴𝑑 𝑗𝑢𝑠𝑡-𝑢𝑝, 𝑁𝑜-𝑎𝑑 𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡}.

Rewards: The reward is defined individually for each PC (e.g.
race) as follows:

𝑅𝑡 =

{
0 𝑡 < 𝑇∑ |𝐵 |
𝑖=1 (𝑐𝑜𝑢𝑛𝑡

1
𝑖
− 𝑐𝑜𝑢𝑛𝑡0

𝑖
) · sign(𝑣0

𝑖
) · (−1) 𝑡 = 𝑇

(9)
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where 𝐵 is the set of all buckets in the PC (i.e. Black, Hispanic,White,
etc), 𝑐𝑜𝑢𝑛𝑡1

𝑖
, and 𝑐𝑜𝑢𝑛𝑡0

𝑖
are the number of impressions for bucket

𝑖 after and before the episode respectively; each have differential
privacy noise added, as discussed in Section 2.3. 𝑣0

𝑖
is the delivery

variance of bucket 𝑖 at the beginning of the episode. If 𝑣0
𝑖
is negative,

indicating the bucket is underserved, the term for bucket 𝑖 will be
positive and all impressions to members of bucket 𝑖 yield a positive
reward. In contrast, if 𝑣0

𝑖
is positive, the term for bucket 𝑖 will be

negative. This reward has a simple interpretation: With respect to
the most recent delivery variance measurement, applying an adjust-
up action to a housing ad for an underserved group is always correct,
and applying an adjust-up action to a housing ad for an overserved
group is always incorrect. Thus, another interpretation is 𝑅𝑇 =∑(𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑑 𝑗𝑢𝑠𝑡-𝑢𝑝 𝑎𝑐𝑡𝑖𝑜𝑛𝑠) −∑(𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑑 𝑗𝑢𝑠𝑡-𝑢𝑝 𝑎𝑐𝑡𝑖𝑜𝑛𝑠).

Episodes: The reward function is computed using the same coun-
ters as delivery variance. These counters are updated after 𝑘 impres-
sions to help protect user privacy. Thus, timesteps are grouped into
episodes of length 𝑘 so that there is at-most one non-zero reward
on the final timestep 𝑇 . If 𝑘 = 1, it’s clear that selecting actions
which maximize the one-step reward is optimal and matches our
intended behavior: the agent will select adjust-up housing ads to an
underserved class to reduce the delivery variance, and will select
no-adjustment for housing ads to an overserved class to prevent
the delivery variance from worsening. In practice, 𝑘 > 1 to help
protect user privacy, and it is sufficient to optimize with respect to
the next terminal reward to achieve the intended optimal behavior.
As a result, dividing data into episodes is justified and does not alter
the optimal behavior.

3.1.2 Data Filtering and Augmentation. Training data is collected
from the simulator (Section 4) via a uniform random policy. From a
statistical perspective, no-adjustment actions are not expected to
result in impressions, and adjust-up actions are expected to result
in impressions. The model is trained to maximize the expected
rewards. Thus, no-adjustment actions which lead to impressions
and adjust-up actions which do not lead to impressions are noise
in the dataset and can be safely filtered out without altering the
optimal policy.

In addition, we filter out episodes containing at least one no-
adjustment actions since those actions are not expected to lead to
impressions and hence have no effect on the variance or the reward.
As a result, all episodes in the training data only consist of adjust-
up actions and have the same length 𝑘 (i.e. the aggregation level).
These episodes are placed in a replay buffer, which the algorithm
uses to learn in an offline, off-policy fashion.

Training data collected from a uniform random policy is typically
imbalanced with respect to the delivery variance measurement
(e.g. there may be more episodes where females are underserved
relative to males, or vice versa). We found the model is able to
learn more effectively if we mirror each episode by performing
the following operations: (1) multiply the input delivery variance
features by−1, and (2) recompute the reward at timestep𝑇 using the
mirrored delivery variance. Both the original episodes and mirrored
episode are included in the training dataset. For each group, this
ensures there are an equal number of samples in which each group
is underserved/overserved.

3.1.3 RL Algorithm. One notable observation of the MDP we have
defined above is as follows: The agent’s actions do not influence the
transitions into future states. User embeddings depend on a user’s
activity on the platform, and are independent of the decisions to
adjust ads, and delivery variance features are updated only after
the final timestep of an episode. Similar to a contextual bandit prob-
lem, this implies that greedy behavior with respect to the reward
function is sufficient to yield an optimal policy. Thus, traditional RL
algorithms such as Q-Learning [32] and REINFORCE [33], which
learn policies that optimize the value function, are unnecessarily
complex for this problem.

However, rewards are aggregated such that the only possible
non-zero reward is 𝑅𝑇 . The hidden, per-step rewards, 𝑅∗𝑡 , are not ob-
served by the agent. Thus, we propose a method of return decompo-
sition [4, 12] to de-aggregate the observed return,𝐺𝑡 =

∑𝑇
𝑖=𝑡 𝛾

𝑖−𝑡𝑅𝑖 ,
into its hidden per-step components, 𝑅∗𝑡 . Recall, the alternative in-
terpretation of the reward is 𝑅𝑇 =

∑(𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑑 𝑗𝑢𝑠𝑡-𝑢𝑝 𝑎𝑐𝑡𝑖𝑜𝑛𝑠) −∑(𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑑 𝑗𝑢𝑠𝑡-𝑢𝑝 𝑎𝑐𝑡𝑖𝑜𝑛𝑠), and all no-adjustment actions are
filtered out of the training data. Thus, each hidden, per-step reward
𝑅∗𝑡 ∈ {−1, 1}. In this problem formulation, 𝛾 = 1. Each 𝑅∗𝑡 can be
predicted using only the current state and an action. Afterward, the
policy selects actions which greedily maximize the learned reward
function at evaluation time. At every update step, the agent receives
one trajectory 𝜏 = (𝑆0, 𝐴0, 𝑅1, 𝑆1, 𝐴1, 𝑅2, ..., 𝑆𝑇−1, 𝐴𝑇−1, 𝑅𝑇 ) ∼ 𝐷

such that 𝑇 = 𝑘 , and 𝐷 is the dataset which was collected via a
random policy and preprocessed. 𝑅𝑇 does have zero-mean DP noise
added, and the expected value of the final received reward can be
alternatively defined as:

𝐸
[
𝑅𝑇

]
= 𝐸

[
𝐺0

]
=

𝑇∑︁
𝑘=1

𝑅∗
𝑘

(10)

Recall, the preprocessed trajectories 𝜏 only contain adjust-up ac-
tions. As a result, the learned function 𝑓 (𝑆 |𝜃 ) is trained to predict
the value of an adjust-up action given state 𝑆 , where 𝜃 are the
parameters of a neural network. The optimization problem is as
follows:

𝐽 (𝜏, 𝜃 ) =
����∑︁
𝑆∈𝜏

𝑓 (𝑆 |𝜃 ) − 𝑅𝑇
����
2

𝜃∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝜃

∑︁
𝜏∈𝐷

𝐽 (𝜏, 𝜃 )
(11)

where 𝜃∗ are the optimal parameters of the neural network. Cru-
cially, no-adjustment actions always yield 0 reward, and the final
approximation of the reward function is:

𝑅(𝑆,𝐴|𝜃 ) =
{
0 𝐴 = 𝑛𝑜-𝑎𝑑 𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡

𝑓 (𝑆 |𝜃 ) 𝐴 = 𝑎𝑑 𝑗𝑢𝑠𝑡-𝑢𝑝
(12)

Thus, the optimal policy 𝜋∗ can be defined as:

𝜋∗ (𝑆) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑅(𝑆, 𝑎 |𝜃∗) (13)

Equation 13 is used to form the final policy given the learned reward
function. The full training algorithm is shown in Algorithm 1, and
the evaluation time algorithm for inferencing the trained policy is
shown in Algorithm 2.
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Algorithm 1 Reward Function Learning
1: Input: Preprocessed Dataset 𝐷 , learning rate 𝛼
2: Output: Trained parameters 𝜃
3: Initialize: Randomly initialize neural network parameters 𝜃
4: while not converged do
5: Set 𝐿 = 0
6: for i in range(update frequency) do
7: Sample a trajectory 𝜏 ∼ 𝐷

8: Accumulate loss 𝐿 = 𝐿 + 𝐽 (𝜏, 𝜃 )
9: end for
10: Perform a gradient step 𝜃 = 𝜃 − 𝛼∇𝜃𝐿
11: end while

3.1.4 Modeling Architecture. The train-time neural network ar-
chitecture is shown in Figure 3. Notably, the same parameters
are used to process each state-action pair, and one output is
produced per pair. Thus, the neural network in Figure 3 can be al-
ternatively viewed as one neural network which is used to process
𝑇 inputs. At train time, the agent computes the estimated return
𝐺0 by computing the sum of the 𝑇 corresponding outputs. The
estimated return is used to compute the loss in Equation 11, where
𝐺0 =

∑
𝑆∈𝜏

𝑓 (𝑆 |𝜃 ) because the training data only contains adjust-up

actions. At evaluation time, only the current state 𝑆 is needed to
select the optimal action. The agent computes the value of each
possible action, then selects the action which maximizes the esti-
mate of the reward function using the policy defined in Equation
13.

Figure 3: Shared MLP architecture used at train-time. The
neural network uses identical parameters to process each S,
A pair. The sum of these outputs is an estimate of the return.

3.1.5 Offline Evaluation. For validating the RL controller’s perfor-
mance during training, we use an offline evaluation metric using
the offline simulation data without accessing individual user’s PC
attributes. The metric 𝑑 , called "the adjust-up difference", is defined
as follows:

d = 𝑥 − 𝑥 (14)
where 𝑥 is the number of predicted adjust-up actions by the con-
troller for a given episode, and 𝑥 is the number of expected adjust-up
actions. A smaller |𝑑 | corresponds to better controller performance.
See Appendix A.3 for the derivation of 𝑥 using simulation data.

3.2 Multi-objective Modeling
Ultimately, the VRS aims to minimize delivery variance for multiple
PCs (e.g. gender and estimated race) simultaneously. To handle

multi-objective modeling, a typical approach is to define a separate
reward function for each objective, then combine them to engi-
neer a scalar reward function that captures all objectives. Then, a
policy would be trained using the multi-objective scalar reward,
the resulting policy observed, and then the reward function would
be re-engineered if the behavior is not acceptable. This iterative
method would be repeated until the behavior is satisfactory to the
designer [20].

Figure 4: The HRL controller used for inference

To solve this multi-objective RL problem, we elect to use a simpli-
fied version of Hierarchical Reinforcement Learning (HRL). In this
design, a dedicated controller is trained for each PC. At inference
time, each single-objective controller is queried for an action, and
each single-objective action is used as input to a hand-engineered
meta-controller, which outputs the final VRS action. By combining
solutions to simpler, single-objective tasks, this hierarchical design
is scalable, modular, and is simple to train and tune.

The meta-controller implements an ‘equal’ voting mechanism
to determine the action, and is illustrated by Figure 4. The output
of each single objective controller is considered a vote for that
action. If there is a tie in the vote, the controller is conservative
and selects the no-adjustment action. We experimented with other
voting schemes in the meta controller, but found that equal voting
to be the most effective in practice. See Appendix A.1 for details of
other options.

3.3 User Summarization Model

User-side features Ad-side features

Overarch Overarch

Dot product User-Ad 
interaction features

Overarch

Click prediction

User embedding Ad embedding

Figure 5: User Summarization Model Architecture

The user-side information will be represented as a user embed-
ding for each user using data that excludes their PC information.
Specifically, we first train a user summarization model using the
clickthrough data on ad impressions as the label and features from
user side, ad side, and user-ad interaction as the input. The user
summarization model has a two-tower architecture as shown in
Figure 5, which includes a user arch (which takes only user-side
features as its input), an ad arch (which takes only ad-side features
as its input) and the top interaction arch. Then, the user embed-
dings are extracted from the output of user arch in the trained
model at inference time. Such a user summarization model allows
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us to achieve following goals: (1) Ensure that the generated user
embeddings do not directly contain PC attribute-related informa-
tion by excluding input features that directly contain or are derived
from the PC attributes. (2) The user embeddings can be generated
for users across Meta’s platforms. (3) Lightweight to facilitate fast
inference as only the user-arch needs to be evaluated.

Algorithm 2 Impression Variance Aware Ads Ranking Stack

1: for each event in 𝐸𝑣𝑒𝑛𝑡𝑠 do
2: 𝑢𝑠𝑒𝑟_𝑟𝑒𝑞𝑢𝑒𝑠𝑡 ← event
3: 𝑈𝑒𝑚𝑏𝑒𝑑 ←𝑈𝑠𝑒𝑟𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑢𝑠𝑒𝑟_𝑟𝑒𝑞𝑢𝑒𝑠𝑡)
4: 𝑣0 ← Dictionary with key as ad id and value as input vari-

ance
5: 𝑎𝑑𝑠 ← list of ad candidates
6: for each ad in 𝑎𝑑𝑠 do
7: 𝑎𝑐𝑡𝑖𝑜𝑛 ← RLController(𝑣0{𝑎𝑑},𝑈𝑒𝑚𝑏𝑒𝑑 )
8: 𝑉𝑅𝑆𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 ← 𝐵𝑖𝑑𝐴𝑑 𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡𝑀𝑜𝑑𝑢𝑙𝑒 (action)
9: 𝑈𝑝𝑑𝑎𝑡𝑒𝑇𝑜𝑡𝑎𝑙𝐵𝑖𝑑 (𝑉𝑅𝑆𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 , ad)
10: end for
11: # run simulation to obtain expected impression
12: 𝑖𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑_𝑎𝑑𝑠 ← 𝐴𝑑𝑠𝑆𝑡𝑎𝑐𝑘 (𝑒𝑣𝑒𝑛𝑡)
13: for each ad in 𝑖𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑_𝑎𝑑𝑠 do
14: 𝑈𝑝𝑑𝑎𝑡𝑒𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (ad)
15: end for
16: end for

We run inference of the trained user summarization model on
a daily basis to ensure user embeddings cover new users who just
joined the Meta platforms and the freshness of the user embeddings
for existing users. In production, we precompute user embeddings
which are served upon each user request to avoid the need to run
the user summarization model on the fly.

3.4 Bid Adjustment Module
For each housing ad in a given auction, the RL controller outputs
one of the two actions: no-adjustment and adjust-up. Bid adjustment
module then converts these categorical actions to a VRS multiplier
that will be applied to advertiser_bid of the ad before it enters
auction stage and modifies total_bid as in Equation 15:

total_bid = advertiser_bid ∗ vrs_multiplier + quality_bid (15)

The VRS multiplier is determined for each of the RL controller’s
action as follows.

No-adjustment. vrs_multiplier is set to 1 so that the RL controller
has no effect on the total bid of the ad.

Adjust-up. In this case, one wants to increase the total_bid of
the ad so that it has a higher chance of winning the auction and
becoming an impression, thereby reducing the variance. In practice,
we apply a fixed VRS multiplier for all housing ads to be adjusted
up. This fixed multiplier is determined by the P40 of the multipliers
needed to bring up a housing ad to the top of the auction based
on the historical data (so roughly 40% of the time the adjustment
brings the target ad to the top).

When the action space only includes no-adjustment and adjust-
up, the bid adjustment logic is denoted as "Adjust-up Only". To give
the RL controller additional capability to shift the distribution of

impressions toward the eligible ratio, we convert the RL controller’s
no-adjustment action to adjust-down. The intuition is that when
the RL controller outputs a no-adjustment action, the ad may still
become a realized impression with a small probability and therefore
worsen the variance. Adjust-down helps the ad rank below other
candidate ads competing in the auction with higher total bids, and
thus further reduces the likelihood it becomes a realized impression.

Adjust-down. Similar to adjust-up, for adjust-downwe use a fixed
VRS multiplier which is the P15 of multipliers needed to bring down
a housing ad to the bottom of the auction based on the historical
data (so roughly 85% of the time the adjustment brings the target
ad to the bottom).

When the action space includes both adjust-up and adjust-down,
the bid adjustment logic is denoted "Adjust-up and Down". We
experimented with both Adjust-up Only and Adjust-up and Down
logic in the offline simulation and online A/B tests as discussed in
Section 5. The calculation of multipliers needed to bring a given ad
to the top/bottom of the auction is detailed in Appendix A.2.

4 OFFLINE SIMULATION ENVIRONMENT
We developed an offline environment to simulate a simplified ver-
sion of the ads delivery system in production for data generation,
modeling, and offline evaluation. More specifically, this offline sim-
ulation environment is designed to re-run the ranking and auction
stack given the ads production log data as input. The offline sim-
ulation environment, independent of the ads delivery system in
production, builds a closed and well-controlled environment to
facilitate the modeling development.

www Log data Controller 
agent

Ranking and 
auction

Metric 
measurement

Ad variance 
tracker

Real data collection Offline simulation Evaluation

Figure 6: The pipeline of offline simulation environment

Figure 6 presents the pipeline of offline simulation environment.
We first collect data in the real world from the website. The log data
contains the following information: (1) All candidate ads informa-
tion. This would ensure we are able to re-rank candidate ads when a
VRSmultiplier is applied (explained in Section 3.4). (2) Users request
level information. This includes user-side features that are needed
by agent model (e.g., user embedding), as well as other metadata.
(3) Auction slot information. This is needed to re-run the auction
process. Instead of a full detailed information on auction slots, we
are mostly interested in the number of available auction slots only
in order to simulate the final list of delivered ads.

The controller agent modifies the total bid of ads candidates in
each user request before the auction, according to the user embed-
ding as well as the variance. Then, the ranking and auction stage
determines the final list of delivered ads with the modified bid. Ad
variance tracker tracks the delivered ads and compute the delivery
variance, which is fed back to the controller agent for the next user
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request. Finally, we collect the simulation results for the metric
measurement and performance evaluation.

5 RESULTS
In this section we explain our experimental settings as well as
providing results for offline evaluation and online A/B testing.

5.1 Experimental Settings
5.1.1 Metrics.

Coverage. We define coverage as:

Coverage =
𝑦

𝑥
(16)

where𝑦 is the total number of ad under a specific variance threshold
(e.g., 10% ) and 𝑥 is the total count of housing ads.

Coverage for Shuffle Distance. To have an aggregated Coverage
for PC attributes which are not binary (e.g., race has 4 buckets), we
use the shuffle distance to compute the ad variance as defined in
Section 2.2.

NCAC. Non-conforming Ad Coverage (NCAC) is the fraction of
ads that are not under a specific variance threshold. This can be
obtained by subtracting Coverage for Shuffle Distance from 1.

NCAC Reduction. We define NCAC reduction as in Equation 17
as the metric we use for reporting.

𝑁𝐶𝐴𝐶_𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = (1 − 𝑁𝐶𝐴𝐶𝑡𝑒𝑠𝑡

𝑁𝐶𝐴𝐶𝑐𝑜𝑛𝑡𝑟𝑜𝑙
) · 100% (17)

For reporting, we only consider ads that have at least 300 total
impressions.

5.1.2 Design Choices for PC Subgroups. We categories estimated
race PC attribute into four categories: Black, Hispanic, White, and
Other (everything else). We categories gender PC attribute into
male and female.

5.2 Simulation Results
The results of our offline evaluation are shown in Table 1. Test 1 and
2 differ in terms of bid adjustment logic. Test 1 is the model with
Adjust-up Only, and Test 2 is the model with Adjust-up and Down.
Both tests results in significant reduction in NCAC percentage. In
terms of Test 1 vs Test 2, Test 2 appears to work significantly better
than Test 2. The intuition is that when the RL controller outputs a
‘no-adjust’ action, adjusting down helps the ad lands below other
candidate ads competing in the auction with higher total value, and
thus reduces the likelihood it becomes a realized impression. More
testing is needed to ratify these initial conclusions, but the early
results do appear promising for Adjust-up and Down.

Table 1: % in NCAC reduction for 10% threshold offline

Test No. Bid adjustment logic Gender Race

Test 1 Adjust-up Only 84.08 50.79
Test 2 Adjust-up and Down 92.25 67.68

5.3 Online A/B Testing Results and
Deployments in Meta’s Ads System

We performed an A/B testing with a duration of two weeks in
Meta’s ads system, with two different settings in terms of bid ad-
justment logic. Similar to offline evaluation, Test 1 is the model with
Adjust-up Only, and Test 2 is the model with Adjust-up and Down.
We randomly allocated the same number of ad segments in each
treatment group. The results of A/B testing are shown in Table 2.
The numbers in the table show percentages in NCAC reduction. As
can be seen, our test groups both reduced the NCAC metric with
respect to the control group, and the Adjust-up and Down showed it
might have better variance reduction capability than the Adjust-up
Only. Similar to offline evaluation, we think this is because the
Adjust-up and Down gives our system more flexibility to modify
the ads ranking to mitigate the potential variance between eligible
and delivery ratios.

Table 2: % in NCAC reduction for 10% threshold online

Test No. Bid adjustment logic Gender Race

Test 1 Adjust-up Only 53.77 30.45
Test 2 Adjust-up and Down 76.36 53.95

Notably, online performance in the online A/B tests is degraded
relative to the offline simulation tests. This is the result of overhead
added by the extensive infrastructure required to support online
serving, which is not present in offline simulation. Additionally, the
simulator does not perfectly emulate online auction dynamics. As
the VRS infrastructure is improved, we expect this gap to shrink.
We leave further work on reducing the offline-to-online gap as
future work. We also show how NCAC reduction increases over
the experiment dates in Figure 7. In general, we observe a sharp
increase at the first few days. Then the increase will slow down
and eventually converge to some plateau. We find that it usually
takes two weeks for the result to stabilize.

6 RELATEDWORK
To the best of our knowledge, our proposed framework is the first
large-scale privacy-preserving framework deployed in production
to improve fairness for multiple PC attributes. There is a large and
growing body of literature on developing mathematical fairness
criteria according to different societal and ethical notions of fairness,
as well as techniques for building machine learning models that
fulfil those fairness criteria. The fairness enforced machine learning
algorithms in the literature mainly fall into three categories. In the
following, we review each. For a comprehensive survey of fairness
in machine learning we refer the reader to [15, 22, 25, 26, 31].

1) Pre-processing. Pre-processing methods typically aim to
remove bias in data. The studies by Calmon et al. [5], Zemel et al.
[38] map the data to a fair representation in a latent space satis-
fying the defined fairness or independence of the PC attribute to
remove potential bias in the data, and then use the mapped data
in the subsequent machine learning. Lahoti et al. [23] proposed
Adversarially Reweighted Learning to achieve Rawlsian Max-Min
fairness in which a learner is trained to optimize performance
on a classification task while the adversary adjust the wights of
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Figure 7: NCAC reduction vs. online A/B experiment dates
for Test 1 (Adjust-up Only) and Test 2 (Adjust-up and Down)

computationally-identifiable regions in the input space with high
training loss.

2) In-processing. In-processing methods aim at encoding fair-
ness as part of the objective function (i.e., constraining the train-
ing process). The works by Ge et al. [16, 17] studied the problem
of fairness on the item exposure in recommendation system by
proposing a fairness-constrained reinforcement algorithm which
can achieve the Pareto frontier of fairness and utility, and thereby
facilitate decision makers to control fairness utility trade-off. Wu
et al. [34] studied user and provider fairness in news recommenda-
tion with adversarial learning and propose to learn a biased-aware
user/provider embedding and a bias-free user/provider embedding
simultaneously and encourage them to be orthogonal to each other.
Wang et al. [30] explored the practical problem of enforcing group-
based fairness for binary classification using noisy PC attribute
without a privacy guarantee. The works by Zafar et al. [36, 37]
constrain the classifier on demographic parity and equalized oppor-
tunity, respectively, during the training. In a follow up work Zafar
et al. [35] introduced preference-based notion of fairness. Their
methods train a linear classifier for each group by solving a coupled
empirical risk minimization problem that enforces preferences with
a convex surrogate loss function. The work by Chen and Wu [6]
introduces the equalized distribution, a stronger fairness condition,
on the demographic parity and equalized opportunity concepts to
alleviate the sensitivity of the trained “fair” model to the decision
threshold tuning. In these methods, the tradeoff is usually required
between accuracy and fairness constraints.

3) Post-processing. Post-processing methods tend to modify
the presentations of the results. Our framework VRS categorizes
as a post-processing method. Geyik et al. [18] explored several
re-ranking rules to provide fair ranking scores and the desired
proportions over gender attribute. Do et al. [7] define the notion
of fairness in increasing the utility of the worse-off individuals
and proposed an algorithm based on maximizing concave welfare
functions using Frank-Wolfe algorithm. The work by Hardt et al.

[19] searches proper thresholds on the model output scores over
different groups to obtain the fairness compliant classification. The
study by Pleiss et al. [28] calibrates on the prediction score such
that the probability of positive label is equal to the prediction score.

Additionally, our proposed return decomposition algorithm is
not described precisely in the literature, to the best of our knowl-
edge. However, both [12] and [29] describe similar algorithmswhich
attempt to regress the per-step reward function using aggregated
feedback.

7 CONCLUSION AND FUTUREWORK
Motivated by improving equitable access to livelihood opportunities
to all Meta users, we proposed the VRS (a post-processing method)
to help ensure the audience that ends up seeing a housing ad more
closely reflects the eligible targeted audience for the ad and hence
equitable outcome. We verified the effectiveness of the VRS in
reducing potential bias, in the form of ad impression variance, via
extensive simulation evaluations and A/B Testing and achieved
significant improvements with regard to our fairness metric. We
deployed the VRS for pursuing fairness in Meta’s delivery of US
housing ads for gender and estimated race PC attributes. VRS is the
first large-scaled deployed framework for pursuing fairness in the
personalized ad domain for multiple PC attributes. We are currently
working towards deploying the VRS for credit and employment ads.
As we expand VRS to an additional PC attribute and new verticals,
learning the HRL policy from data remains a promising direction
for future work.

VRS represents several years of progress in consultation with
advocates, researchers, policymakers and other stakeholders. Much
of this work is unprecedented in the advertising industry and rep-
resents a significant technological advancement for how machine
learning is responsibly used to deliver personalized ads. We addi-
tionally hope that our work could be of interest for researchers and
practitioners working on similar domains.

Beyond our advertising system we continue to pursue work to
embed both civil rights considerations and responsible AI into our
product development process, some of which was shared in Meta’s
civil rights audit progress report released in late 2021. We know
that our ongoing progress — both in ads fairness and broader civil
rights initiatives — will be determined not just by our commitment
to this work, but by concrete changes we make in our products. We
look forward to not only building solutions, but participating in
and supporting the critical, industry-wide conversations that lie
ahead.
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A MODELING
A.1 Multi-objective Modeling
For voting weight, we additionally tried two other options. In the
first option, we weigh each action from each controller according
to the absolute values of current variance of each bucket within
each PC, as shown in equation 18:

Vote(PCX) =
∑𝑏𝑢𝑐𝑘𝑒𝑡𝑠
𝑖 |𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (𝑃𝐶𝑋𝑖 ) |∑𝑃𝐶𝑠

𝑋

∑𝑏𝑢𝑐𝑘𝑒𝑡𝑠
𝑖 |𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (𝑃𝐶𝑋𝑖 ) |

× 𝑎𝑥 (18)

In the second option, we weigh each action from each controller
according to the maximum absolute value of current variance of
each bucket within each PC as shown in equation 19:

Vote(PCX) =
max𝑖∈𝑏𝑢𝑐𝑘𝑒𝑡𝑠 |𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (𝑃𝐶𝑋𝑖 ) |∑𝑃𝐶𝑠

𝑋
max𝑖∈𝑏𝑢𝑐𝑘𝑒𝑡𝑠 |𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (𝑃𝐶𝑋𝑖 ) |

× 𝑎𝑥 (19)

Our experimental results showed equal voting gives best perfor-
mance in practice.

A.2 Bid Adjustment Module
To bring the total_bid of a given ad to the top of the auction, the
vrs_multiplier can be determined by the Equation 20:

vrs_multiplier =
max total_bid − quality_bid

advertiser_bid
(20)

where max total_bid is the maximum total_bid among all ads in
the same auction (housing and non-housing), and quality_bid and
advertiser_bid are of the given ad.

To bring the ad to the bottom of the auction one simply needs
to replace max total_bid in Equation 20 with min total_bid:

VRS_multiplier =
min total_bid − quality_bid

advertiser_bid
(21)

where min total_bid is the minimum total_bid among all ads in the
same auction.

A.3 Offline Evaluation Metric
To compute the expected number of adjust-up actions in an episode
(𝑥 ), recall that after data filtering all 𝑘 actions in a training episode
are adjust-up actions (see Section 3.1.2). As a result, the expected
number of adjust-up actions equals to the correct number of adjust-
up actions in a training episode. Also recall that the episode reward
is defined as the difference in correct number of adjust-up actions
(i.e., 𝑥 ) minus incorrect number of adjust-up actions in an episode
(see Section 3.1.1), we derive the episode reward 𝑅 as

R = 𝑥 − (𝑘 − 𝑥) = 2𝑥 − 𝑘 (22)

Therefore, we can compute 𝑥 using the episode reward and the
episode length in the training data as follows:

x =
𝑅 + 𝑘
2

(23)
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