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ABSTRACT
Cloth-Changing Person Re-Identification (CC-ReID) is a common
and realistic problem since fashion constantly changes over time
and people’s aesthetic preferences are not set in stone. While most
existing cloth-changing ReID methods focus on learning cloth-
agnostic identity representations from coarse semantic cues (e.g.
silhouettes and part segmentation maps), they neglect the con-
tinuous shape distributions at the pixel level. In this paper, we
propose Continuous Surface Correspondence Learning (CSCL), a
new shape embedding paradigm for cloth-changing ReID. CSCL
establishes continuous correspondences between a 2D image plane
and a canonical 3D body surface via pixel-to-vertex classification,
which naturally aligns a person image to the surface of a 3D human
model and simultaneously obtains pixel-wise surface embeddings.
We further extract fine-grained shape features from the learned
surface embeddings and then integrate them with global RGB fea-
tures via a carefully designed cross-modality fusion module. The
shape embedding paradigm based on 2D-3D correspondences re-
markably enhances the model’s global understanding of human
body shape. To promote the study of ReID under clothing change,
we construct 3D Dense Persons (DP3D), which is the first large-
scale cloth-changing ReID dataset that provides densely annotated
2D-3D correspondences and a precise 3D mesh for each person
image, while containing diverse cloth-changing cases over all four
seasons. Experiments on both cloth-changing and cloth-consistent
ReID benchmarks validate the effectiveness of our method. Our
project page is located at https://CSCL-CC.github.io.
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1 INTRODUCTION
Person Re-Identification (Re-ID) targets at re-identifying a specific
person across disjoint cameras [28]. Most existing works [6, 17, 20,
23, 46, 51, 56] presuppose that the appearances of people remain
consistent over time. In reality, people tend to change their outfits
over a long duration and different people may share the same dress-
ing sense. Methods that rely excessively on clothing appearance
fail to generalize to this long-term cloth-changing scenario.

In recent years, plenty of efforts [3, 19, 21, 36, 47, 50, 53] have
been made to handle the cloth-changing issue by learning discrimi-
native cloth-agnostic identity representations. A small proportion
of methods [3, 47, 50] attempt to decouple cloth-agnostic features
directly from RGB images without multi-modal auxiliary informa-
tion, which inevitably leads to the loss of crucial information in
global features and results in a heavy reliance on the domain. The
mainstream methods [7, 19, 21, 29, 36, 53] typically adopt human
parsing models to obtain coarse semantic cues to guide the ex-
traction of biometric features, such as shape features. However, as
shown in Figure 1(b), coarse semantic cues are insufficient to obtain
detailed shape information of a specific person, as it only enables
the estimation of body part labels but fails to model pixel-wise
shape distributions within the parts. Several recent works [22, 54]
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(a) (b) (c) (d)

Figure 1: Comparison of different multi-modal auxiliary in-
formation for person re-identification. (a) Images of the same
person in DP3D; (b) Coarse part segmentation, with only part
labels estimated; (c) Discretized DensePose IUV estimation,
with obvious seams between body parts; (d) Continuous 2D-
3D correspondences between image pixels and the entire
body surface, obtained through our CSCL framework.

leverage dense pose estimation [1] to align the texture of body
parts based on UV mapping. However, they do not further explore
reliable shape representations for the ReID task. Additionally, these
methods have a major defect in that they require partitioning the 3D
model into charts, and the resulting discretized UV spaces prevent
them from learning continuous correspondences over the entire
body surface. As shown in Figure 1(c), the use of independent UV co-
ordinate systems for each body part results in noticeable part seams
in the estimated IUV maps. There are also some methods [4, 43] di-
rectly estimating SMPL [27] shape parameters as 3D shape features.
However, the SMPL shape parameter space is highly incompatible
with the image feature space, making it challenging to effectively
integrate features from these two modalities.

In this paper, we propose a Continuous Surface Correspondence
Learning (CSCL) framework, which represents a new shape embed-
ding paradigm for cloth-changing ReID. CSCL pixel-wisely maps
a person image to a continuous embedding space of the SMPL
mesh surface through vertex classification. Essentially, learning
continuous 2D-3D correspondences aligns a person image to the
entire surface of a 3D human model, and simultaneously obtains a
pixel-level continuous distribution of body shape on the canonical
3D surface. Even for different persons wearing the same clothes,
there can be significant differences in their body shape distributions.
Therefore, we further extract fine-grained discriminative shape fea-
tures from the established correspondences, and integrate them
with global RGB features via an optimized cross-modality fusion
module based on the transformer [39], which greatly compensates
for the lost shape details in global RGB features. We incorporate
a novel Latent Convolutional Projection (LCP) layer for feature
projection. The LCP layer enhances the sharing and correlation

among tokens via adding an additional latent embedding, which
is the latent vector of an auto-encoder designed to reconstruct the
token map. It is also noteworthy that the proposed framework gen-
eralizes well to the cloth-consistent cases, indicating the reliability
of the learned shape features.

However, there is currently no publicly available cloth-changing
ReID dataset with ground-truth dense 2D-3D correspondences. To
facilitate the research, we construct a large-scale cloth-changing
ReID dataset named 3D Dense Persons (DP3D), which contains
39,100 person images of 413 different persons captured by 15 cam-
eras over all four seasons. We annotated dense 2D-3D correspon-
dences for each person image via a carefully designed annotation
system, ensuring 80 to 125 annotations for each image.

The main contributions of this work are summarized as follows:
• We propose a new shape embedding paradigm for cloth-
changing ReID that establishes pixel-wise and continuous
correspondences between a 2D image plane and a canonical
3D human body surface. To the best of our knowledge, this
is also the first work to explore global shape representations
for cloth-changing ReID via 2D-3D correspondences.

• We develop an optimized cross-modality fusion module to
adaptively integrate shape features with global RGB features,
where a novel Latent Convolutional Projection (LCP) layer
is designed to perform feature projection.

• We construct 3D Dense Persons (DP3D), which is the first
large-scale cloth-changing ReID dataset with densely anno-
tated 2D-3D correspondences and a corresponding 3D mesh
for each person image, while containing highly diverse cloth-
changing cases in real-world scenarios.

• We demonstrate our proposed method is applicable to both
cloth-changing and cloth-consistent situations, as shown
by extensive results on four cloth-changing ReID datasets
including DP3D and two general ReID datasets.

2 RELATEDWORKS
In this section, we first review the literature on cloth-changing
person re-identification and corresponding datasets, then introduc-
ing the research related to continuous surface embeddings in the
context of 3D shape analysis.

2.1 Cloth-Changing Person ReID
Existing cloth-changing ReID methods can be categorized into
decoupling-based methods and auxiliary modality-based meth-
ods. Decoupling-based methods [9, 47, 48] aim to decouple cloth-
agnostic features directly from RGB images without multi-modal
auxiliary information. AFD-Net [47] disentangled identity and
clothing features via generative adversarial learning. CAL [9] pro-
posed to penalize the predictive power of the ReID model with re-
spect to clothes via a clothes-based adversarial loss, while UCAD [48]
enforced the identity and clothing features to be linearly indepen-
dent in the feature space via an orthogonal loss.

Auxiliary modality-based methods [4, 7, 15, 22, 36, 54] are con-
sidered more robust since visual texture features can be filtered
under the supervision of human semantics. FSAM [15] proposed
to complement 2D shape representations obtained from human
silhouettes for global features. MVSE [7] embedded multigranular
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Table 1: Comparison of DP3D and existing cloth-changing
ReUD datasets (‘In’: Indoor; ‘Out’: Outdoor).

Datasets Scene IDs Image Cam Time 3D View Dense Corr.
Celebrities [16] - 590 10,842 - -
LTCC [33] In 152 17,138 12 2 Months
PRCC [49] In 221 33,698 3 -
COCAS [52] In 5,266 62,382 30 -

VC-Clothes [40] - 512 19,060 - -
CSCC [48] Out 267 36,700 13 12 Months
NKUP [42] In/Out 107 9,738 15 4 Month
NKUP+ [26] In/Out 361 40,217 29 10 Month
DP3D (Ours) Out 413 39,100 15 12 Months

visual semantic information into the model. Pixel Sampling [36]
leveraged a human parsing model to recognize upper clothes and
pants, and then randomly changed them by sampling pixels from
other people, enforcing the model to automatically learn cloth-
agnostic cues. DSA-ReID[54] and ASAG-Net[22] proposed to use
dense human semantics to generate semantics-aligned images in
the discretized DensePose UV space, while 3DSL [4] considered
the low-dimensional SMPL shape parameters as 3D shape features,
and directly fused them to global features. None of these methods
consider establishing pixel-wise and continuous 2D-3D correspon-
dences between image pixels and the entire 3D body surface, which
effectively bridges the gap between 2D and 3D shape space.

2.2 Cloth-Changing ReID Datasets
General person ReID datasets[24, 34, 44, 55] assume that the appear-
ance of the same individual is consistent, which is often not the case
in real-world scenarios. Models trained on these datasets rely exces-
sively on clothing appearance, making it difficult for them to gen-
eralize well to long-term cloth-changing scenarios. In recent years,
a few datasets were collected specifically for the cloth-changing
setting. Celebrities [16] were obtained from the Internet, which con-
sists of street snapshots of celebrities. PRCC [49] provides indoor
cloth-changing person images with their corresponding contour
sketches. COCAS [52] is a large-scale dataset that provides a variety
of clothes templates for cloth-changing person ReID. LTCC [33]
assumes that different people wear different clothes and assigns
a unique clothing label to each person image in the dataset. VC-
Clothes [40] is a large realistic synthetic dataset rendered by the
GTA5 game engine. CSCC [48] considers different degrees of cloth-
changing. NKUP [42] contains both indoor and outdoor person
images with complex illumination conditions, while NKUP+ [26]
has more diverse scenarios, perspectives, and appearances.

2.3 Continuous Surface Embeddings
Continuous Surface Embeddings (CSE) target at pixel-wisely learn-
ing an embedding of the corresponding 3D vertex from an RGB
image [30], which demonstrates strong human body representa-
tion capabilities. HumanGPS [38] employs contrastive learning to
enhance CSE representations. BodyMap [18] introduced a coarse-
to-fine learning scheme, establishing high-definition full-body con-
tinuous correspondences by refining coarse correspondences. Sur-
fEmb [10] applied Continuous Surface Embeddings to the field of
object pose estimation and learned correspondence distributions in
a self-supervised fashion.

(a) (b) (c) (d) (e)

Figure 2: Examples of annotating person images in the DP3D
dataset. (a) Cross-appearance images of the same person; (b)
Generating pixels to be labeled (corresponding pixels are vi-
sualizedwith purple dots); (c) Annotating ground-truth corre-
sponding 3D mesh vertices. (d) fitting the SMPL model to the
person images under the guidance of dense correspondences;
(e) the projected 2D full-body images used for annotation.

3 THE 3D DENSE PERSONS DATASET
Obtaining ground-truth 3D structure information for pedestrians
is of substantial importance as it can address potential geometric
ambiguities that may arise from relying solely on RGB modality.

In this section, we introduce the 3D Dense Persons (DP3D),
a large-scale cloth-changing ReID dataset that provides densely
annotated 2D-3D correspondences and a corresponding 3D mesh
for each person image, filling the gap in the field.

3.1 Data Collection
The raw videos we collected have high resolutions and cover a
time span of one year. We selected a total of 15 cameras, with 5
of them having a resolution of 4K, 2 having a resolution of 2K,
and the remainder being set to a resolution of 1080P. The use of
high-resolution cameras ensures the recorded pedestrians to be as
clear as possible, which is advantageous for the ReID task under
clothing change. The shooting scenes encompass various outdoor
locations, such as street scenes, park landscapes, construction sites,
and parking lots. All pedestrianswere captured by at least 2 cameras,
with the majority being captured by 3 or more. We adopted the
Mask R-CNN [11] framework to detect the bounding box of each
person after framing.

3.2 Annotation System
Due to the dramatic variations in people’s clothing styles over the
course of a year, we first identified the volunteers and conducted
a manual inspection to avoid misidentification, while assigning
a camera ID label, a person ID label, and a clothing ID label to
each person image. Then, as shown in Figure 2, we annotated
dense correspondences via a carefully designed pipeline. In the
first stage, we ran the universal model of Graphonomy [8] with
20 part labels to segment the images, then uniformly sampling
40 pixels across the entire human body region. We also utilized
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Figure 3: The architecture of the CSCL framework. (a) Our framework learns pixel-wise and continuous 2D-3D correspondences,
which enables the extraction of fine-grained shape features. Cloth-agnostic shape knowledge is then complemented for global
RGB features via cross-modality fusion; (b) Consistency learning between cross-view corresponding pixels.

k-means clustering to obtain 5 to 10 centroid pixels for each part
based on its size. Compared to DensePose [1], our sampling method
avoids seams between body parts and ensures a sufficient number
of sampling points for smaller parts. However, since people may
wear loose clothes, we manually filtered out those sampling pixels
that did not fall within the human body regions underneath the
clothes. For each pair of images belonging to the same person,
we additionally selected 10 corresponding pixels for consistency
learning, which correspond to the same 10 mesh vertices. In the
second stage, as shown in Figure 2 (e), we projected the SMPL
mean template mesh from 6 predefined viewpoints to generate
full-body images. When annotating a specific pixel, it was only
necessary to choose the most suitable projected image, and its 2D
coordinates were used to localize the corresponding 3D vertex.
In cases certain pixels were challenging to determine from the
projected images, we directly annotated the correspondences on
the 3D mesh surface through rotation. It is worth noting that we
did not annotate in a part-by-part manner, but rather adopted a
global approach using full-body projected images for annotation,
which ensured accurate annotations at the junctions of body parts.
In the last stage, to obtain accurate SMPL parameters, we employed
a modified SMPLity-X [32] to fit the SMPL model to the person
images under the guidance of densely annotated correspondences.

3.3 Statistics and Comparison
The proposed DP3D dataset is characterized by its diverse scenes,
multiple perspectives, large number of individuals, and long time

span. It comprises 39,100 person images belonging to 413 different
persons, which were captured over the course of a year (during four
distinct seasons). Depending on its resolution, each person image
has approximately 80 to 125 annotated correspondences, where 10
correspondences have mesh vertices shared among all images of
the same person. We divided the images into a training set and a
testing set, with each set containing approximately equal numbers
of identities. For same-appearance images of a specific person, we
randomly select one image per viewpoint to construct the query
set, while the remaining images in the testing set form the gallery
set. We present in Table 1 a comparison between DP3D and existing
cloth-changing ReID datasets.

4 METHODOLOGY
In this section, we first provide an overview of our proposed frame-
work in Section 4.1. Next, in Section 4.2 and 4.3, we elaborate the
learning scheme of continuous 2D-3D correspondences, as well as
the design principles of the cross-modality fusion module, respec-
tively. Subsequently, we provide a comprehensive description of
the training losses in Section 4.4.

4.1 Overview
As shown in Figure 3 (a), person images are input separately into
the ResNet-50 [12] backbone and CNN embedding layers to extract
global RGB features and continuous surface embeddings. For each
foreground pixel, CSCL maps it to a continuous embedding space of
the SMPL mesh surface under the supervision of geodesic distances.
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Subsequently, a shape extraction network with a ResNet-50 archi-
tecture is further employed to extract fine-grained shape features
from the learned surface embeddings, while simultaneously map-
ping them to the same size as global RGB features. Following that,
we adaptively integrate shape features with global RGB features via
an improved cross-modality fusion module, where a novel Latent
Convolutional Projection (LCP) layer is designed to perform feature
projection. Cross-attention mechanism is then applied to aggregate
features from the two distinct modalities, which are then added to
the original features. After the fusion, we conduct Global Average
Pooling (GAP), followed by two separate fully-connected classifiers,
to obtain the final global RGB features and shape features. We also
introduce a learnable class token for each of the two modalities,
which exhibits strong cross-modality compatibility and also con-
tributes to the ID loss. In the inference stage, the two class tokens
are concatenated with global RGB features and shape features to
construct the final identity feature.

4.2 Establishing Continuous Correspondences
Considering the huge domain gap between 2D person images and
the 3D space perceived by human eyes, we believe that establishing
continuous correspondences between image pixels and the entire
3D human body is of substantial importance, which bridges the
gap between the 2D and 3D shape space and therefore benefit the
understanding of global body shape.

Given a person image 𝐼 ∈ R𝐻×𝑊 ×3 of height 𝐻 and width𝑊 ,
we first extract the segmentation mask𝑀 of the foreground person.
Then, the CNN embedding layers map the person image into con-
tinuous surface embeddings 𝐸 ∈ R𝐻×𝑊 ×𝐷 , while preserving the
spatial resolution of the image. For pixels within the foreground
mask𝑀 , we employ geodesic distances on the 3D surface to super-
vise the learning of surface embeddings. More concretely, we scale
the cross-entropy loss of pixel-to-vertex classification on the mesh
surface using geodesic distances. This constraint is reasonable as
it quantifies the deviation of vertex prediction on the 3D surface.
Furthermore, as illustrated in Figure 3 (b), we also conduct con-
sistency learning for corresponding pixels in images that belong
to the same person. Suppose we have two distinct images of the
same person, donated as 𝐼1, 𝐼2, where foreground pixels 𝑝1 and 𝑝2
belong to image 𝐼1, and pixel 𝑞 belongs to image 𝐼2. Both 𝑝1 and
𝑞 correspond to the same vertex 𝑣1 on the mesh surface, while 𝑝2
corresponds to vertex 𝑣2. We first compute the cosine distance in
the embedding space to measure the similarity between 𝑝1 and 𝑞:

𝑑 (𝑝1, 𝑞) = 1 − 𝑐𝑜𝑠 (𝐸1 (𝑝1), 𝐸2 (𝑞)) (1)

where 𝐸1 and 𝐸2 denote surface embeddings of images 𝐼1 and 𝐼2.
By minimizing the cosine distance 𝑑 (𝑝1, 𝑞), the embedding vectors
of two corresponding pixels are brought closer. However, during
training, only considering the consistency of corresponding pixels
may lead to all embeddings mapping to similar values. Therefore,
for different pixels 𝑝1 and 𝑝2 in the same person image, we keep
their relative affinity by enforcing embedding distances to follow
geodesic distances, i.e. minimizing |𝑑 (𝑝1, 𝑝2) − 𝑠 (𝑔(𝑣1, 𝑣2)) |, where
𝑔(·, ·) calculates the geodesic distance between two mesh vertices
and 𝑠 (·) scales it to match the range of the cosine distance 𝑑 (·, ·).

Establishing 2D-3D correspondences allows for learning the
continuous shape distributions on the 3D surface at the pixel level,

i.e. 𝑃𝑟 (𝑣 |𝐼 , 𝑝, 𝑝 ∈ 𝑀), where I denotes the person image, and M
denotes the foreground mask. To further extract fine-grained shape
features, we feed the learned embeddings into the shape extraction
network with a ResNet-50 architecture, while mapping them to the
same size as global RGB features. Note that the extracted shape
features are insensitive to clothing appearance as texture features
are already filtered out in the correspondence learning process.

4.3 Cross-Modality Feature Fusion
To adaptively integrate the shape features extracted from the es-
tablished continuous correspondences with global RGB features, a
cross-modality fusion module is designed. As discussed in CVT [45],
convolutional layers are renowned for their remarkable ability to
capture intricate local spatial token structures, which allows the
removal of positional embeddings from the transformer [39] frame-
work. However, the utilization of fixed-size convolutional kernels
hampers the effectiveness of capturing global positional correla-
tions between non-adjacent tokens. To mitigate this issue, we pro-
pose a novel Latent Convolutional Projection (LCP) layer. It adds
the same latent embedding to each token in the token map, which
is the latent vector of a pretrained auto-encoder designed to re-
construct the token map. During the training of CSCL, only the
encoder of the auto-encoder is preserved and fixed to ensure the
universal nature of the latent embedding, whereas the decoder is
disregarded. This design not only greatly enhances the correlation
and sharing among different tokens, but also enables better adapta-
tion to images with diverse backgrounds. The projection of an LCP
layer can be formulated as follows:

𝑄/𝐾/𝑉 = 𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝐶𝑜𝑛𝑣2𝑑 (𝑅𝑒𝑠ℎ𝑎𝑝𝑒2𝐷 (𝐹 ) + 𝑙)) (2)

where 𝑄/𝐾/𝑉 represents the projected queries, keys, and values,
𝐹 is the input token map, 𝑙 represents the latent embedding, and
𝑅𝑒𝑠ℎ𝑎𝑝𝑒2𝐷 denotes the operation to reshape the feature map 𝐹 to
a 2D token map. After separately passing global RGB features 𝐹𝑔 ∈
Rℎ×𝑤×𝑐 and shape features 𝐹𝑠 ∈ Rℎ×𝑤×𝑐 through two distinct
LCP layers, the cross-attention mechanism is applied to adaptively
integrate features from different modalities. We first take global
RGB features as queries and shape features as keys/values, reshape
the fused feature to match the size of 𝐹𝑔 , and finally add it to 𝐹𝑔 :

𝐹𝑔 = 𝐹𝑔 + 𝑅𝑒𝑠ℎ𝑎𝑝𝑒3𝐷 (𝑀𝐻𝐴(𝑄𝑔, 𝐾𝑠 ,𝑉𝑠 )) (3)

where 𝑅𝑒𝑠ℎ𝑎𝑝𝑒3𝐷 denotes the operation of reshaping a 2D token
map to match the size of 𝐹𝑔 , and MHA represents the multi-head
attention. We also take shape features as queries and global RGB
features as keys/values for identity modeling of shape features.

𝐹𝑠 = 𝐹𝑠 + 𝑅𝑒𝑠ℎ𝑎𝑝𝑒3𝐷 (𝑀𝐻𝐴(𝑄𝑠 , 𝐾𝑔,𝑉𝑔)) (4)

In other words, we enable bidirectional access between global RGB
features and shape features, which allows the model not only com-
plements fine-grained cloth-agnostic shape knowledge for global
RGB features 𝐹𝑔 , but also integrates essential identity-related char-
acteristics for shape features 𝐹𝑠 to assist identity modeling. Addi-
tionally, we introduce learnable class tokens for each of the two
modalities, which are also utilized to compute the ID loss.
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4.4 Loss Function
CSE Losses. As discussed in Section 4.2, to mask out the back-
ground pixels, the foreground silhouette for each person image
is retrieved, thus a binary cross-entropy loss L𝑠𝑖𝑙 is employed to
penalize unsatisfactory silhouette predictions. Furthermore, we em-
ploy geodesic distances on the mesh surface to scale the per-pixel
vertex classification loss, which penalizes the misclassified pixels
based on the degree of deviation on the surface. The geodesic loss
can be formulated as follows:

L𝑔𝑒𝑜 = − 1
𝑁

∑︁
𝑝∈𝐼

𝑔(𝑣𝑝 , 𝑣𝑝 ) · 𝑙𝑜𝑔(𝑝 (𝑣𝑝 )) (5)

where 𝑁 indicates the number of pixels with ground-truth annota-
tions in image 𝐼 , 𝑣𝑝 and 𝑣𝑝 represent the ground-truth and predicted
mesh vertices corresponding to pixel p, and 𝑔(·, ·) calculates geo-
desic distances between twomesh vertices. For consistency learning
of continuous surface embeddings, we design the following consis-
tency loss L𝑐𝑠𝑡 :

L𝑐𝑠𝑡 =
1
𝑁1

∑︁
𝑝∈𝐼1,𝑞∈𝐼2

𝑙𝑜𝑔(1 + 𝑒𝑥𝑝 (𝑑 (𝑝, 𝑞))

+ 1
𝑁2

∑︁
𝑝1,𝑝2∈𝐼

𝑙𝑜𝑔(1 + 𝑒𝑥𝑝 ( |𝑑 (𝑝1, 𝑝2) − 𝑠 (𝑔(𝑣1, 𝑣2)) |))
(6)

where 𝑁1 and 𝑁2 indicate the number of annotated pairs, 𝑝 and
𝑞 are corresponding pixels in cross-view images, 𝑝1 and 𝑝2 stand
for different pixels in the same image, 𝑑 (·, ·) and 𝑔(·, ·) respectively
denote the cosine distance in the embedding space and the geo-
desic distance on the surface, and 𝑠 (·) represents the scale function.
The first term of L𝑐𝑠𝑡 ensures consistency between embeddings of
cross-view corresponding pixels, while the second term enforces
embedding distances to follow geodesic distances for different pix-
els in the same image, thus pushing apart their embeddings, and
avoiding the degradation cases that may occur during training.

ReID Losses. The ReID losses employed in our framework con-
sist of a cross-entropy loss (ID loss) for classification and a triplet
loss [14] for similarity learning in the feature space. The final global
RGB feature 𝑓 𝑔 , shape feature 𝑓 𝑠 , and two class tokens all contribute
to the ID loss:

L𝑖𝑑 = L𝑔

𝑖𝑑
+ L𝑠

𝑖𝑑
+ L𝑐𝑙𝑠

𝑖𝑑
(7)

where L𝑐𝑙𝑠
𝑖𝑑

represents the summation of ID losses of the two class
tokens. We introduce separate triplet losses for global RGB features
and shape features to enhance their discriminative capability, which
are combined to obtain the final triplet loss:

L𝑡𝑟𝑖 = L𝑔

𝑡𝑟𝑖
+ L𝑠

𝑡𝑟𝑖 (8)

Final Loss. The overall objective function of our proposed Con-
tinuous Surface Correspondence Learning (CSCL) framework com-
promises the aforementioned CSE losses and ReID losses, which
can be formulated as follows:

L = L𝑠𝑖𝑙 + 𝜆1 (L𝑔𝑒𝑜 + 𝛼L𝑐𝑠𝑡 ) + 𝜆2L𝑖𝑑 + 𝜆3L𝑡𝑟𝑖 (9)

where 𝜆1, 𝛼 , 𝜆2 and 𝜆3 are weights for balancing each term.

5 EXPERIMENTS
5.1 Datasets and Protocals
We conduct experiments on four existing cloth-changing ReID
datasets (i.e. LTCC [33], PRCC [49], VC-Clothes [40] and DP3D).
Furthermore, three different settings are involved in our experiment:
(1) Standard Setting: the test set includes both same-appearance
and cross-appearance samples; (2) Cloth-Changing Setting: the
test set only includes cross-appearance samples; (3) Same-Clothes
Setting: the test set only includes same-appearance samples. For
LTCC and DP3D, we provide experimental results in the standard
setting and cloth-changing setting, while for PRCC and VC-Clothes,
results in the same-clothes setting and cloth-changing setting are
reported. We additionally validate our method on two general ReID
datasets (i.e. Market-1501 [55] and DukeMTMC [34]), following
their evaluation metrics. For evaluation, we adopt the mean average
precision (mAP) and rank-1 accuracy to evaluate the effectiveness
of ReIDmethods. We also utilize Geodesic Point Similarity (GPS) [1]
scores to measure the quality of the established correspondences:

𝐺𝑃𝑆𝐼 =
1
𝑁

∑︁
𝑝∈𝐼

𝑒𝑥𝑝
−𝑔(𝑣𝑝 , 𝑣𝑝 )2

2𝜎2
(10)

where I indicates a person image, N is the number of ground-truth
correspondences, 𝑣𝑝 and 𝑣𝑝 denote the ground-truth vertex and the
estimated vertex, 𝑔(·, ·) represents geodesic distances, and 𝜎 is a
normalizing factor set to 0.255. When GPS scores exceed a certain
threshold, the correspondences are considered as correct. Therefore,
following the metric of BodyMap [18], we report Average Precision
(AP) and Average Recall (AR) based on GPS scores.

5.2 Implementation Details
For datasets without ground-truth dense correspondences, we fit
the SMPL body model to the person images under the guidance
of OpenPose [2] keypoint detections and foreground silhouettes.
For each SMPL mesh vertex, there is a reprojected point on the
2D image plane, and the pixel closest to this point is utilized to
establish the correspondence. If different vertices correspond to the
same pixel, only the vertex closest to the camera is recorded. Based
on the image resolution, we uniformly sampled 80 to 125 pseudo
correspondences within the entire body region. All input images
are resized to 256×128. A skip-connecting UNet [35] architecture
pretrained on the DensePose-COCO dataset [1] is employed as em-
bedding layers, while two distinct ResNet-50 backbone pretrained
on ImageNet [5] with the last downsampling layer discarded are
employed to extract global RGB features and shape features, respec-
tively. In the training stage, the Adam optimizer[31] was utilized for
optimization. We first trained the embedding layers for 50 epochs
with a learning rate of 5 × 10−5, and then fixed them to train the
rest of the network for 100 epochs with a linear warm-up phase.
The learning rate was increased from 1 × 10−5 to 1 × 10−4 in the
first 5 epochs. Finally, we trained the network in an end-to-end
manner for 40 epochs with a fixed learning rate of 1 × 10−5. The
embedding dimension 𝐷 is set to 64. The values of 𝜆1, 𝛼 , 𝜆2, 𝜆3 in
Eq. 9 are set to 0.3, 5.0, 1.0, 0.8, and the margin parameter for the
triplet loss is set to 0.3, respectively.
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Table 2: Comparison on LTCC, PRCC, VC-CLothes and DP3D datasets. # denotes we conducted experiments based on the code
we reproduced. ‘Standard’, ‘Cloth-Changing’ and ‘Same-Clothes’ represent experiment settings illustrated in Section 5.1.

Methods
LTCC PRCC VC-Clothes DP3D

Standard Cloth-Changing Same-Clothes Cloth-Changing Same-Clothes Cloth-Changing Standard Cloth-Changing
Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP

PCB (ECCV18) [37] 65.1 30.6 23.5 10.0 86.9 83.6 22.9 24.7 72.3 73.9 53.9 55.6 58.3 35.9 15.1 9.9
HACNN (CVPR18) [25] 60.2 26.7 21.5 9.2 82.4 84.7 21.8 23.2 68.6 69.7 49.6 50.1 53.4 31.8 13.4 8.5
MGN (MM18) [41] 68.4 32.4 25.3 11.5 89.8 87.4 25.9 35.9 74.3 75.2 55.0 57.3 59.7 37.0 17.9 12.2

TransReID (ICCV21) [13] 70.1 33.8 26.4 12.6 93.1 94.0 40.1 43.6 79.8 80.3 73.1 74.9 62.5 37.5 18.5 12.7
SE+CESD (ACCV20) [33] 71.4 34.3 26.2 12.4 91.8 90.6 37.6 38.7 85.2 79.1 69.5 65.5 61.9 38.3 18.3 12.7
FSAM (CVPR21) [15] 73.2 35.4 38.5 16.2 98.8 - 54.5 - 94.7 94.8 78.6 78.9 61.7 39.0 17.7 11.9
3DSL (CVPR21) [4] 73.8# 34.2# 31.2 14.8 98.7# 95.0# 51.3 49.8# 92.5# 79.7# 79.9 81.2 66.4# 45.3# 29.6# 17.8#
UCAD (IJCAI22) [48] 74.4 34.8 32.5 15.1 96.5 95.9 45.3 45.2 92.6 81.1 82.4 73.8 63.5 41.7 21.3 13.1
MVSE (MM22) [7] 73.4# 33.9# 70.5 33.0 98.7# 98.3# 47.4 52.5 86.1# 79.5# 79.4# 79.1# 63.7# 41.7# 21.2# 13.4#

M2NET (MM22) [26] - - - - 99.5 99.1 59.3 57.7 - - - - 63.3 39.4 20.8 12.9
CAL (CVPR22) [9] 74.2 40.8 40.1 18.0 100 99.8 55.2 55.8 - - - - 64.8 42.4 22.9 14.4
Baseline(ResNet-50) 68.2 34.3 26.2 12.3 89.6 88.0 32.8 37.1 78.0 78.8 70.6 65.9 62.5 38.8 19.2 13.0
CSCL(w/o. L𝑐𝑠𝑡 ) 75.3 41.1 68.9 33.5 99.7 99.4 63.5 63.6 97.1 95.4 85.5 84.7 74.1 55.8 37.8 27.0

CSCL 75.5 41.6 69.7 34.1 99.7 99.6 64.2 64.5 97.3 95.5 85.9 84.7 75.8 56.9 39.2 28.7

Table 3: Comparison of CSCL and other competitors on
Market-1501 (single-query setting) and DukeMTMC.

Methods
Market-1501 DukeMTMC

Rank-1 mAP Rank-1 mAP
PCB (ECCV18) [37] 92.3 77.4 81.8 66.1

HACNN (CVPR18) [25] 91.2 75.7 80.5 63.8
MGN (MM18) [41] 95.7 86.9 88.7 78.4

Trans-ReID (ICCV21) [13] 95.2 89.5 90.7 82.6
3DSL (CVPR21) [4] 95.0 87.3 88.2 76.1
Baseline(ResNet-50) 92.7 78.0 85.8 75.3

CSCL 95.4 89.5 90.3 83.1

5.3 Comparison with State-of-the-arts
As shown in Table2, we compare our proposed CSCL with seven
SOTA cloth-changing methods (i.e. SE+CSED [33], PSAM [15],
3DSL [4], UCAD [48], MVSE [7], M2NET [26] and CAL [9]) on
LTCC, PRCC, VC-Clothes, and DP3D. To assess the feasibility of
CSCL in cases without clothing change, we also choose four SOTA
short-term methods (i.e. PCB [37], HACNN [25], MGN [41], and
Trans-ReID [13]) as competitors. The comparative results on the
Market-1501 and DukeMTMC are presented in Table 3.

Based on the results in Table 2 and Table3, we have the following
key observations: (1) In the cloth-changing setting, CSCL exceeds
other competitors on PRCC, VC-Clothes, and DP3D by a large mar-
gin, achieving a rank-1 improvement of 4.9%/3.5%/9.6% and a mAP
improvement of 6.8%/3.5%/10.9%. This is attributed to the powerful
shape representation capability of the continuous correspondences.
However, there is still a limitation to CSCL. Due to the poor quality
of person images, the generated pseudo correspondences on LTCC
are not reliable enough. Despite this limitation, CSCL still achieves
comparable results with the SOTA method MVSE on LTCC, in-
dicating a certain tolerance for vertex position errors. (2) CSCL
generalizes well to the general ReID datasets where appearance fea-
tures dominate, achieving comparable performance with the SOTA
short-term methods. This is because the distribution of global RGB
features is well preserved in the fusion stage.

Table 4: Ablation studies of different components in the CSCL
framework. LNP represents linear projection, PE denotes
positional embeddings, and SEN denotes the shape extraction
network, respectively.

Models CSE SEN CMF
Projection PRCC DP3D

LNP+PE CP LCP Rank-1 mAP Rank-1 mAP
1(Baseline) - - - - - 32.8 37.1 19.2 13.0

2 - - - 34.2 38.8 21.9 14.2
3 - - - 52.9 55.4 30.7 23.5
4 62.5 63.7 37.7 27.1
5 62.8 63.7 37.7 27.3
6 64.2 64.5 39.2 28.7

Table 5: Average Precision (AP) and Recall (AR) calculated at
GPS thresholds ranging from 0.5 to 0.95 onmultiple datasets.

Datasets 𝐴𝑃50 𝐴𝑃75 𝐴𝑃95 𝐴𝑅50 𝐴𝑅75 𝐴𝑅95

Market-1501 67.6 58.5 50.8 70.0 60.8 52.4
DukeMTMC 63.1 52.3 45.6 63.5 53.1 46.0

LTCC 59.2 49.8 39.5 60.3 51.7 39.8
PRCC 66.4 57.4 49.7 67.6 59.3 50.9

VC-Clothes 73.0 64.9 59.2 74.1 67.1 58.8
DP3D (w/o. L𝑐𝑠𝑡 ) 84.0 74.6 65.8 84.9 76.0 66.2

DP3D 87.5 79.6 70.3 90.3 81.2 70.5

5.4 Ablation Studies
In this section, we carry out comprehensive experiments on PRCC
and DP3D to validate: (1) the effectiveness of continuous surface
embeddings, the cross-modality fusion module, and latent convo-
lutional projection, which are abbreviated as CSE, CMF, and LCP
respectively; (2) the influence of consistency loss on correspondence
learning; (3) the impact of using different features for inference.

Effectiveness of CSE, CMF, and LCP. FromTable 4, we observe
that introducing continuous surface embeddings to the model with
a proper shape extraction network (Baseline→Model3) remark-
ably improves the performance of the baseline model, with a rank-
1/mAP improvement of 20.1%/18.3% on PRCC, and a rank-1/mAP
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Table 6: Ablation studies of deploying different features for
inference. CLS denotes the two learnable class tokens.

Features
PRCC DP3D

Rank-1 mAP Rank-1 mAP
RGB 55.9 57.7 36.8 26.3
CLS 61.1 61.8 37.9 27.4
Shape 42.5 45.9 23.9 16.8

RGB + Shape 61.4 62.6 37.4 27.2
CLS + Shape 63.5 64.2 38.7 28.4

RGB + CLS + Shape 64.2 64.5 39.2 28.7

improvement of 11.5%/10.5% on DP3D. This demonstrates that es-
tablishing pixel-wise and continuous correspondences complement
rich and essential identity-related shape features for global RGB fea-
tures. However, there is no significant improvement when directly
downsampling the learned correspondences without a shape extrac-
tion network, and we will further analyze this issue in Section 5.5.
Moreover, the cross-modality fusion module also brings significant
improvement, which indicates that features of the two modalities
become more compatible via cross-modality fusion. Furthermore,
by comparing different feature projection methods for generating
Q/K/V, we observe that LCP shows a certain degree of improvement
over linear projection and convolutional projection. This is attrib-
uted to the inclusion of latent embeddings, which greatly facilitates
the sharing among tokens.

Additionally, we evaluate the quality of established correspon-
dences on different ReID datasets in Table 5. By combining the
results from Table 2 and Table 5, we can clearly observe a robust
positive correlation between the quality of correspondences and
the magnitude of performance improvement.

Influence of consistency loss. As shown in Table 5, the re-
moval of consistency loss L𝑐𝑠𝑡 from the correspondence learning
process leads to a 5% decrease in vertex classification accuracy on
DP3D, which indicates that performing consistency learning is ben-
eficial for establishing reliable correspondences. From Table 2, we
also observe that removing L𝑐𝑠𝑡 results in a decline in the over-
all performance of ReID, verifying the importance of consistency
learning for CSE.

Impact of using different features for inference. During
inference, we select the model corresponding to Model 6 in Table 4
to verify the effectiveness of different features. As shown in Ta-
ble 6, while relying solely on shape features is not reliable enough,
the shape features can enhance the performance of other features.
Concatenating global RGB features, shape features, and two class
tokens results in the best performance at inference time.

5.5 Further Analysis
Visualization of Continuous Surface Embeddings. We employ
PCA to reduce the dimension of continuous surface embeddings
from 𝐻 ×𝑊 × 𝐷 to 𝐻 ×𝑊 × 3, where 𝐻 and𝑊 denote the height
and width of person images, 𝐷 represents the embedding dimen-
sion. Visualization results on DP3D are presented in Figure 4. Since
the color differences reflect the feature distances in the embedding
space, we can clearly observe that the established 2D-3D corre-
spondences between images pixels and the entire body surface are
relatively smooth. Different from discretized UV mappings such as

Figure 4: PCA visualization results of the learned continuous
surface embeddings. The person images in each row are cross-
appearance images of the same person in DP3D. We reduce
the channel dimension of the learned continuous surface
embeddings from 64 to 3 for visualization.

the DensePose, the smooth and continuous 2D-3D correspondences
can provide richer and more reliable global knowledge of human
shape for cloth-changing ReID.

Identity modeling for shape features. Multi-modal auxiliary
information itself is not sufficiently discriminative for the ReID
task, making it necessary to conduct identity modeling. However,
some existing CC-ReID methods, such as 3DSL, directly regulate
multi-modal auxiliary features via ReID losses, which disrupts the
distribution of shape space. As shown in Table 4, directly using
downsampling operations without a proper shape extraction net-
work (Model3→Model2) leads to significant performance degrada-
tion. We believe that multi-modal auxiliary features should first be
mapped to an intermediary feature space before identity modeling
to alleviate the incompatibility between feature spaces of different
tasks, which is beneficial for the fusion of shape and global RGB
features.

Future works. Current 3D shape-based ReID methods suffer
from a huge domain gap between the RGB image space and the
3D shape space. Our work essentially targets at bridging the gap
between these two spaces. Therefore, future works can consider
transforming the surface mebddings into different forms of 3D
shape features and assess their potential benefits for CC-ReID.

6 CONCLUSION
We have proposed a new shape embedding paradigm that estab-
lishes pixel-wise and continuous surface correspondences to mine
fine-grained shape features for cloth-changing ReID. Moreover, an
optimized cross-modality fusion module is designed to adaptively
integrate shape features with global RGB features. To facilitate the
research, we have constructed 3D Dense Persons (DP3D), which is
the first cloth-changing ReID dataset with densely annotated 2D-3D
correspondences and corresponding 3D meshes. Experiments on
both cloth-changing and cloth-consistent ReID benchmarks demon-
strate the robustness and superiority of our method.
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