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ABSTRACT
Contrastive learning has been proven to be a successful approach

in graph self-supervised learning. Augmentation techniques and

sampling strategies are crucial in contrastive learning, but in most

existing works, augmentation techniques require careful design,

and their sampling strategies can only capture a small amount of

intrinsic supervision information. Additionally, the existing meth-

ods require complex designs to obtain two different representations

of the data. To overcome these limitations, we propose a novel

framework called the Self-Contrastive Graph Diffusion Network

(SCGDN). Our framework consists of two main components: the

Attentional Module (AttM) and the Diffusion Module (DiFM). AttM

aggregates higher-order structure and feature information to get an

excellent embedding, while DiFM balances the state of each node in

the graph through Laplacian diffusion learning and allows the coop-

erative evolution of adjacency and feature information in the graph.

Unlike existing methodologies, SCGDN is an augmentation-free

approach that avoids "sampling bias" and semantic drift, without

the need for pre-training. We conduct a high-quality sampling of

samples based on structure and feature information. If two nodes

are neighbors, they are considered positive samples of each other.

If two disconnected nodes are also unrelated on 𝑘NN graph, they

are considered negative samples for each other. The contrastive

objective reasonably uses our proposed sampling strategies, and

the redundancy reduction term minimizes redundant information

in the embedding and can well retain more discriminative informa-

tion. In this novel framework, the graph self-contrastive learning

paradigm gives expression to a powerful force. SCGDN effectively

balances between preserving high-order structure information and

avoiding overfitting. The results manifest that SCGDN can consis-

tently generate outperformance over both the contrastive methods

and the classical methods.

CCS CONCEPTS
• Theory of computation → Unsupervised learning and clus-
tering; Graph algorithms analysis; • Computing methodolo-
gies → Learning latent representations; Neural networks.
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1 INTRODUCTION

Figure 1: A comparison between contrastive strategies for
the prior works and ours. Subfigures (a) and (b) depict the
common contrastive strategies, where a positive sample pair
consists of the same node in two different views, while a
negative sample pair is randomly selected. In contrast, sub-
graphs (c) and (d) demonstrate our proposed self-contrastive
strategies, which rely on the intrinsic and valuable structure
and feature information of the data for positive and negative
samplings.

Deep graph clustering is a fundamental yet hot topic in the

graph field, which has attracted much attention for decades. The

goal of deep graph clustering is to partition a given graph, where

the edges between groups have very low weights and the edges

within the group have high weights. The existing methods of deep

graph clustering can be roughly divided into three categories: gen-

erative methods [8, 31, 32], adversarial methods [2, 26, 28, 36], and

contrastive methods [9, 11, 12, 20, 33, 37]. Our proposed method

belongs to the contrastive learning category.

Inspired by the success of contrastive learning in computer vi-

sion (CV) [14, 24], a growing number of works have been adapted

to deep graph clustering [11, 12, 25]. Although contrastive graph

clustering has achieved impressive performance, they require com-

plex designs with a mass of parameters. For instance, MVGRL [12]
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harness two dedicated Graph Neural Networks (GNNs) as graph en-

coders, a graph pooling layer as the readout function, and a discrim-

inator as a parameterized mutual information estimator. Similarly,

AFGRL [20] updates the online encoder parameters to the target

encoder parameters using the Exponential Moving Average (EMA)

and Stop-Gradient. Graph Convolutional Networks (GCNs) have

shown remarkable performance on many network analysis tasks.

However, most GCNs methods may not be applicable to real-world

scenarios where the graph is dynamic. In contrast, Graph Diffu-

sion Networks (GDNs) aim to capture the dynamic nature of the

graph, by iteratively diffusing node features across the graph [4–6].

Hence, a natural question emerges: how to design a model frame-
work with fewer parameters to contrastive graph clustering?
Furthermore, the traditional graph contrastive learning paradigm

mainly leverages corruptions and the momentum encoder to con-

struct negative pairs. In fact, the process of constructing negative

samples is random. While some studies [20, 34, 37] have recognized

the importance of crucial clustering information in enhancing the

discriminative capability, many works require pre-training models

to obtain more accurate clustering information. This observation

motivates us to reconsider that how to utilize intrinsic data in-
formation to develop an effective graph contrastive learning
paradigm?

In light of these above issues, we propose a novel approach called

the Self-Contrastive Graph Diffusion Network (SCGDN), which is

depicted in Fig. 2. Specifically, the architecture of SCGDN consists

of two components. The first component, which we refer to as the

Attentional Module (AttM), encodes feature and the high-order

structure information of nodes into the latent space to guarantee

learning excellent representation. There is an intuition that each

node in the graph constantly changes its state until the final balance

is achieved due to the influence of neighbors and distant points.

That means we can utilize the excellent representation for diffusion

learning. Therefore, the second component is called the Diffusion

Module (DiFM). In DiFM, diffusion for 𝑡 time steps acts as a continu-

ous analog of layers to aggregate information from 𝑡-hop neighbors.

Inheriting the spirit of neural ODEs [7], the derivative of the hidden

layer state parameterized by the neural network. This allows us

to design a model framework with fewer parameters and develop

more efficient diffusion process. The proposed SCGDN employs

AttM to preserve the high-order structure information in the origi-

nal feature space, and applies DiFM to capture the dynamic nature

of the graph by diffusing node features in graphs.

To further improve the performance of contrastive graph clus-

tering, we have inherited the advantages of COLES [38] and the

success of redundancy reduction in latent space. In the unsuper-

vised setting, contrastive learning requires generating two augment

views of the same data samples, in which the same node itself is

considered positive (as shown in Fig. 1 (a)). However, the common

negative sampling strategy is to randomly sample another node,

treating a given node and another node as negative pairs (as shown

in Fig. 1 (b)). Under this strategy, there may be a link or feature

similarity between the negative pairs, which is contradictory to

the "negativeness". In fact, the structure and feature properties of

graph data are valuable, i.e., similar nodes may have link or feature

similarity. Fig. 1 (c) and (d) show the motivation that the positive set

for a given node is supposed to be a set of nodes that are associated

with the given node, and the negative set for a given node should

be a set of nodes that are not related in structure or feature to the

given node. Based on this observation, we further propose to lever-

age a block loss to construct a contrastive learning objective for

learning more effective and abundant supervision information. The

contrastive objective reasonably uses internal information to sam-

ple high-quality positive and negative samples, and the redundancy

reduction term minimizes redundant information in the embedding

and can well retain more discriminative information. Through their

coordinated guidance, the potential spatial quality of subsequent

clustering tasks is ensured. Hence, SCGDN cleverly avoids the asym-

metric bi-encoders and the Siamese networks using a novel graph

contrastive learning paradigm, addressing previous concerns.

The main contributions are summarized as follows:

• We propose a novel Self-Contrastive Graph Diffusion Net-

work (SCGDN), which effectively balances between preserv-

ing high-order structure information and avoiding overfit-

ting.

• We design an augmentation-free and free pre-training model

framework, which avoids the "sampling bias" and the seman-

tic drift while avoiding complex model designs, including

two main parts, i.e., AttM and DiFM.

• We introduce and theoretically analyze a novel graph con-

trastive learning paradigm that conducts contrastive learn-

ing with the proposed high-quality sampling strategies and

without multiview.

To sum up, SCGDN offers an exceptional model framework and

optimization paradigm that can achieve remarkable clustering per-

formances. We conducted a comprehensive evaluation of SCGDN

on six benchmark datasets for graph clustering, and the findings

indicate that SCGDN outperforms both the contrastive and classical

methods in terms of performance gains. Notably, the results show

the effectiveness of the proposed approach and its potential for

broader applications in the field of graph clustering.

2 RELATEDWORK
The contrastive methods are one of the most powerful methods in

self-supervised learning. The goal is to push similar nodes closer,

while pulling different nodes farther. In a nutshell, we will describe

the following three key issues.

Model framework. In graph representation learning, GCN [19]

has become the almost de facto and widely adopted encoder. For

example, MVGRL [12] uses un-shared GCNs and a shared MLP.

DCRN [22] and GDCL [37] use the shared parameters Siamese

networks. There are a vast number of works [15, 20] using other

asymmetric bi-encoders, including EMA, momentum update, and

Stop-Gradient. Nevertheless, a tremendous number of previous

works either builg a parallel framework which has asymmetrical

bi-encoders with plenty of parameters or enter two different views

into a siamese network with shared parameters. In contrast, our

proposed SCGDN only contains an end-to-end graph diffusion net-

work. What’s more important, SCGDN has an augmentation-free

and free pre-training model framework, which avoids the "sampling

bias" and the semantic drift.

Sampling strategies. The key detail of contrastive methods is

how to characterize high-quality positive and negative samples.
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The outstanding DGI [30] in graph contrastive learning, inspired by

the prior success of DIM [14], treats each local representation and

the summarized graph-level representation as a positive sample

pair, while negative sample pairs are defined a shuffle representa-

tion and the summarized graph-level representation. Inspired by

DGI [30], MVGRL [12] utilizes diffusion matrices and adjacency ma-

trices as graph structure information, and also uses random shuffle

to construct negative samples. GCC [27] uses the negative sampling

strategy proposed by MOCO [13]. Later, much works [35, 39, 40]

focus on how to construct different types of augmentation views,

positive sample pairs, and negative sample pairs. Until the emer-

gence of AFGRL [20] breaks the above situation, which required

neither augmentation nor negative sampling. The positive samples

of AFGRL [20] are determined by the adjacency matrix, the near-

est neighbor obtained from learning, and the cluster information.

COLES [38] randomly generates negative samples with a Gaussian

distribution based on the random graph sampling theory [10]. Be-

yond these, we introduce a high-quality negative sampling strategy,

which depends on the adjacency matrix and 𝑘NN graph.

Objective function. The theoretical core of contrastive learning
is the InfoNCE principle [24], which maximizes the mutual infor-

mation between different representations. With the introduction of

DIM [14], MVGRL [12] which applies InfoMax loss, focuses onmaxi-

mizing themutual information between the local representation and

the global representation. To be different, DCRN [22] considers the

sample-level and feature-level of correlation reduction and designs

the MSE loss to the identity matrix as well as the reconstruction

loss and the clustering loss. In particular, AFGRL [20] minimizes

the cosine distance between the positive pairs. The work [3] has

uncovered tight relations between the cross-entropy loss and the

contrastive loss, which inspires future studies in the unsupervised

learning area. In addition, COLES [38] reformulates the Laplacian

Eigenmaps [1] into contrastive learning. Furthermore, we propose

an efficient graph contrastive learning paradigm with the represen-

tation level of correlation reduction.

3 METHODOLOGY
In this section, we propose a novel Self-Contrastive Graph Diffusion

Network (SCGDN). The overall framework of SCGDN is shown in

Fig. 2. Then, we introduce the proposed SCGDN in detail from the

graph diffusion module and the self-contrastive learning objective.

3.1 Notations and Preliminaries
Given an undirected graphG = (V, E,X) , whereV = [𝑣1, 𝑣2, . . . , 𝑣𝑛] ∈
R𝑛 represents 𝑛 nodes, X = [x1, x2, . . . , x𝑛]⊤ ∈ R𝑛×𝑑 is the cor-

responding feature matrix of the nodes, and E is a set of edges

denoted by an adjacency matrix W̃ = [𝑤𝑖 𝑗 ] ∈ R𝑛×𝑛 , where𝑤𝑖 𝑗 = 1

if

(
𝑣𝑖 , 𝑣 𝑗

)
∈ E and𝑤𝑖 𝑗 = 0 otherwise.W = D− 1

2 (W̃+I)D− 1

2 ∈ R𝑛×𝑛
is a symmetrically normalized adjacency matrix, D ∈ R𝑛×𝑛 is a di-

agonal matrix containing degrees of nodes, and I ∈ R𝑛×𝑛 represents

the identity matrix.

Before encoding, we use the widely used 𝑘NN graph W𝑘𝑛𝑛
to

build feature neighbor information aggregation, which encodes

the similarities of each node feature. Unlike other work [21] that

utilizes the Gaussian kernel, we use the t-distribution kernel. As

is known to all, the t-distribution is more gentle and more robust

than the Gaussian distribution.

3.2 Graph Diffusion Module
3.2.1 Attentional Module. Inspired by the success of SDSNE [21],

its intuition is a multiview system needs to share the intrinsical

structure information by a shared self-attentional module. Inherit-

ing the power of SDSNE [21], we jointly embed the structure and

feature information of nodes into the latent space by designing

a novel Attentional Module (AttN). The proposed AttN contains

a self-attentional layer and a cross-attentional layer, respectively.

Mathematically,

P𝑠 = W𝚯1W⊤, (1)

P𝑐 = P𝑠𝚯2W𝑘𝑛𝑛, (2)

where P𝑠 , P𝑐 ∈ R𝑛×𝑛 denote the attentional graphs, 𝚯1 and 𝚯2

are the trainable parameters. It is worth mentioned that the self-

attentional layer explores higher-order structural information. Through

the cross-attentional layer, feature information is better aggregated.

Subsequently, we calculate the similarity matrix S and normalize

the similarity matrix S with ℓ2-norm as formulated:

S = PcPc⊤, S = [s𝑖 ] ∈ R𝑛×𝑛, s𝑖 =
s𝑖

∥s𝑖 ∥2
,∀ 𝑖, (3)

where 𝑠𝑖 denotes a column in S.
Then, we encode the similarity matrix S with two separated

linear layers called MLP as follows:

H = MLP
𝚽1,𝚽2

(S) ∈ R𝑛×𝑑
′
, (4)

where 𝑑′ is the number of hidden dimensions, 𝚽1 and 𝚽2 are the

trainable parameters of linear layers, respectively.

Through AttM, the higher-order structure and feature infor-

mation of graph data are better aggregated, thus improving the

expression ability of graph representation and further improving

the performance of the downstream tasks.

3.2.2 Diffusion Module. Recently, some works [4–6] have solved

the common difficulties of graph learning model, such as depth,

over-smoothing, etc. Motivated by their success, we introduce Dif-

fusion Module (DiFM) to learning node embedding.

Definition 1 (Graph diffusion). A graph space consists of fea-
ture and structure information Z = (X,W). For a node, graph diffu-
sion with time-dependent 𝑡 can be achieved as follows:

𝜕𝑧̃𝑖 (𝑡)
𝜕𝑡

= div (a𝑖 (z𝑖 (𝑡)) ∇𝑧̃𝑖 (𝑡)) ,

𝑧̃𝑖 (0) = h𝑖 ; 𝑖 = 1, ..., 𝑛; 𝑡 ≥ 0,

(5)

where the function a𝑖 (·) is the diffusivity controlling the diffusion
strength between node 𝑖 and its neighbors.

Definition 2 (The stationary state of graph diffusion). In
order to produce a stationary state of graph diffusion, DiFM should
be able to learn the overall information of the graph. By Eq. (5), the
stationary state Z̃ for time 𝑡 can be written as:

Z̃(𝑡) = Z̃(0) +
∫ 𝑡

0

𝜕Z̃(𝜏)
𝜕𝜏

d𝜏, (6)

where 𝜏 is the time step.
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Figure 2: The illustration of the proposed Self-Contrastive Graph Diffusion Network (SCGDN). Given an undirected attribute
graph, we first calculate the representation of samples by the graph diffusion module. Then, the Self-Contrastive Learning
objective guides the update of the parameters of the graph diffusion module.

Next, to obtain the integral term, we must compute
𝜕Z̃(𝑡 )
𝜕𝑡 . Here,

we borrow from the Neural ODEs [7], that is, the derivative of the

hidden layer state parameterized by the neural network 𝑓 ,

𝜕Z̃ (𝑡)
𝜕𝑡

= 𝑓

(
Z̃(𝑡),W, 𝑡,𝜳

)
= (W − I) Z̃(𝑡) (7)

where W = [𝑤𝑖 𝑗 ],∀𝑖 𝑗,𝑤𝑖 𝑗 = 𝑤 𝑗𝑖 ≥ 0,
∑
𝑖 𝑤𝑖 𝑗 = 1, and 𝜳 is the

trainable parameters of the neural network 𝑓 .

Graph diffusion is interpreted as a nonlinear filter depending on

feature information and adjacency relations. In the limit 𝑡 → ∞,

the graph becomes stable and each connected component is equal

to its average feature [21]. This emphasizes the observation that

adjacent nodes have closer relationships than non-adjacent nodes,

and nodes can propagate messages to neighbors, making adjacent

nodes closer in terms of feature.

In addition, we further sum the input embedding H and the

stationary state Z̃ with the normalization factor 𝜔 as formulated:

Z = 𝜎

(
𝜔Z̃ + H

)
, (8)

where 𝜎 (·) is an activation function, e.g., ReLU(·) = max(0;·), and the
normalization factor 𝜔 =

√
2D utilizes the degree information of

each node. Following, we normalize Z with 𝑧-score normalization.

Finally, we perform K-means on the optimal embedding Z obtained.

DiFM has the following advantages. First, by injecting graph

relations into feature information, it generates more useful node

representations for downstream tasks. Second, it allows the coop-

erative evolution of adjacency and feature information in a graph.

3.3 Self-Contrastive Learning
Driven by the classic InfoNCE loss, plenty of works [20, 33] have

achieved excellent clustering performance. Yet, the classic InfoNCE

loss is bounded by JS divergence, which yields zero and vanishing

gradients. Consider the block-contrastive loss COLES [38], which

realizes the negative sampling strategy for Laplacian Eigenmaps, is

driven by reformulating SampledNCE into Wasserstein GAN using

a GAN-inspired contrastive formulation.

L = Tr

(
Z⊤L(+)Z

)
− 𝜂′

𝜅

𝜅∑︁
𝑘=1

Tr

(
Z⊤L(−)

𝑘
Z
)
, (9)

where L(+) is degree-normalized Laplacian matrix capturing the

positive sampling, L(−)
𝑘

for 𝑘 = 1, ..., 𝜅 are randomly generated
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degree-normalized Laplacian matrices capturing the negative sam-

pling, and 𝜂′ is a scalar to controlling the effect of negative samples.

However, we find the drawback of COLES [38] is that the neg-

ative sample set is randomly generated, which may mislead the

model into learning wrong parameters due to the inaccurate nega-

tive samples. To solve this problem, we propose a novel negative

sampling strategy to get an adjacency matrix of negative samples.

3.3.1 Negative Sampling. Many methods are used to shuffle the

index [12, 30] or randomly generate negative samples [38]. However,

this would violate the negativity of negative samples. In order to

generate high-quality negative samples, we consider both structure

and feature information. Mathematically, we define an adjacency

matrix of negative samples as follows:

𝑤
(−)
𝑖 𝑗

=

{
1, if𝑤𝑖 𝑗 ∪𝑤knn

𝑖 𝑗
= 0

0, otherwise .
(10)

For the convenience of narrative, we denote W̃(+) = W̃ and D̃(+) =
D as the adjacency matrix and the diagonal matrix of positive

samples, respectively.

3.3.2 Objective. Based on the negative sampling, we formulate the

objective function as follows:

L = L𝑝 − 𝜷L𝑛 + 𝛾L𝑟

= Tr

(
Z⊤L(+)Z

)
− 𝛽Tr

(
Z⊤L(−)Z

)
+ 𝛾 ∥ZZ⊤ − I∥2

F
,

(11)

where 𝛽 is a non-negative hyperparameter trading off the two con-

trastive terms, L(+) = I − (D̃(+) )−
1

2 W̃(+) (D̃(+) )−
1

2 and L(−) =

I − (D̃(−) )−
1

2 W̃(−) (D̃(−) )−
1

2 are the Laplacian matrix of positive

samples and negative samples, respectively. In addition, 𝛾 is also a

non-negative hyperparameter, and it controls the last term which

encourages incoherence between the column vectors of network

output. The detailed learning process of SCGDN is shown in Algo-

rithm 1.

4 EXPERIMENTS
We conduct various experiments to evaluate the effectiveness and

efficiency of the proposed SCGDN method on the node clustering

task. The focuses of the experiments are to validate the represen-

tation ability of the learned feature, the effectiveness of the model

framework, and the necessity of each component of the objective

function.

Datasets. We compare our SCGDN approach to different base-

lines on six benchmark datasets, including Cora [18], Citeseer [18],

Brazil Air-Traffic (BAT) [23], Europe Air-Traffic (EAT) [23], Cora-

Full [22] and Amazon Photo (AMAP) [22]. The statistics of these

datasets are summarized in Table 1, and the descriptions are as

follows.

• Cora [18], Citeseer [18] and CoraFull [22] are well-known

citation network datasets. Nodes represent papers, and edges

indicate the citation relationship. The bag-of-words repre-

sentation of papers are regarded as node features, and labels

are academic fields.

• BAT [23] and EAT [23] are two air-traffic datasets (Brazil and

Europe). Nodes correspond to airports, and edges indicate

Algorithm 1 The SCGDN algorithm.

Input: feature matrixX; adjacencymatrix W̃; the number of neigh-

bors 𝑘 ; and parameters 𝛽 , 𝛾 .

Output: the clustering results 𝑅 .

1: Initialization: 𝑒𝑝𝑜𝑐ℎ = 1, 𝑒𝑝𝑜𝑐ℎmax, and the model parame-

ters .

2: Build 𝑘NN graphs W𝑘𝑛𝑛
for the feature matrix X with the t-

distribution kernel ;

3: while 𝑒𝑝𝑜𝑐ℎ ⩽ 𝑒𝑝𝑜𝑐ℎmax do
4: Obtain the attentional graphs P𝑠 and P𝑐 by Eq. (1) and Eq.

(2) ;

5: Calculate the similarity matrix S and normalize the similar-

ity matrix S by Eq. (3) ;

6: Encode the similarity matrix Swith MLP encoder by Eq. (4) ;

7: Obtain the stationary state Z̃ using the Diffusion Module

(DiFM) with Eq. (6) ;

8: Calculate the node representation Z by Eq. (8) and normal-

ize Z with z-score normalization ;

9: Update parameters by minimizing L in Eq. (11) ;

10: 𝑒𝑝𝑜𝑐ℎ = 𝑒𝑝𝑜𝑐ℎ + 1 ;

11: end while
12: Perform K-means on Z to obtain the final clustering results 𝑅 .

13: return 𝑅 .

the existence of commercial flights. Node features are con-

structed by leveraging the one-hot encoding of node degrees.

Labels are corresponding to the airport’s level of activity,

measured in flights or people.

• AMAP [22] is based on Amazon’s co-purchase data. Nodes

denote products, while edges reflect the two products are

purchased at the same time. There are the sparse bag-of-

words attribute vector encoding product reviews as node

features, and labels are product categories.

Table 1: Statistics summary of the graph datasets.

Dataset Nodes Edges Features Clusters

Cora 2,708 5,429 1,433 7

Citeseer 3,327 4,732 3,703 6

AMAP 7,650 119,081 745 8

BAT 131 1,038 81 4

EAT 399 5,994 203 4

CoraFull 19,793 63,421 8,710 70

Baseline models. To compare SCGDN with previous works,

we choose three types of deep clustering methods as baselines, in-

cluding generative methods (GAE [18], MGAE [32], DAEGC [31]),

adversarial methods (DFCN [28], SDCN [2]), and contrastive meth-

ods (MVGRL [12], DCRN [22], GDCL [37], AutoSSL [16], AGC-

DRR [11], AFGRL [20], ProGCL [33]). For the results of all data

from the baselines, we will quote the results directly or quote the

results of the baseline being replicated.

Experimental setting. Our proposed SCGDN is trained using

Adam [17], in which the learning rate is set to 1e-3 for AttM, and 1e-

5 for DiFM, respectively.We first train the model in an unsupervised
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Table 2: Clustering performance on graph datasets. The best values are in bold.

Method MGAE DAEGC DFCN MVGRL GDCL AutoSSL AGC-DRR AFGRL ProGCL SCGDN

Cora

ACC% 43.38±2.11 70.43±0.36 36.33±0.49 70.47±3.70 70.83±0.47 63.81±0.57 40.62±0.55 26.25±1.24 57.13±1.23 74.79±0.38
NMI% 28.78±2.97 52.89±0.69 19.36±0.87 55.57±1.54 56.30±0.36 47.62±0.45 18.74±0.73 12.36±1.54 41.02±1.34 56.86±0.42
ARI% 16.43±1.65 49.63±0.43 4.67±2.10 48.70±3.94 48.05±0.72 38.92±0.77 14.80±1.64 14.32±1.87 30.71±2.70 52.61±0.33
F1% 33.48±3.05 68.27±0.57 26.16±0.50 67.15±1.86 52.88±0.97 56.42±0.21 31.23±0.57 30.20±1.15 45.68±1.29 70.42±0.48

Citeseer

ACC% 61.35±0.80 64.54±1.39 69.50±0.20 62.83±1.59 66.39±0.65 66.76±0.67 68.32±1.83 31.45±0.54 65.92±0.80 69.62±0.03
NMI% 34.63±0.65 36.41±0.86 43.90±0.20 40.69±0.93 39.52±0.38 40.67±0.84 43.28±1.41 15.17±0.47 39.59±0.39 44.35±0.03
ARI% 33.55±1.18 37.78±1.24 45.50±0.30 34.18±1.73 41.07±0.96 38.73±0.55 45.34±2.33 14.32±0.78 36.16±1.11 45.43±0.04
F1% 57.36±0.82 62.20±1.32 64.30±0.20 59.54±2.17 61.12±0.70 58.22±0.68 64.82±1.60 30.20±0.71 57.89±1.98 65.50±0.06

AMAP

ACC% 71.57±2.48 75.96±0.23 76.82±0.23 41.07±3.12 43.75±0.78 54.55±0.97 76.81±1.45 75.51±0.77 51.53±0.38 78.91±0.15
NMI% 62.13±2.79 65.25±0.45 66.23±1.21 30.28±3.94 37.32±0.28 48.56±0.71 66.54±1.24 64.05±0.15 39.56±0.39 72.53±0.25
ARI% 48.82±4.57 58.12±0.24 58.28±0.74 18.77±2.34 21.57±0.51 26.87±0.34 60.15±1.56 54.45±0.48 34.18±0.89 63.41±0.21
F1% 68.08±1.76 69.87±0.54 71.25±0.31 32.88±5.50 38.37±0.29 54.47±0.83 71.03±0.64 69.99±0.34 31.97±0.44 75.27±0.18

BAT

ACC% 53.59±2.04 52.67±0.00 55.73±0.06 37.56±0.32 45.42±0.54 42.43±0.47 47.79±0.02 50.92±0.44 55.73±0.79 74.73±0.23
NMI% 30.59±2.06 21.43±0.35 48.77±0.51 29.33±0.70 31.70±0.42 17.84±0.98 19.91±0.24 27.55±0.62 28.69±0.92 52.63±0.11
ARI% 24.15±1.70 18.18±0.29 37.76±0.23 13.45±0.03 19.33±0.57 13.11±0.81 14.59±0.13 21.89±0.74 21.84±1.34 47.65±0.18
F1% 50.83±3.23 52.23±0.03 50.90±0.12 29.64±0.49 39.94±0.57 34.84±0.15 42.33±0.51 46.53±0.57 56.08±0.89 74.49±0.26

EAT

ACC% 44.61±2.10 36.89±0.15 49.37±0.19 32.88±0.71 33.46±0.18 31.33±0.52 37.37±0.11 37.42±1.24 43.36±0.87 56.52±0.13
NMI% 15.60±2.30 5.57±0.06 32.90±0.41 11.72±1.08 13.22±0.33 7.63±0.85 7.00±0.85 11.44±1.41 23.93±0.45 32.99±0.16
ARI% 13.40±1.26 5.03±0.08 23.25±0.18 4.68±1.30 4.31±0.29 2.13±0.67 4.88±0.91 6.57±1.73 15.03±0.98 22.89±0.10
F1% 43.08±3.26 34.72±0.16 42.95±0.04 25.35±0.75 25.02±0.21 21.82±0.98 35.20±0.17 30.53±1.47 42.54±0.45 57.63±0.10

Table 3: Clustering performance on CoraFull datasets. The
best values are in bold.

Method ACC% NMI% ARI% F1%

GAE 29.60±0.81 45.82±0.75 17.84±0.86 25.95±0.75

DAEGC 34.35±1.00 49.16±0.73 22.60±0.47 26.96±1.33

SDCN 26.67±0.40 37.38±0.39 13.63±0.27 22.14±0.43

DFCN 37.51±0.81 51.30±0.41 24.46±0.48 31.22±0.87

MVGRL 31.52±2.95 48.99±3.95 19.11±2.63 26.51±2.87

DCRN 38.80±0.60 51.91±0.35 25.25±0.49 31.68±0.76

SCGDN 40.13±0.41 54.15±0.08 26.97±0.87 34.77±0.26

manner, then perform evaluations on the learned representations.

For all experiments, we report the mean accuracy with a standard

deviation through 10 random initializations. About building the

t-distribution 𝑘NN graph, we fix the standard deviation 𝜎 = 0.5

and the degrees of freedom 𝑣 = 1, and set the dimension of hidden

layer in each dataset to 512, except for BAT dataset. Because the

feature dimension of BAT dataset is 81, less than 512. Detailed

hyperparameter setting is in Appendix A.1.

We implement SCGDN with PyTorch and all experiments are

conducted on NVIDIA RTX 3090 GPUs. We use widely used four

metrics to evaluate clustering performance, including Accuracy

(ACC), Normalized Mutual Information (NMI), Adjusted Rand Index

(ARI), and F1-score (F1).

4.1 Node Clustering
In this section, we compare SCGDN with three types of deep clus-

tering methods and report the node clustering results in Tables 2

and 3.

Compared to adversarial and generative methods, it can be

viewed that SCGDN outperforms the baselines. This is because

SCGDN which inherits the advantage of the contrastive methods

has more available supervision information. Whether in large or

small datasets, we have empirically verified the superior perfor-

mance of SCGDN compared with other contrastive methods. This

is because SCGDN captures intrinsic category information due to

high-quality sampling. On AMAP and CoraFull datasets which are

the larger benchmark, SCGDN also achieves the best performance.

It is worth mentioned that we empirically find that representation

of 64 dimensions is better than baselines on BAT dataset.

4.2 Ablation studies
In this section, we first conduct ablation studies to verify the effec-

tiveness of each component in our proposed loss function on five

benchmark datasets as shown in Table 4. In addition, we conduct

another ablation studies to verify the effectiveness of the proposed

AttM and DiFM on Cora and Citeseer datasets as shown in Table 5.

Last, we conduct ablation studies to verify the effectiveness of the

negative sampling strategy.
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Effectiveness of L𝑝 , L𝑛 and L𝑟 . To see the impact of the

positive and negative contrastive term and the redundancy reduc-

tion term, we conduct the ablation studies which have different

types of objective functions. The first variant, " L𝑟 ", only uses the

redundancy reduction term. The second variant, which we refer

to as "(w/o)L𝑛", uses the positive contrastive term and the redun-

dancy reduction term to guide the network parameter updates. The

"(w/o)L𝑟 " uses the positive contrastive term and the negative con-

trastive term. From these results, we have three findings as follows.

(1) The positive and negative contrastive terms provide more super-

vision information implicitly. (2) The redundancy reduction term

helps reduce feature redundancy in potential spaces to obtain a

more discriminative representation. (3) The negative contrastive

term further boosts the performance of clustering by pushing the

distance of the negative samples. Overall, these experiments are suf-

ficient to illustrate the necessity of each component in our proposed

loss function.

Table 4: Ablation studies of functions on graph datasets. The
best values are in bold.

Dataset L𝑟 (w/o)L𝑛 (w/o)L𝑟 SCGDN

Cora

ACC% 47.47±2.18 74.04±0.09 74.23±0.04 74.79±0.38
NMI% 31.73±2.09 55.75±0.13 56.30±0.12 56.86±0.42
ARI% 14.28±2.28 51.56 ± 0.16 52.08±0.13 52.61±0.33
F1% 43.23±3.53 69.63 ± 0.07 69.75±0.06 70.42±0.48

Citeseer

ACC% 64.14±0.08 69.47±0.03 69.55±0.02 69.62±0.03
NMI% 39.51±0.05 44.03±0.08 44.09±0.01 44.35±0.03
ARI% 37.49±0.09 45.15±0.06 45.30±0.03 45.43±0.04
F1% 60.50±0.03 65.01±0.03 65.49±0.04 65.50±0.06

AMAP

ACC% 61.57±1.36 78.85±0.07 78.03±0.01 78.91±0.15
NMI% 48.79±1.69 72.34±0.19 70.96±0.02 72.53±0.25
ARI% 33.94±2.35 63.28±0.11 62.26±0.06 63.41±0.21
F1% 50.35±3.50 75.21±0.26 74.15±0.03 75.27±0.18

BAT

ACC% 54.50±0.37 65.88±5.91 74.27±0.35 74.73±0.23
NMI% 42.77±1.10 46.49±3.47 52.40±0.17 52.63±0.11
ARI% 29.49±0.56 38.71±5.21 47.28±0.28 47.65±0.18
F1% 47.19±0.31 64.65±6.81 73.96±0.40 74.49±0.26

EAT

ACC% 52.23±0.23 54.34±0.31 54.64±0.19 56.52±0.13
NMI% 33.02±0.10 34.66±0.19 34.71±0.32 32.99±0.16
ARI% 22.96±0.17 23.58±0.21 23.73±0.19 22.89±0.10
F1% 53.05±0.21 54.96±0.28 55.20±0.18 57.63±0.10

Effectiveness of AttM and DiFM.Here, we denote "Ours𝐺𝐶𝑁 ",

"Ours𝐴𝑡𝑡𝑀+𝐺𝐶𝑁 ", and "Ours", as the model of GCN, the model

of AttM and GCN, and SCGDN, respectively. From the results of

Table 5 and Table 6, we have three observations as follows. (1)

Using our proposed graph contrastive paradigm, good results can

also be achieved under the framework of GCN. (2) Our proposed

AttM better aggregates structure and feature information. (3) With

an understanding of the nature of graph problems, our proposed

DiFM does provide a better diffusion of learned representations. To

sum up, these experiments validate the effectiveness of the model

framework.

Table 5: Ablation studies of models on Cora and Citeseer
datasets. The best values are in bold.

Method Cora Citeseer

ACC% NMI% F1% ACC% NMI% F1%

Ours𝐺𝐶𝑁 67.47 49.58 63.65 64.50 37.12 59.30

Ours𝐴𝑡𝑡𝑀+𝐺𝐶𝑁 73.01 53.85 63.91 69.37 44.26 60.68

Ours 74.79 56.86 70.42 69.62 44.35 65.50

Effectiveness of the negative sampling strategy. In these

ablation studies, "DGI" denotes the model of GCN with the classic

contrastive method. And "Ours𝑟𝑎𝑛𝑑𝑜𝑚" denotes randomly gener-

ating negative samples in SCGDN. From the results of Table 6, we

have the observation as follows: the negative sampling strategy

could improve the performance of SCGDN, and its performance

exceeds that of DGI and "Ours𝑟𝑎𝑛𝑑𝑜𝑚". Overall, these experiments

are sufficient to illustrate the effectiveness of the negative sampling

strategy.

Table 6: Ablation studies of models on Cora and Citeseer
datasets. The best values are in bold.

Method Cora Citeseer

ACC% NMI% F1% ACC% NMI% F1%

DGI 71.81 54.09 69.88 68.60 43.75 64.64

Ours𝑟𝑎𝑛𝑑𝑜𝑚 73.45 56.96 69.76 69.00 43.40 64.18

Ours 74.79 56.86 70.42 69.62 44.35 65.50

W W𝑘𝑛𝑛 Embeeding

Figure 3: 2D t-SNE visualization on two benchmark datasets.
The first row and second row correspond to Cora and AMAP
datasets, respectively.
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Cora Citeseer AMAP BAT

Figure 4: Parameter sensitivity of 𝛽 and 𝛾 on four benchmark datasets. The first row and second row correspond to sensitivity
of 𝛽 and 𝛾 , respectively.

4.3 Analysis
4.3.1 Visualization analysis. In this part, we visualize the distri-

bution of the learned representations to provide a more intuitive

understanding of the learned node representations of SCGDN on

Cora and AMAP datasets via the t-SNE algorithm [29]. The t-SNE

focuses on data points that are relatively close together in high-

dimensional space. Therefore, the embedding local structure can

be observed more clearly and intuitively. The color represents the

node label, and each point represents a node. From Fig 3, we have

the following observations: (1) The raw data of Cora dataset lacks

obvious clustering, and it appears chaotic. However, the learned

node representations by SCGDN show more tightly grouped nodes.

This signifies that SCGDN captures more fine-grained class infor-

mation. (2) Although there is the class information in the raw data

of the AMAP dataset, different classes are not clearly separated.

From the learned node representations of SCGDN, we observe that

there is a significant gap between different categories, and the same

category is more closely spaced. This indicates that the optimiza-

tion objective has narrowed the distance between the same class

and widened the distance between different classes.

4.3.2 Convergence analysis. To further evaluate the performance

of the proposed loss function, we conducted experiments to analyze

the convergence of the loss. Specifically, we plotted the trend of the

loss and the ACC metric on AMAP dataset, as shown in Fig. 5. As

the loss decreases, the accuracy rate gradually increases and tends

to be stable.

4.3.3 Parameter sensitivity analysis. For unsupervised contrastive

learning methods, parameter insensitivity is vital for enhancing

Figure 5: Convergence analysis of the proposed loss onAMAP
dataset.

their stability. For 𝛽 , we set it in {0.5, 1, 2, 3, 4, 5, 6, 7, 8, 9}, and for

𝛾 , we set it in {0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6 1.8, 2}. From Fig. 4,

conclusion is deduced that SCGDN is not sensitive to the factors 𝛽

and 𝛾 , which enhances the practicality in real-world applications.

5 CONCLUSION
In this work, we propose a novel Self-Contrastive Graph Diffusion

Network (SCGDN), an augmentation-free and free pre-training

method. SCGDN effectively balances between preserving high-

order structure information and avoiding overfitting. First, we de-

sign an efficient and effective model framework, including two

main parts, i.e., Attentional Module (AttM) and Diffusion Module

(DiFM). Specifically, AttM aggregates higher-order structure and

feature information to get a excellent embedding. DiFM balances

the stationary state of each node in the graph through diffusion
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learning. Meanwhile, we introduced a novel graph contrastive learn-

ing paradigm that conducts contrastive learning with the proposed

high-quality negative sampling strategy and without multiview.

Compared with other contrastive methods, SCGDN not only fur-

ther improves the discriminative capability of the learned represen-

tations, but also utilizes intrinsic feature information and higher-

order structure. In light of extensive experiments on six benchmark

datasets, the results indicated the effectiveness and superiority of

the proposed SCGDN. In the future, we plan to apply the proposed

method to solve more real applications.
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A EXPERIMENTAL DETAILS
A.1 Hyper-parameters settings
In this section, we list the hyperparameters utilized in our node

clustering model for each of the datasets used in our experiments.

The relevant parameters include 𝛽 ,𝛾 , k, time, the hidden dimensions,

and the number of epochs. Table 7 summarizes the hyperparameters

for each dataset.

Table 7: Hyperparameter of the node clustering.

Datasets 𝛽 𝛾 k time ℎ𝑖𝑑_𝑑𝑖𝑚 epochs

Cora 3 1 21 100 512 50

Citeseer 7 1 111 150 512 20

AMAP 5 1 19 40 512 20

BAT 0.7 1 21 200 64 25

EAT 6 1.5 155 15 512 30

CoraFull 2 1 73 5 1024 12

A.2 Visualization analysis
In this part, we visualize the distribution of the learned representa-

tion to show the superiority of SCGDN on Cora and AMAP datasets

via t-SNE algorithm [29]. Three baselines and SCGDN are shown

in Fig. 6, we can conclude that SCGDN better reveals the intrinsic

clustering structure.

MVGRL AGC-DRR AFGRL SCGDN

Figure 6: 2D t-SNE visualization of six methods on two bench-
mark datasets. The first row and second row corresponds to
Cora and AMAP datasets, respectively.
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