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ABSTRACT
The aim of image restoration is to recover high-quality images from
distorted ones. However, current methods usually focus on a single
task (e.g., denoising, deblurring or super-resolution) which cannot
address the needs of real-world multi-task processing, especially
on mobile devices. Thus, developing an all-in-one method that can
restore images from various unknown distortions is a significant
challenge. Previous works have employed contrastive learning to
learn the degradation representation from observed images, but this
often leads to representation drift caused by deficient positive and
negative pairs. To address this issue, we propose a novel All-in-one
Multi-degradation Image Restoration Network (AMIRNet) that can
effectively capture and utilize accurate degradation representation
for image restoration. AMIRNet learns a degradation representa-
tion for unknown degraded images by progressively constructing a
tree structure through clustering, without any prior knowledge of
degradation information. This tree-structured representation explic-
itly reflects the consistency and discrepancy of various distortions,
providing a specific clue for image restoration. To further enhance
the performance of the image restoration network and overcome
domain gaps caused by unknown distortions, we design a feature
transform block (FTB) that aligns domains and refines features with
the guidance of the degradation representation. We conduct exten-
sive experiments on multiple distorted datasets, demonstrating the
effectiveness of our method and its advantages over state-of-the-art
restoration methods both qualitatively and quantitatively.

CCS CONCEPTS
• Computing methodologies→ Image and video acquisition;
Computational photography.

KEYWORDS
Neural Network, Image Restoration, Degradation Representation

1 INTRODUCTION
Image restoration is a critical topic in low-level vision, which gener-
ates a high-quality image from a damaged image caused by degrada-
tion, e.g. , blurriness, noise, and low illumination. While a particular
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type of degradation typically prevails in an image, it is common
to encounter situations where multiple degradations 1 need to be
processed in the real world. For instance, such a scenario may arise
when capturing photography with different camera parameters
[4, 38], collecting image data from the internet [24], and taking
pictures under adverse weather conditions [29].

The majority of the existing restoration methods [2, 5, 6, 14, 20,
32, 35, 37, 39, 40] are designed for a single degradation (e.g. de-
noising, deblurring, or super-resolution), and even some methods
[5, 20, 37] that claim to handle multiple degradations require sepa-
rate training on categorized and specific degraded images, which is
computationally expensive, time-consuming for optimization, and
not friendly for storage on mobile devices. Moreover, specifying
the degradation types adds complexity to the usage and increases
the risk of performance degradation. Therefore, considering these
issues, an all-in-one approach is the optimal solution for restoring
images with multiple unknown degradations, as it allows for uni-
fied training and convenient testing with the same parameters and
architecture, thus reducing complexity and increasing ease of use.

Within the all-in-one framework, the crucial problem to be tack-
led is how to represent and leverage the degradation information
in the restoration network, since improved representation leads to
enhanced restoration performance, particularly in situations involv-
ing multiple degradations. Some degradation estimation methods
[7, 12, 14, 15, 21, 28, 36] typically assume a predefined degrada-
tion category and estimate degradation level parameters, making
them less suitable for scenarios with multiple unknown degrada-
tions. While some methods [16, 30] rely on contrastive learning for
degradation representation, the deficient selection of positive and
negative samples in these approaches makes it difficult to compre-
hensively describe the relationships between different degradations,
which can lead to representation drift and ultimately impacts the
performance of image restoration.

To tackle the aforementioned challenges, we propose a novel
All-in-one network, named AMIRNet, to handle multi-degraded
images via learning hierarchical degradation representation. Specif-
ically, we observe that the degradations exhibit a characteristic of

1Following [16], the multi-degradation that this paper focuses on refers to a dataset
with multiple degradations, differing from mixed degradations in an image.
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hierarchical subordination, as illustrated in Figure 1. As an exam-
ple, in a dataset with multiple degradations, two images may be
grouped together based on the presence of blur, but a more spe-
cific lower-level cluster can further categorize them into defocus
blur and motion blur, respectively. The hierarchical structure en-
ables the modeling of commonalities and distinctions among image
degradations, which provides a beneficial clue for all-in-one image
restoration under multiple degradations.

Therefore, we propose a tree-structured representation to cap-
ture the relationship between multi-degradations and progressively
construct the representation through clustering from coarse to fine.
Similar to training networks separately on individual degraded
datasets [5, 20, 37], the use of the hierarchical degradation rep-
resentation is aimed at making feature distributions of similar
degradations more compact and easily distinguishable from dissim-
ilar degradation features. Additionally, to sufficiently leverage the
degradation representation in the all-in-one restoration network,
we devise a feature transform block (FTB) to integrate the image
feature and corresponding degradation representation. Considering
the domain gap caused by distortions, we draw inspiration from
[3] and incorporate degradation-related layer normalization in the
FTB to align domains. We also introduce a degradation-related gat-
ing mechanism in the FTB to control the information flow in the
restoration network. The FTB can refine image features, enabling
the network to adapt to various degraded images. Furthermore, we
conduct comprehensive experiments and ablation studies on multi-
degradation datasets to verify the effectiveness of our method.

Our main findings and contributions can be summarized as fol-
lows:
• We propose a novel All-in-one Multi-degradation Image
Restoration Network (AMIRNet) to handle adverse degraded
images in the real world.
• Based on the observation that multi-degraded images fol-
low a hierarchical structure, we propose to progressively
construct a tree-structured representation by clustering to
characterize the similarity and difference between degrada-
tions.
• We devise a feature transform block (FTB) to overcome do-
main gaps caused by various distortions and refine image
features with the guidance of degradation representation.
• Extensive experiments are conducted to confirm the effec-
tiveness of our method, which not only has the potential for
promising results but also achieves state-of-the-art perfor-
mance on multi-degradation datasets.

2 RELATEDWORKS
2.1 Single Degradation Restoration
Image restoration is a fundamental task in computer vision, which
aims to recover the degraded images to their original high-quality
versions, including deblurring, denoising, inpainting, low-light en-
hancement, and so on. Traditional approaches focus on the ex-
ploration of the image prior, such as sparse [23, 25, 33], low-rank
[13, 32], self-similarity [9] etc..

Recently, with the support of a large number of collected paired
images, many deep neural networks (DNN) methods [2, 5, 6, 20,
31, 34, 35, 37, 39] have produced impressive results on each sub-
task of restoration. Those works emphasize the design of network

Figure 1: Degradation possesses a characteristic of hierar-
chical subordination e.g. degradation→ blur→motion blur
from coarse to fine. As presented in the figure, two blurred
images may be clustered as blur, but at a lower level of the
hierarchy, they are distinguished as motion blur and defocus
blur.

architecture and loss functions. By utilizing images that are usu-
ally captured and categorized manually by humans according to
degradation type, DNN-based methods focus on learning the im-
plicit mapping between the distorted image and the high-quality
image. Although somemodels [5, 6, 20, 37] can be adapted to handle
multiple types of degraded images, they typically require separate
training on specific degraded datasets, and they may not generalize
well to other typed of degraded images without further adaptation.
For instance, MPR [37] trained well for image denoising has limited
performance on image deblurring, which is not expected in prac-
tice. Therefore, it is vital to consider the fact that images are often
corrupted by multiple degradations and devise all-in-one solutions
to meet the requirement of real-world multi-task processing.

2.2 Multi-degradation Restoration
Currently, there has been increased interest in developing all-in-
one models that can handle various degraded images in a single
network after being trained. For instance, [19] proposes a network
with multiple encoders to process each degradation using a spe-
cific encoder. Similarly, Transweather [29] introduces a decoder
with learnable embeddings in a transformer architecture to address
multiple degradation types.

Instead of only focusing on designing network structures, there
are also techniques that incorporate contrastive learning to enable
the network to differentiate between different types of corruptions
and handle multi-degraded images. One such example is presented
in [8], which suggests using both soft and hard contrastive regular-
ization to enhance the performance of both specific and multiple
degradations. Other approaches, DASR [30] and AirNet [16] con-
sider patches from the same image as positive samples and patches
from different images as negative samples. However, this selection
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Figure 2: The overview of our proposed All-in-one Multi-degradation Image Restoration Network (AMIRNet), which consists of
two main components, the degradation representation network (DRN) for learning hierarchical degradation representation
and the restoration sub-network (RN) for recovering a high-quality image from a distorted image. In the first stage, we focus
on constructing the degradation representation and training the DRN. In the second stage, we fix the parameters of the DRN
and retrain the RN.

of positive and negative samples may not always be adequate, since
it does not take into account situations where different degradations
are related or where different images may belong to the same degra-
dation, which could result in representation drift and performance
drop of restoration network.

2.3 Degradation Representation
The representation of degradation is a crucial step in image restora-
tion and serves as a prerequisite for accurately restoring a degraded
image. Generally, the type of degradation is known before the es-
timation and the main task is to estimate the parameters of the
degradation model. For example, in denoising [14, 21], the core is
to estimate the noise level when the noise type is known. And in
deblurring, many methods [7, 12, 15, 28, 36] usually estimate the
blur kernel before non-blind deblurring. Additionally, there exist
approaches that implicitly represent the degradation by learning
a feature vector that serves as a proxy for the degradation and
is subsequently fed into the restoration method. DASR [30] and
AirNet [16] realize the learning of representation by contrastive
learning. [17] proposes to learn degradation representations with a
blurry-sharp cycle framework. [18] proposes to learn a latent repre-
sentation space for degradations in super-resolution. Our method
falls into this category, in which we guide the network to restore
clear images by constructing hierarchical degradation representa-
tions of degraded images and adapting to different degraded image
features.

3 METHODOLOGY
We aim to develop anAll-in-Onemodel that can effectively handle
multiple types of degraded images, eliminating the requirement for
retraining or fine-tuning once the training process is complete. As

mentioned above, the primary obstacle in developing an all-in-one
method for multi-degradation is how to represent and leverage the
degradation information within the restoration network. In this
section, we will address the issue and present a detailed explanation
of our proposed solution.

3.1 Overview
Our solution is a two-stage All-in-One approach, the first stage is
designed to construct the hierarchical representation of degraded
images, and the second stage is to remove degradation artifacts to
produce a high-quality image with the supervision of degradation
representation. The overview of our method is depicted in Figure
2. Despite serving different purposes, the two stages share a com-
mon network architecture. The network we propose comprises of
two main components: a Degradation representation sub-Network
(DRN) and a restoration sub-network (RN). Initially, a corrupted
image 𝐼 is fed into the encoder of the degradation representation
sub-network to extract its features 𝑧, which are then transformed
by projectors to yield the hierarchical degradation representation
𝑟 in latent space. Subsequently, the degradation representation 𝑟
is integrated into the restoration via the newly proposed feature
transform block. With the assistance of the degradation represen-
tation 𝑟 , our network is able to recover a high-quality image from
the input distorted image.
3.2 Hierarchical Degradation Representation
As mentioned above and shown in Figure 1, the degradation has
a characteristic of hierarchical subordination. The characteristic
indicates that the images with adverse distortions can be classified
into different categories in each layer of the hierarchy. An instance
could be a motion-blurred image and a defocused image both cate-
gorized under "blur", however, their classification in the subgroup
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Algorithm 1 Degradation Representation Construction

Require: Image pairs 𝐷 = (𝐼1, 𝑌1), (𝐼2, 𝑌2), ..., (𝐼𝑛, 𝑌𝑛), number of
hierarchical layers 𝐿, number of clusters in each layer 𝐶 =

𝑐1, 𝑐2, ..., 𝑐𝐿
Ensure: Tree-structured representation 𝑇 = 𝑇1,𝑇2, ...,𝑇𝑛
1: Initialize 𝑇 with the root node
2: for 𝑖 = 1 to 𝐿 do
3: for 𝑗 = 1 to 𝑐𝑖 do
4: Select 𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑁𝑜𝑑𝑒 𝑁𝑖, 𝑗

5: Obtain 𝑟𝑘 , 𝑘 ∈ 𝑁𝑖, 𝑗

6: Cluster 𝑇𝑘,𝑖 ← 𝐾𝑀𝑒𝑎𝑛𝑠 (𝑟𝑘 )
7: Update 𝑇𝑘 ← 𝑐𝑜𝑛𝑐𝑎𝑡 (𝑇𝑘 ,𝑇𝑘,𝑖 )
8: end for
9: Optimize DRN and RN
10: end for
11: return Tree-structured representation 𝑇 = 𝑇1,𝑇2, ...,𝑇𝑛

of blur types is different. To model the commonality and the distinc-
tion between multiple distortions, naturally, we propose a novel
tree-structured representation, which corresponds to the categories
of the hierarchical structure of degradations. The tree-structured
representation 𝑇 can be flattened into a vector when performing
a level-order traversal of the hierarchy, which is formulated as
follows:

𝑇 = [𝑣1,1, ..., 𝑣𝑖, 𝑗 , ..., 𝑣𝐿,𝑐𝐿 ], 𝑣𝑖, 𝑗 ∈ {0, 1}, (1)

where 𝐿 and 𝑐𝐿 denote the number of levels in the tree structure and
the number of nodes in each level, respectively. The binary value 𝑣𝑖, 𝑗
in 𝑗𝑡ℎ node of 𝑖𝑡ℎ level represents whether the image belongs to that
node or not. In our method, we predefine the structure of the tree
as a 4-layer binary tree, so that it can be used consistently during
both training and testing. After establishing the specific form of
the hierarchical representation, we need to take into account how
to construct the representation for each corrupted image without
additional degradation information and learn it with a degradation
representation network.

Representation Construction. We recommend a progressive
strategy to construct the degradation representation from the top
layer to the bottom layer in the hierarchy, as described in Algorithm
1. Given the corrupted images 𝐼 , clear images 𝑌 , the number of hi-
erarchy 𝐿, and the number of clusters in each layer 𝑐1, 𝑐2, ..., 𝑐𝐿 , our
goal is to build a tree-structured representation 𝑇 . The degradation
representation of each input image is initially assigned to the root
node and updated with the increasing depth of the tree during the
outer loop. In each iteration of a layer, a node is sequentially selected
as the current node, and the samples belonging to the current node
are located to obtain their degradation representation using DRN.
After clustering, the clustering results are concatenated with the
original representations to update the degradation representations.

Representation Learning. To learn the degradation represen-
tation and facilitate usage during testing, a sub-network DRN is
employed to extract degradation features and transform them into
a low-dimensional embedding space under the supervision of the
hierarchical tree-structured representation. Our DRN includes an
encoder and two parallel projectors. The encoder F is composed of
multiple convolutional layers with residual connections, activation

layers, and pooling layers. The encoder’s objective is to extract fea-
tures about degradations from degraded image 𝐼 , and the process is
expressed as 𝑧 = F (𝐼 ). The projectors are based onMLPs, which are
composed of fully-connected layers and activation functions. One
of the projectors, named mask projector P𝑚 , is designed to predict
the binary mask 𝑟𝑚 = P𝑚 (𝑧). The length of vector 𝑟𝑚 is always
consistent with the current clustering layer in the construction
process of tree-structured representation and will increase with the
number of nodes in the degradation tree.

Given a degraded image 𝐼 and its degradation 𝑟 , we calculate
Cross Entropy loss to optimize the parameters of the encoder F
and the mask projector P𝑚 :

L𝑐𝑙𝑠 = 𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑟𝑚,𝑇 ). (2)

And the other parallel projector, named attribute projector 𝑃𝑎 is
only used in the first training stage, its output has the same size as
the output of the first projector. The value on each vector dimension
represents the attribute value at the corresponding node. In the first
training stage, the degradation representation can be described as
a product of mask 𝑟𝑚 and attribute value 𝑟𝑎 = P𝑎 (𝑧) :

𝑟 = 𝑟𝑚 · 𝑟𝑎 . (3)

FC

FC FC

Image 
feature

Degradation 
representation

FC FCFC

Element-wise multiplication Element-wise addition

GELU GELU

DSLN DSLN

FC FCGM GM

Figure 3: The architecture of feature transform block (FTB)
used in the restoration network. FTB is employed to align
the domain gaps caused by adverse distortions and refine
degraded image features.

3.3 Restoration with Degradation Guidance
Feature Transform Block. To leverage the hierarchical degra-
dation representation in image restoration, we introduce a fea-
ture transform block to modulate the image feature transforma-
tion in latent feature space according to the distortion informa-
tion. The structure of this block is depicted in Figure 3. Inspired
by Domain-Specific Batch Normalization (DSBN) [3] in domain
adaptation, which transforms domain-specific information into
domain-invariant representation using the parameters of BN, we
employ degradation-specific parameters in layer normalization (LN)
to refine the degraded image features. LN is a widely used technique
in restoration networks, which is expressed as

LN(𝑥) = 𝑥 − 𝜇
√
𝜎2 + 𝜖

∗ 𝛾 + 𝛽, (4)

where 𝜇 and 𝜎 denote the mean and standard deviation of the image
feature 𝑥 ∈ R𝐶×𝐻×𝑊 , and 𝜖 is a small constant to avoid dividing by
zero, and 𝛾 and 𝛽 are learnable affine parameters. In order to make
the layer normalization adapt to various degraded image features,
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Table 1: Quantitative comparison of our method and other state-of-the-art methods on multi-degraded image datasets. The
datasets include various degradations such as blur, noise, low illumination, and defocus. All results are measured in terms of
PSNR, SSIM, and LPIPS [43]. The red color indicates the best results, and the blue color indicates the second-best results.

Model Param FLOPs Average RED4[27] SIDD[1] LOL[31] DPDD[2]
PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS

SwinIR 11.46 752.1 27.97 0.7797 0.3725 25.58 0.7297 0.4084 36.24 0.9019 0.3149 17.74 0.7509 0.3989 24.59 0.7267 0.3945
MPR 20.13 1707.4 28.89 0.8098 0.3540 26.53 0.7599 0.4070 37.54 0.9125 0.3267 22.72 0.8406 0.2537 25.10 0.7641 0.3628

NAFNet 17.06 15.97 28.87 0.8089 0.3302 26.80 0.7611 0.3969 37.80 0.9211 0.2614 22.29 0.8280 0.2658 24.91 0.7584 0.3565
TransWeather 37.68 6.13 26.90 0.7508 0.4062 25.03 0.7210 0.4358 34.59 0.8571 0.4231 21.58 0.8071 0.2748 23.49 0.6979 0.3979

AirNet 5.77 301.3 28.29 0.7840 0.3796 25.82 0.7360 0.4125 37.25 0.9030 0.3041 13.79 0.7166 0.3639 24.78 0.7342 0.4136
Ours 71.76 73.23 29.39 0.8204 0.3204 26.77 0.7671 0.3875 38.46 0.9280 0.2608 22.83 0.8259 0.2662 25.45 0.7739 0.3412

we propose a Degradation-Specific Layer Normalization (DSLN).
Formally, DSLN allocates degradation-specific affine parameters
𝛾 (𝑟 ) and 𝛽 (𝑟 ) for different degradations.

Hence, DSLN can be written as:

DSLN(𝑥) = 𝑥 − 𝜇
√
𝜎2 + 𝜖

∗ 𝛾 (𝑟 ) + 𝛽 (𝑟 ), (5)

where𝛾 (𝑟 ) and 𝛽 (𝑟 ) are connected with the degradation representa-
tion 𝑟 by using linear transformation matrixes, which is realized by
a fully-connection layer in the implementation,i.e., 𝛾 (𝑟 ) =𝑊𝑟 + 𝑏.

Moreover, we incorporate a Gating Mechanism (GM) to activate
the channels of image features according to degradation. The gating
mechanism is formulated as the element-wise product of image
feature 𝑥 and 𝜙 (𝑟 ), and 𝜙 (𝑟 ) = 𝐺𝐸𝐿𝑈 (𝑊 1𝑟 + 𝑏1) (𝑊 2𝑟 + 𝑏2). The
gating mechanism controls the information flow with the guidance
of degradation representation 𝑟 , thereby allowing the network to
focus on the degradation-specific channels. Overall, with DSLN
and gating mechanism, the FTB has the capability to align degrada-
tion domains and refine the image features under the guidance of
degradation representation 𝑟 , allowing the restoration network to
produce high-quality images.

Training and Loss. Our restoration network is constructed
based on NAFNet [5], which is a variant Unet with symmetric
encoder-decoder architecture. In the encoder of our restoration net-
work, the FTB serves as the fundamental module and modifies the
degradation-related image features. In the decoder, efficient NAF-
Blocks [5] are employed to transform modulated image features.
The encoder features are concatenated with the decoder features
via skip connections to avoid the gradient vanishing. Finally, a con-
volution layer is applied to generate a residual image. The specific
structure of our restoration network can be referred to in Figure 2.

The restoration network takes the degraded image 𝐼 and degrada-
tion representation 𝑟 as input and performs adaptive processing to
generate a high-quality image 𝑅. In the training phase, to optimize
the parameters in the network, we adopt two commonly used losses,
smoothL1 [11] and SSIM loss, which can measure the discrepancy
of the restored result 𝑅 and ground truth image 𝑌 at the pixel-wise
level and patch-wise level, respectively. The optimization objective
of our restoration network is the combination of two losses, which
is formulated as follows:

L𝑟𝑒𝑠 = L𝑠𝑚𝑜𝑜𝑡ℎ𝐿1 (𝑅,𝑌 ) + 𝛼L𝑠𝑠𝑖𝑚 (𝑅,𝑌 ), (6)

where 𝛼 is a hyper-parameter to balance the two losses. In the
first stage, the DRN is required to be optimized by cross-entropy

loss, therefore, the total loss in our method can be summarized as
follows:

L𝑡𝑜𝑡𝑎𝑙 = L𝑐𝑙𝑠 + L𝑟𝑒𝑠 . (7)

In the second stage, the degradation representation 𝑟 is produced by
detached DRN, and we focus on the optimization of the restoration
network. Hence, the total loss in the second stage is L𝑟𝑒𝑠 .

4 EXPERIMENTS
In this section, we conduct extensive experiments to verify the ef-
fectiveness of the proposed method. We first introduce the dataset
and implementation details. Then we present the comparison with
state-of-the-art methods across distortion types and across distor-
tion levels. Finally, we conduct an ablation study to evaluate the
effect of each component in our network and give a visualization
of the hierarchical degradation representation.

4.1 Datasets and Implementation Details
Datasets. As our work primarily focuses on multi-degradation
restoration, the dataset used should contain adverse types of de-
graded images. For this purpose, we train our network on a com-
bination of different degradation datasets, including RED4[27] for
deblurring and jpeg-compression removal, SIDD[1] for denoising,
LOL [31] for low-light enhancement, and DPDD [2] for defocus
deblurring. The training data consists of 1920 images uniformly sam-
pled from the four datasets. And we randomly sample 539 images
for testing to validate the effectiveness of our method. Moreover,
to measure the network’s performance on images with different
degradation levels, we follow [16] to train our network on WED
[24] and test it on synthetic noisy images with different noise levels
from CBSD68 [26].

Implementation Details.We adopt NAFNet [5] as our restora-
tion backbone, as it has demonstrated remarkable performance and
computational advantages across multiple restoration tasks. We
implement our approach using Pytorch framework and train the
network on two NVIDIA A100 GPUs in a distributed manner. An
AdamW [22] optimizer is adopted to optimize network parame-
ters. The learning rate is initialized to 5e-4 and decreased with the
CosineAnnealingLR decay strategy. The network is trained for 600
epochs. The batch size is set to 28 and the patch size is 256. In the
first stage, the clustering algorithm is conducted every 150 epochs.
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Figure 4: Visual comparison of our results and other state-of-the-art methods on blurry images from RED4[27] and DPDD[2]
datasets. Our method achieves sharper details. Zoom in for better visualization.

4.2 Comparisons cross Degradation Types
Compared Methods. In this section, we evaluate our method
with the state-of-the-art methods of image restoration. Initially,
we selected some restoration approaches that are tailored for indi-
vidual restoration tasks, including deblurring, denoising, low-light
image enhancement, and defocus. Those methods like MPR [37],
NAFNet [5], which are CNN-based methods, and SwinIR [20] is
a transformer-based method. Besides, we also compare the per-
formance of our method with other all-in-one approaches, like
TransWeather [29] and AirNet [16]. For a fair competition with
the compared methods, we follow them to conduct experiments
with default optimal hyperparameters and settings. During the ex-
periments, all the comparative methods were trained and tested
on multi-degraded datasets in order to explore and compare their
performance in handling multi-degraded images.

Quantitative Comparison. In this comparison, we adopt three
commonly used in image restoration reference-based image quality
assessment metrics, PSNR, SSIM, and LPIPS [43] to evaluate the
quality of restored images. Better results are indicated by higher
values of PSNR and SSIM, while LPIPS is the opposite. During the
test, we calculate themetrics not only on all testing degraded images

but also on each type of degradation according to the dataset type.
As illustrated in Table 1, our method performs better than other
methods in terms of the average metrics on all types of degraded
data. Additionally, when classified by types of degradation, our
method achieves the best or second-best results on different types
of degraded images, suggesting that the performance improvement
of our method can effectively distinguish and represent each type
of degradation, rather than relying on the improvement on a single
type of degradation. We also measured the computational costs of
different models using a 3x256x256 image as input. It is evident
that our method exhibits significantly reduced computational cost
compared to AirNe t[16], MPR [37], and SwinIR [20]. While there
is an increase in computational cost compared to NAFNet [5] and
TransWeather [29], our method holds an advantage in handling
multiple degradations.

Visual Comparison. We conduct a visual comparison of our
method and several state-of-the-art techniques on the aforemen-
tioned types of degraded images. Figure4 presents a visual compar-
ison against other image restoration methods on RED4 [27] and
DPDD [2] datasets, and it demonstrates that our method is capable
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(b) SwinIR (c) MPR (d) NAFNet(a) Input

(e) Transweather (f) AirNet (g)Ours (h) Ground truth

Figure 5: Visual comparison of our results and other state-of-the-art methods on low-light images from the LOL dataset [31].
Our network effectively enhances the low-light image and generates harmonious tones. Zoom in for better visualization.

(f) AirNet (g) Ours (h) Ground truth(e) Transweather

(d) NAFNet(c) MPR(b) SwinIR(a) Noisy

Figure 6: Visual comparison of our results and other state-of-
the-art methods on a noisy image from SIDD [1]. Ourmethod
produces results with less noise and sharper details. Zoom
in for better visualization.

of restoring the intricate details of the image while the image con-
tent is corrupted seriously by blur. Meanwhile, the results on LOL
[31] dataset are shown in Figure 5, our method effectively removes
artifacts from low-light images when enhancing them, ensuring
that the processed images have good visual quality. Figure 6 is the
comparison of denoising results on SIDD [1] dataset, our approach
can remove the noise in distorted images and recover a high-quality
image. There are more results about the multi-degradation experi-
ment, which can be found in the supplement material.

4.3 Comparison cross Degradation Levels
To evaluate our network’s performance on distorted images with
different degradation levels, we compare the denoising results of
our method and other state-of-the-art denoising methods, including
BM3D [9], DnCNN [40], IRCNN [41], DL [10], FFDNet [42], and

Table 2: Quantitative comparison of our method and other
state-of-the-art methods on denoising dataset CBSD68 [26].
The best results are shown in boldface

Model Average 𝜎=15 𝜎=25 𝜎=50
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

BM3D[9] 30.54 0.8505 33.52 0.9215 30.71 0.8672 27.38 0.7627
DnCNN[40] 31.03 0.8672 33.90 0.9290 31.24 0.8830 27.95 0.7896
IRCNN [41] 30.98 0.8669 33.87 0.9285 31.18 0.8824 27.88 0.7898
DL [10] 30.10 0.8440 33.25 0.9225 30.38 0.8679 26.68 0.7415
FFDNet[42] 31.01 0.8666 33.87 0.9290 31.21 0.8821 27.96 0.7887
MPR[37] 31.15 0.8747 34.01 0.9334 31.34 0.8892 28.10 0.8014
Ours 31.21 0.8783 34.05 0.9357 31.40 0.8929 28.17 0.8064

MPR [37]. The noisy images are synthetic by adding White Gauss-
ian noise with different levels (i.e. 𝜎 = 15, 25, 50) to clear images.
The comparison result is reported in Table 2. Our approach ex-
hibits superior performance compared to other denoising methods
and delivers optimal results in quantitative evaluations. This high-
lights the versatility of our method in restoring images degraded at
varying levels.

4.4 Ablation Study
Impact of Supervision on Degradation Types. To investigate
the impact of degradation category supervision on the restoration
network, we retrain some separate networks. As listed in Figure 7,
the backbone model is a restoration network that does not utilize
any degradation information. And backbone+CN is a restoration
network that uses a classification network trained with degradation-
type supervision and utilizes the classification results. The compar-
ative results in Figure 7 show that the performance of networks
that use degradation representation for processing multiple degra-
dations has been significantly improved. However, even with the
supervision of degradation types in the classification network, it
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cannot surpass our proposed method of using hierarchical degrada-
tion representation for restoration. This implies that degradation
types are not mutually exclusive in multi-degraded image restora-
tion, and exploring the relationships between degradations and
leveraging them for restoration is highly necessary.

Backbone Backbone+CN Ours
28.7

28.9

29.1

29.3

29.5

0.8

0.81

0.82

0.83

0.84

PSNR
SSIM

Figure 7: Performance comparison of models with/without
the supervision of degradation information on multi-
degraded images.

Impact of Hierarchical Representation Layers. We evaluate
the performance of networks with different layers in hierarchical
degradation representation. The visual results are shown in Figure
8. From the results shown in Table 3, it can be observed that as the
number of layers in the tree structure increases, the restoration
performance also improves with the enhancement of representation
capacity. When using the two-stage strategy, the degradation rep-
resentation provided by the fixed DRN allows the training to focus
on RN. As a result, the performance of the restoration network is
further improved.

Table 3: Ablation experiments for representation layers and
FTB on multi-degraded datasets.

Number of layers 1 layer 2 layers 3 layers 4 layers
PSNR 29.15 29.23 29.26 29.28
SSIM 0.8163 0.8172 0.8179 0.8185
Models w/o FTB w/o DSLN w/o GM full
PSNR 28.87 29.17 29.22 29.39
SSIM 0.8060 0.8149 0.8166 0.8204

Impact of FTB.We also conduct an ablation study to validate
the effectiveness of FTB in our network. We remove FTB, DSLN,
and GM separately in our model, to observe the effect of each com-
ponent. The results are shown in Table 3. Removing either DLSN
or GM leads to a performance drop in our network. However, as
both have the ability to refine degraded image features by utilizing
degradation information, the absence of one does not hinder the
other from being effective. FTB’s ability to modulate image features
is maximized when both are used.

4.5 Visualization
We randomly sample degraded images from the training set and ex-
tract their degradation features through DRN. By utilizing t-SNE on
the degradation representations, we can evaluate the performance

of degradation representation in low-dimension embedding space.
The visualized result is presented in Figure 8. From the illustration,
we can see that the hierarchical degradation representations gen-
erated by our method exhibit greater inter-class separation and
intra-class compactness compared to the results of AirNet [16].
This result is consistent with our previous conjecture that tighter
constraints on samples with similar degradation types can help
improve the performance of the restoration network.

Figure 8: Visual comparison of degradation representation
by t-SNE. The number in "Ours-number" represents the rep-
resentation layers of AMIRNet.

5 CONCLUSION
We present an all-in-one multi-degradation image restoration net-
work, AMIRNet, an efficient and practical method to handle multi-
degraded images. By progressively constructing a hierarchical degra-
dation representation, AMIRNet can effectively model the similarity
and differences among degradations. To overcome the domain gaps
and sufficiently utilize the degradation information, AMIRNet uses
FTB to refine features with the guidance of the degradation rep-
resentation. Extensive experimental results show that AMIRNet
outperforms other state-of-the-art methods in multi-degradation
restoration. The effectiveness of our approach is also verified by
ablation studies and visualization.
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