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ABSTRACT
Multiple object tracking (MOT) has been successfully investigated
in computer vision. However, MOT for the videos captured by un-
manned aerial vehicles (UAV) is still challenging due to small object
size, blurred object appearance, and very large and/or irregular
motion in both ground objects and UAV platforms. In this paper,
we propose FOLT to mitigate these problems and reach fast and
accurate MOT in UAV view. Aiming at speed-accuracy trade-off,
FOLT adopts a modern detector and light-weight optical flow ex-
tractor to extract object detection features and motion features at a
minimum cost. Given the extracted flow, the flow-guided feature
augmentation is designed to augment the object detection feature
based on its optical flow, which improves the detection of small
objects. Then the flow-guided motion prediction is also proposed
to predict the object’s position in the next frame, which improves
the tracking performance of objects with very large displacements
between adjacent frames. Finally, the tracker matches the detected
objects and predicted objects using a spatially matching scheme
to generate tracks for every object. Experiments on Visdrone and
UAVDT datasets show that our proposed model can successfully
track small objects with large and irregular motion and outperform
existing state-of-the-art methods in UAV-MOT tasks.

CCS CONCEPTS
• Computing methodologies→ Tracking.
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1 INTRODUCTION
Multiple object tracking (MOT) aims at identifying objects at each
moment from a given video and is widely used in computer vi-
sion [7, 20, 29], such as autonomous driving [14], human-computer
interaction [6], and pedestrian tracking [30, 34]. A common ap-
proach in Multiple Object Tracking (MOT) involves two primary
stages: detection and association [37]. The detection step identifies
all objects in each frame, while the association step links objects
across consecutive frames to establish complete trajectories for
each object [28]. Recently, MOT in unmanned aerial vehicle (UAV)
platforms has attracted extensive research interest. Compared with
conventional MOT [8, 26], MOT in UAV view faces more challenges.

Firstly, both the ground object and the UAV platform have fast
and irregular motion, which makes the tracker difficult to follow
the object. Secondly, the fast and irregular motion will reduce the
image quality[25] and affect the detection of the object. Thirdly, the
object size in aerial view is small, which not only increases the de-
tection difficulty of the detector but also makes the appearance fea-
ture of the object unreliable, reducing the accuracy of appearance-
matching methods. We define the mean relative acceleration (MRA)
of video sequences in Eq (1) to measure the complexity of object
motion. MRA of a sequence is calculated as the mean of object
center acceleration normalized by object size. As shown in Fig. 1,
the MRA of objects in the Visdrone [52] dataset is much higher
than in the MOT17/20 dataset, showing that object motion patterns
in UAV view are more complex than in the conventional MOT task,
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which requires our tracker modeling the object motion more accu-
rately. Fig. 1 also indicate that object size in aerial-view videos is
smaller compared with traditional street-view videos, which limits
the detection performance of the current tracker.

To address these problems, we propose FOLT (Fast Optical fLow
Tracker), which utilizes optical flow to model the object motion,
augment the object detection feature, and improve tracking per-
formance in UAV view. The FOLT first use a modern detector and
flow-estimator to extract object detection feature and estimate a
pixel-wise optical flow map. Based on the detection features and
flow map, the flow-guided feature augmentation is proposed to
augment object features at the current frame using the combination
of previous features and current optical flow, which improves the
detection of small objects. Then, the flow-guided motion prediction
is proposed to model the object’s motion and predict its position
at a future time, which improves the tracking of objects with large
and irregular motion. Finally, the predicted objects are spatially
matched with the detected objects and output tracking results at
the current time.

By augmenting the detection feature and explicitly modeling
the motion of objects, FOLT can not only improve the detection
accuracy but also obtain more stable tracking results in fast-moving
scenes of UAV view. Experiments indicate that our FOLT performs
better than previous appearance-matching-based methods in both
accuracy and speed, which support our belief that appearance-
matching strategy is not important in UAV-MOT scenes.

The main contributions of this paper are summarized as follows:
• We propose the flow-guided feature augmentation, which
combines previous detection features with current features
according to optical flow, improves the detection of small
objects and mitigates the motion blur problems in UAV-MOT
tasks.

• We propose the flow-guided motion prediction, which pre-
dicts object position according to optical flow, surpassing the
commonly used Kalman Filter in both accuracy and speed.

• The FOLT proposed based on flow-guided feature augmen-
tation and flow-guided motion prediction reached state-of-
the-art on two public MOT-in-UAV-view datasets, which
promoted the progress of multiple object tracking in UAV
scenes.

2 RELATEDWORK
2.1 Motion modeling in MOT
Current MOT methods generally follow the tracking-by-detection
scheme [1, 11, 29, 32, 35, 36], with the detection step using a deep
neural network to output the detection result of each frame, and
the association step completes the inter-frame association based
on object appearance [24, 27, 33, 39, 46] or motion information [12,
23, 42, 49]. The association step can be categorized as appearance
based [43, 44, 48, 50] and motion based [2, 3, 37, 47, 51]. As Fig. 1
and Fig. 9 show, objects in aerial view are very small and blurry,
which will result in unreliable appearance features for the associ-
ation. Therefore, this paper focuses on motion-based association
to avoid unreliable appearance feature problems. Motion-based as-
sociation first predicts the position of each object trajectory in the
next frame, then it matches the objects detected in the next frame

Figure 1: Mean relative accelerations (MRA) of conventional
MOT dataset (MOT17/20) and UAV-MOT dataset (Visdrone).
All sequences of the MOT17/20 train set (11 in total) and
the top 11 sequences of the Visdrone train set are displayed.
Green and red rectangle: Visdrone has a smaller object size
and faster motion compared with MOT17/20.

according to their position adjacency, to generate trajectory at the
next frame. The Kalman Filter [21] is the most commonly used mo-
tion modeling method and widely adopted by other motion-based
trackers [2, 5, 47]. SORT [2] is the classical tracker that applies the
Kalman Filter [21] to predict object position. ByteTrack [47] makes
significant progress by replacing SORT with a more powerful detec-
tor and a more complex two-stage matching method. OCSORT [5]
improves the original Kalman Filter in an object-centric manner
and performs better in irregular motion scenes. However, when
both objects and the UAV platform are in fast-moving pattern, these
Kalman Filter (KF) based methods is hard to follow the large and
irregular motion. In addition to KF based method, SiamMOT [37]
uses the cross-correlation of the local object regions between adja-
cent frames to predict the position of the object, CenterTrack [51]
directly designs a CNN network to predict the object position,
UAVMOT [28] uses the topology information of objects in adjacent
frames to associate them. However, these methods introduce too
much computation costs and can not reach real-time multiple ob-
ject tracking. In this paper, we use a modern light-weight optical
flow estimator to realize high speed and accurate motion modeling,
which effectively improves tracking in UAV view.

2.2 Feature fusion in MOT
Several studies fuse motion information with appearance infor-
mation in a simple weighted summation scheme[43, 44, 48]. For
example, FairMOT[48] compute the cosine distance in feature space
and Jaccard distance in image space, then calculate their weighted
average value and match the objects according to the averaged
distance. However, these methods didn’t fuse information between
objects in adjacent frames and are limited in improving object de-
tection on small and blurred objects. Others use long-short-term
memory (LSTM) networks to fuse the temporal features between
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Figure 2: The architecture of our proposed FOLT. 𝐼𝑡 , 𝐼𝑡−1 denotes image frame at time 𝑡 and time 𝑡 − 1. 𝐹𝑙𝑜𝑤𝑡 , 𝐹𝑡 denotes the
optical flow and detection feature at 𝑡 . 𝐹𝑡−1 is the cached detection feature of the previous frame. 𝐷𝑡 , 𝑀𝑡 , 𝑃𝑡 denotes the detection
results at 𝑡 , the motion prediction of objects at 𝑡 , and the predicted objects position at 𝑡 . 𝐷𝑡 and 𝑃𝑡 are spatially matched to
output 𝑇𝑡 : the final track results at 𝑡 .

adjacent frames[31, 45]. However, these methods didn’t consider
motion information when fusing adjacent features. Different from
previous methods, we use optical flow to sample features in their
previous position and selectively fuse it with the current feature in
an attentive way, which is helpful to objects with small sizes and
blurred appearances.

2.3 Deep flow networks
Optical flow reflects the relative offset of each pixel between adja-
cent frames and has a wide range of applications in computer vision
tasks [19], such as autonomous driving [15] action recognition [38],
and pose tracking [4]. It is feasible to estimate the offset of each
object between adjacent frames from a given optical flow map and
detected object range. Traditional optical flow methods [17, 40]
have a large computational overhead and are difficult to apply
in real time. Several optical flow neural networks[9, 18, 41] have
achieved promising results, providing high accuracy dense opti-
cal flow in real-time. However, these networks are still not fast
enough to ensemble in a real-time multiple object tracker, since the
detection and association have already cost some computation. Re-
cently, the FastFlowNet[22] reached a comparative flow estimation
accuracy while only costing 11ms per image in inference. Hence,
it is possible to integrate this optical flow network into our track-
ing algorithm and utilize the extracted flow to enhance our object
detection feature and predict the object motion.

3 PROPOSED METHOD
3.1 Overview
Different from conventional MOT tasks, MOT in the UAV platform
faces more challenges such as small object size, similar and blurred
object appearance, and large and irregular motion. We define mean

relative acceleration (MRA) to reveal this phenomenon:

𝑀𝑅𝐴 =
1
𝑛

𝑛−1∑︁
𝑖=1

(𝑉 (𝑡𝑖+1) −𝑉 (𝑡𝑖 )), (1)

among them, n is the length of video, 𝑉 (𝑡𝑖 ) is the object’s relative
velocity at time 𝑖:

𝑉 (𝑡𝑖 ) =
√︁
(𝑐𝑥 (𝑡𝑖 ) − 𝑐𝑥 (𝑡𝑖−1))2 + (𝑐𝑦 (𝑡𝑖 ) − 𝑐𝑦 (𝑡𝑖−1))2√︁

𝑤 (𝑡𝑖 )2 + ℎ(𝑡𝑖 )2
, (2)

where 𝑐𝑥 (𝑡𝑖 ), 𝑐𝑦 (𝑡𝑖 ) denote object center position at time 𝑡𝑖 ,𝑤 (𝑡𝑖 ),
ℎ(𝑡𝑖 ) denote object width and height at time 𝑡𝑖 . Capturing from
the aerial top-down view, MOT in UAV datasets have higher MRA
and smaller object sizes than conventional MOT datasets, which
is summarized in Fig 1. The higher MRA means that the object’s
motion is larger and more irregular, which makes the tracker dif-
ficult to follow the object. In addition, the motion blurring and
the small object size also increased the detection difficulty in UAV
scenes. Aiming at these difficulties, we propose FOLT to improve
the tracking accuracy of small and blurred objects in large and
irregular motion scenes. As Fig. 2 shows, the proposed FOLT con-
sists of three main components. The feature extraction component
consists of a detection backbone and a flow estimator, with the de-
tection backbone extracting the detection feature at current time 𝐹𝑡
and the flow estimator estimating a pixel-wise offset map between
the current frame and previous frame 𝐹𝑙𝑜𝑤𝑡 . The flow-guided fea-
ture augmentation first samples previous detection features 𝐹𝑡−1
at the current position to output 𝐹𝑠𝑎𝑚𝑝𝑙𝑒 . Then the 𝐹𝑠𝑎𝑚𝑝𝑙𝑒 and
𝐹𝑡 are concatenated and fed into two branches of convolution to
output fused feature 𝐹𝑓 𝑢𝑠𝑒 and attention weights 𝐹𝑎𝑡𝑡 . Then the
𝐹𝑓 𝑢𝑠𝑒 and 𝐹𝑡 are selectively fused in the guide of attention map
𝐹𝑎𝑡𝑡 to output the augmented detection feature 𝐹𝑎𝑢𝑔 . Finally, the
augmented detection feature 𝐹𝑎𝑢𝑔 is fed into the detection head to
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output detection results: 𝐷𝑡 . The flow-guided motion prediction
takes optical flow map 𝐹𝑙𝑜𝑤𝑡 and previously tracked object posi-
tion𝑇𝑡−1 as input and uses a convolution layer to predict the object
motion𝑀𝑡 , then update the object position prediction 𝑃𝑡 using𝑀𝑡 .
Finally, the predicted object position 𝑃𝑡 is matched with detected
objects 𝐷𝑡 to formulate 𝑇𝑡 tracking results at time 𝑡 . We use a two-
stage spatial matching strategy [47] to match the detection results
𝐷𝑡 with predicted position 𝑃𝑡 . Among the feature extractor, we
select the latest YOLOX [13] as our object detector and tested three
pre-trained optical flow networks: FlowNet [9], PWCNet [41], and
FastFlowNet [22] as our optical flow extractor. As Table 1 shows,
the FastFlowNet achieves the best performance on both tracking
accuracy and inference speed. Therefore, we adopt FastFlowNet as
our base optical flow extractor in subsequent experiments. Alg 1
shows the tracking process of FOLT.

Algorithm 1 Tracking process of FOLT

Require: An video sequences
{
𝐼𝑡 ∈ R𝐻×𝑊 ×3}𝑇

𝑡=1, detection back-
bone: 𝐷𝑏 , flow estimator: 𝐹𝑁𝑒𝑡 , detection head: 𝐷ℎ , flow-
guided feature augmentation: 𝐹𝐺𝐹𝐴, flow-guided motion pre-
diction: 𝐹𝐺𝑀𝑃

Ensure: Tracking results 𝑇𝑟𝑘
1: Let 𝑡 = 0,𝑇𝑟𝑘 = {}
2: while 𝑡 < 𝑇 do
3: if 𝑡 == 0 then
4: Input: 𝐼𝑡
5: Extract detection feature (𝐹 1𝑡 , 𝐹 2𝑡 , 𝐹 3𝑡 ) = 𝐷𝑏 (𝐼𝑡 )
6: Conduct object detection 𝐷𝑡 = 𝐷ℎ (𝐹 1𝑡 , 𝐹 2𝑡 , 𝐹 3𝑡 )
7: else
8: Input: two adjacent frames 𝐼𝑡−1, 𝐼𝑡
9: Extract detection feature (𝐹 1𝑡 , 𝐹 2𝑡 , 𝐹 3𝑡 ) = 𝐷𝑏 (𝐼𝑡 )
10: Extract flow: 𝐹𝑙𝑜𝑤𝑡 = 𝐹𝑁𝑒𝑡 (𝐼𝑡−1, 𝐼𝑡 )
11: Augment detection feature with optical flow:𝐹 𝑗

𝑎𝑢𝑔 =

𝐹𝐺𝐹𝐴(𝐹𝑙𝑜𝑤𝑡 , 𝐹
𝑗

𝑡−1, 𝐹
𝑗
𝑡 ), 𝑗 ∈ {1, 2, 3}

12: Conduct object detection with augmented features 𝐷𝑡 =

𝐷ℎ (𝐹 1𝑎𝑢𝑔, 𝐹 2𝑎𝑢𝑔, 𝐹 3𝑎𝑢𝑔)
13: Predict object motion with FGMP:𝑀𝑡 =

𝐹𝐺𝑀𝑃 (𝐹𝑙𝑜𝑤𝑡 ,𝑇𝑟𝑘𝑡−1)
14: Update tracks: 𝑇𝑟𝑘𝑡 = 𝑇𝑟𝑘𝑡−1 +𝑀𝑡

15: end if
16: Match tracks with current detection: 𝑇𝑟𝑘𝑡 = 𝑇𝑟𝑘𝑡 ∪ 𝐷𝑡

17: end while
18: return 𝑇𝑟𝑘

3.2 Feature extraction
We use the YOLOX-S[13] backbone to extract detection features for
every frame, which adopts a feature pyramid structure to output a
three-stage feature map with different spatial resolutions: 𝐹 1𝑡 , 𝐹

2
𝑡 , 𝐹

3
𝑡 .

The spatial resolution of the three-stage feature is downsampled by
8, 16, and 32 compared with the original input image. The original
flow 𝐹𝑙𝑜𝑤𝑡 is extracted using FastFlowNet with a spatial resolution
(512×384), which is lower than the input resolution of the detection
branch (1088 × 608) for faster inference speed. We rescale the flow
value when downsampling it, to keep the right spatial relationship

Figure 3: Flow-guided feature augmentation. 𝐹𝑠𝑎𝑚𝑝𝑙𝑒 denotes
sampled features from the previous frame, 𝐹𝑡 denotes current
features, 𝐹𝑓 𝑢𝑠𝑒 , 𝐹𝑎𝑡𝑡 are the fused feature and attention map,
𝐹𝑎𝑢𝑔 is the final augmented features.

between adjacent feature maps:

𝐹𝑙𝑜𝑤𝑖
𝑡 (:, :, 𝑥) = 𝑠𝑥𝐹𝑙𝑜𝑤𝑑

𝑡 (:, :, 𝑥), (3)

𝐹𝑙𝑜𝑤𝑖
𝑡 (:, :, 𝑦) = 𝑠𝑦𝐹𝑙𝑜𝑤𝑑

𝑡 (:, :, 𝑦), (4)
where 𝑠𝑥, 𝑠𝑦 is the down-sample scale in the x-axis and y-axis,
𝐹𝑙𝑜𝑤𝑑

𝑡 (:, :, :) is the down-sampled flowmap that needs to be rescaled.
We only plot one stage of feature augmentation in Fig 2 and Fig 3
for simplicity. The flow-guided motion prediction is conducted
in a single stage since the previously tracked objects are already
merged in one stage. Therefore we use the original optical flow
with resolution 512 × 384 as the input of the flow-guided motion
prediction.

3.3 Flow-guided feature augmentation
As Fig 7 shows, objects in UAV-captured videos are typically small
in size and their appearance is easily affected by the motion blur-
ring, which increases the difficulty of object detection in UAV-view.
Aiming at these challenges, we propose flow-guided feature aug-
mentation (FGFA) to augment object features using previous object
features and optical flow between the previous frame and the cur-
rent frame. As Fig 3 shows, our FGFA first use optical flow 𝐹𝑙𝑜𝑤𝑡

to sample previous detection feature 𝐹𝑡−1 using a bi-linear sample
to output 𝐹𝑠𝑎𝑚𝑝𝑙𝑒 :

𝐹𝑠𝑎𝑚𝑝𝑙𝑒 (𝑖, 𝑗) = 𝐵𝑆 (𝐹𝑡−1, 𝑖, 𝑗, 𝑑𝑥, 𝑑𝑦), (5)

where the 𝑑𝑥 and 𝑑𝑦 are the optical flow values at position (𝑖, 𝑗):
𝑑𝑥 = 𝐹𝑙𝑜𝑤𝑡 (𝑖, 𝑗) (𝑥), 𝑑𝑦 = 𝐹𝑙𝑜𝑤𝑡 (𝑖, 𝑗) (𝑦). The bilinear sample func-
tion 𝐵𝑆 is defined by:

𝐵𝑆 (𝐹, 𝑖, 𝑗, 𝑑𝑥, 𝑑𝑦) = 𝑠𝑥𝑠𝑦𝐹 (𝑥,𝑦) + 𝑠𝑦 (1 − 𝑠𝑥 )𝐹 (𝑥 + 1, 𝑦)
+(1 − 𝑠𝑦)𝑠𝑥𝐹 (𝑥,𝑦 + 1) + (1 − 𝑠𝑦) (1 − 𝑠𝑥 )𝐹 (𝑥 + 1, 𝑦 + 1), (6)

where 𝑥 = [𝑖 + 𝑑𝑥], 𝑦 = [ 𝑗 + 𝑑𝑦], [·] denote round down opera-
tion, 𝑠𝑥 = 𝑖 + 𝑑𝑥 − [𝑖 + 𝑑𝑥], 𝑠𝑦 = 𝑗 + 𝑑𝑦 − [ 𝑗 + 𝑑𝑦], 𝐹 is the feature
map. After the flow-guided feature sampling, the 𝐹𝑠𝑎𝑚𝑝𝑙𝑒 and 𝐹𝑡
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Figure 4: Flow-guidedmotion prediction.MPNdenotemotion
prediction network, 𝐼𝑡 , 𝐼𝑡−1 denote video frames at time 𝑡, 𝑡 −1,
𝐹𝑡 denote dense optical flow at time 𝑡 , 𝐹𝑐𝑟𝑜𝑝𝑡 denote 3 × 3
pixel of optical flow around the object center, 𝑑𝑥, 𝑑𝑦 denote
predicted object center offset at 𝑥,𝑦 axis,𝑔𝑥,𝑔𝑦 denote ground-
truth object center offset at 𝑥,𝑦 axis.

are concatenated in channel dimension and fed into two convo-
lution branches: the attention branch and the fusion branch. The
attention branch takes a 1 × 1 convolution to express 2𝑐 channels
to 1 channel and then uses a sigmoid function to generate attention
scores 𝐹𝑎𝑡𝑡 for every spatial position. The fusion branch takes a 3×3
convolution following a batch normalization and a ReLU function
to generate fused features 𝐹𝑓 𝑢𝑠𝑒 . Finally, the fused feature 𝐹𝑓 𝑢𝑠𝑒
and original feature 𝐹𝑡 are selectively fused according to attention
map 𝐹𝑎𝑡𝑡 and output the augmented feature 𝐹𝑎𝑢𝑔 :

𝐹𝑎𝑢𝑔 = 𝐹𝑓 𝑢𝑠𝑒 ∗ 𝐹𝑎𝑡𝑡 + 𝐹𝑡 , (7)

In accordance with the feature pyramid backbone of YOLOX-S,
our flow-guided feature augmentation is conducted in three stages
separately:

𝐹 𝑖𝑎𝑢𝑔 = 𝐹𝐺𝐹𝐴(𝐹 𝑖𝑡−1, 𝐹
𝑖
𝑡 , 𝐹𝑙𝑜𝑤

𝑖
𝑡 ), (8)

We obtain 𝐹𝑙𝑜𝑤𝑖
𝑡 by down-sample the original flow 𝐹𝑙𝑜𝑤𝑡 to the

same spatial resolution with 𝐹 𝑖𝑡 using bilinear sampling.

3.4 Flow-guided Motion Prediction
Previous tracking algorithms generally use the Kalman Filter to
estimate the object’s future position. However, when both the ob-
ject and the camera platform have large or irregular motions, the
Kalman Filter cannot track the object correctly. We state that the
pixel-wise optical flow map estimated by a deep flow network has
already given a rough estimate of the position offset for each pixel.
Therefore, it is practicable to use the statistics of optical flow within
each bounding box to estimate its offset between adjacent frames.
Starting from this thought, we propose flow-guided motion pre-
diction to predict every object’s motion based on object location
and optical flow map. Fig 4 shows the architecture of our proposed
flow-guided motion prediction. Given the extracted optical flow
map 𝐹𝑙𝑜𝑤𝑡 , we crop the optical flow around the 3 × 3 neighbor of
the predicted object center 𝐹𝑐𝑟𝑜𝑝𝑡 . Then we feed it to the motion
prediction network (MPN) to estimate the object motion between
adjacent frames. As Fig. 4 shows, the MPN contains 3 layers of
convolution, with the second layer having a short-cut connection

Table 1: Effectiveness of different optical flow networks. The
best result is marked in bold. The ′ ↑′ means that the higher
result is better. KF denotes the Kalman Filter, FGMP denotes
flow-guided motion prediction.

Motion modeling Flow estimator MOTA↑ IDF1↑ FPS↑
KF - 39.6 50.4 27.0

FGMP FlowNet-s 39.9 51.3 23.2
FGMP PWCNet 40.5 54.1 15.6
FGMP FastFlowNet 40.9 55.3 32.0

Table 2: Ablation studies on Visdrone test-dev set. FGMP in-
dicates flow-guided motion prediction. FGFA indicates flow-
guided feature augmentation. The ′ ↑′ means that the higher
result is better. The best result is marked in bold.

Baseline FGMP FGFA MOTA↑ IDF1↑ FPS↑
√

39.6 50.4 27.0√ √
40.9 55.3 32.0√ √
40.9 52.3 25.5√ √ √
42.1 56.9 29.4

inspired by ResNet [16]. Each convolution operation is followed
by a batch normalization layer and a Softshrink function. Here,
Softshrink is defined by:

Softshrink(𝑥) =


𝑥 − 𝜆, 𝑥 > 𝜆

0, −𝜆 ≤ 𝑥 ≥ 𝜆

𝑥 + 𝜆, 𝑥 < −𝜆
, (9)

where 𝜆 is set to 0.5 in the experiments to ignore too lower val-
ues. The MPN outputs the predicted offset of the object center
𝑀𝑡 = (𝑑𝑥, 𝑑𝑦). We use the L1 loss function to supervise the motion
prediction:

𝐿1(𝑑𝑥, 𝑑𝑦,𝑔𝑥, 𝑔𝑦) = |𝑑𝑥 − 𝑔𝑥 | + |𝑑𝑦 − 𝑔𝑦 |, (10)

where 𝑔𝑥,𝑔𝑦 is the ground-truth offset of the object in 𝑥 and 𝑦 axis.
The predicted object offset is then added to the previously tracked
object position to output the final position estimate:

𝑃𝑡 = 𝑇𝑡−1 +𝑀𝑡 . (11)

Finally, the predicted object position 𝑃𝑡 is matched with detected
objects 𝐷𝑡 using a two-stage spatial matching strategy [47] to gen-
erate tracking results at time 𝑡 .

4 EXPERIMENTS
4.1 Datasets and Metrics
Datasets. To validate the effectiveness of our proposed FOLT,
we conduct comparative experiments on the Visdrone [52] and
UAVDT [10] datasets. These two datasets are open source multi-
class multi-object tracking datasets, and both are collected from the
perspective of UAVs. Therefore, it is suitable to study the tracking
objects with small sizes and irregular motion problems in these two
datasets.
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Figure 5: Visualization results on small object scenes. The
model without FGFA missed the small-sized pedestrains on
top-left corner while the model with FGFA tracked them
with ID 2,19,20.

The Visdrone dataset consists of a training set (56 sequences),
validation set (7 sequences), test-dev set (17 sequences), and test-
challenge set (16 sequences). There are 10 categories in the Vis-
drone dataset: pedestrian, person, car, van, bus, truck, motor, bi-
cycle, awning-tricycle, and tricycle. Each object within the above
categories is annotated by a bounding box, category number, and
unique identification number. In experiments of Visdrone, we use
the full ten categories in training while only using five categories
in testing, i.e., car, bus, truck, pedestrian, and van in evaluation, as
the evaluation toolkit offered by Visdrone officials only evaluating
in these five categories.

UAVDT dataset is a car-tracking dataset in aerial view, it includes
different common scenes, such as squares, arterial streets, and toll
stations. UAVDT dataset consists of a training set (30 sequences),
and a test set (20 sequences), with three categories: car, truck, and
bus. In experiments of UAVDT, all three categories are evaluated
using Visdrone’s official evaluation toolkits.
Metrics. To evaluate our tracking efficiency in MOT tasks, we
select MOTA and IDF1 as our main evaluation metrics. The MOTA
is calculated as:

𝑀𝑂𝑇𝐴 = 1 − 𝐹𝑃 + 𝐹𝑁 + 𝐼𝐷𝑠

𝐺𝑇
, (12)

where FP denotes numbers of false positives, FN denotes numbers of
false negatives, IDs denote numbers of ID switches, and GT denotes
numbers of ground-truth objects. The IDF1 is calculated as:

𝐼𝐷𝐹1 =
2𝐼𝐷𝑇𝑃

2𝐼𝐷𝑇𝑃 + 𝐼𝐷𝐹𝑃 + 𝐼𝐷𝐹𝑁
, (13)

where IDTP, IDFP, and IDFN denote numbers of true positive, false
positive, and false negative that consider ID information.

4.2 Implementation Details
In all experiments, we keep the same train-test split as the official
split of the Visdrone and UAVDT datasets. We use the YOLOX-S[13]
model as the base object detector on both datasets, the input image
size is 1088 × 608. We use the stochastic gradient descent method
to optimize the detector, the learning rate is set to 0.000005, the
batch size is set to 4, each dataset is trained for 10 epochs, and the
training and testing are completed on a single 2080TI graphic card.
We use L1-Loss to train our motion prediction network and the
object localization branch of the detector, and use the cross-entropy

Figure 6: Comparisons of baseline and FOLT in Visdrone
test-dev set. The left two groups are the results of two videos
with smaller object sizes, while the right two groups are with
larger object sizes. The improvement in MOTA and IDF1
compared with the baseline model are explicitly higher in
videos with smaller objects than in videos with larger objects.

loss to train the object classification branch of the detector. In the
ablation study, we select MOTA and IDF1 as our evaluation metrics,
which are commonly used in MOT tasks. In comparison with state-
of-the-art methods, we select the accuracy evaluation tool officially
provided by the Visdrone dataset to complete the comparison of all
metrics.

4.3 Ablation study
Baseline model. The baseline model we compared with is the
model that use YOLOX-S as detector, extended Kalman Filter as
motion modeling [5], and two-stage spatial matching as associa-
tion [47].
Different optical-flow extractor.We evaluate the effectiveness
of different optical-flow extractors in Table 1. As Table 1 shows,
the modern optical flow network FastFlowNet performs better than
previous old methods (FlowNet and PWCNet) in both tracking
accuracy (40.9 in MOTA and 55.3 in IDF1) and inference speed (32.0
in FPS). Therefore, we adopt FastFlowNet as our base optical flow
estimator in subsequent experiments.
Flow-guided feature augmentation. In this section, we evaluate
the effectiveness of flow-guided feature augmentation (FGFA). As
shown in Table 4, our FGFA performs better than the single frame
feature and simple feature warp strategy, with MOTA 1.3 higher
than the second best (40.9 to 39.6) and IDF1 1.6 higher than the
second best(52.3 to 50.4), while only slower the inference speed
a little (27.0 to 25.5 FPS). Fig 5 shows that after using FGFA, our
model successfully tracks small pedestrians (with ID 2, 10, and
20), while the model without FGFA fails to track all of them. Fig 6
shows that after using FGFA, the tracking improvements (shown in
black dash lines) of small objects are larger than normal objects. In
summary, the qualitative and quantitative results above confirm the
effectiveness of our proposed FGFA in improving object tracking
with small size and motion blur.
Flow-guided motion prediction. As Table 5 shows, compared
with the Kalman Filter, using optical flow as a motion estimator not
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Table 3: Comparisons of the proposed FOLT with state-of-the-art methods on Visdrone and UAVDT test sets. The best result is
marked in bold. The ′ ↑′(′ ↓′) means that the higher (lower) result is better. Our proposed FOLT surpasses state-of-the-arts in
both tracking accuracy and inference speed.

Dataset Method Pub & Year Speed(FPS)↑ MOTA↑ MOTP↑ IDF1↑ FP↓ FN↓ IDs↓
GOG [36] CVPR2011 2.0 28.7 76.1 36.4 17706 144657 1387
SORT [2] ICIP2016 23.5 14.0 73.2 38.0 80845 112954 3629
IOUT [3] AVSS2017 27.3 28.1 74.7 38.9 36158 126549 2393

VisDrone SiamMOT [37] CVPR2021 11.2 31.9 73.5 48.3 24123 142303 862
ByteTrack [47] ECCV2022 27.0 35.7 76.8 37.0 21434 124042 2168
UAVMOT [28] CVPR2022 12.0 36.1 74.2 51.0 27983 115925 2775
OCSORT [5] CVPR2023 26.4 39.6 73.3 50.4 14631 123513 986
FOLT (Ours) Ours 29.4 42.1 77.6 56.9 24105 107630 800

GOG [36] CVPR2011 2.0 35.7 72 0.3 62929 153336 3104
SORT [2] ICIP2016 23.5 39.0 74.3 43.7 33037 172628 2350
IOUT [3] AVSS2017 27.3 36.6 72.1 23.7 42245 163881 9938

SiamMOT [37] CVPR2021 11.2 39.4 76.2 61.4 46903 176164 190
UAVDT ByteTrack [47] ECCV2022 27.0 41.6 79.2 59.1 28819 189197 296

UAVMOT [28] CVPR2022 12.0 46.4 72.7 67.3 66352 115940 456
OCSORT [5] CVPR2023 26.4 47.5 74.8 64.9 47681 148378 288
FOLT (Ours) Ours 29.4 48.5 80.1 68.3 36429 155696 338

Table 4: Effectiveness of our flow-guided feature augmen-
tation module. The best result is marked in bold. The ′ ↑′
means that the higher result is better.

Motion modeling MOTA↑ IDF1↑ FPS↑
Single frame 39.6 50.4 27

Naive feature warp 39.5 50.4 26.2
Flow-guided feature augmentation 40.9 52.3 25.5

Table 5: Effectiveness of our flow-guided motion prediction
module. The best result is marked in bold. The ′ ↑′ means
that the higher result is better.

Motion modeling MOTA↑ IDF1↑ FPS↑
Kalman Filter 39.6 50.4 27
Mean of flow 40.4 53.1 32.3

Flow-guided Motion Prediction 40.9 55.3 32.0

Figure 7: Visualization results on large and irregular motion
scenes. The model without FGMP missed the fast-moving
trucks on the highway at time T while the model with FGMP
tracked it with ID 1.

only improves tracking accuracy (39.6 to 40.4 in MOTA and 50.4
to 53.1 in IDF1) but also increases inference speed (27.0 to 32.3 in
FPS). Second, using flow-guided motion prediction (FGMP) further

Figure 8: Comparisons of baseline and FOLT in Visdrone test-
dev set. The left two groups are the results of two videos with
lowMRA, while the right two groups are with highMRA. The
improvement in MOTA and IDF1 compared with the baseline
model are explicitly higher in videos with high MRA than in
videos with low MRA.

improves tracking accuracy (40.4 to 40.9 in MOTA and 53.1 to 55.3
in IDF1) but only introduces a little speed cost (32.3 to 32.0 in FPS).

As Fig 8 shows, after using FGMP in tracking, the improvements
on objects with large and irregular motion (higher MRA) are larger
than objects with slower motion (lower MRA). As Fig 7 shows, after
using our FGMP, the tracker successfully tracks the fast-moving
truck on the highway (see the object with ID1), while the model
without FGMP fails to track the fast-moving truck at time 𝑡 . In
summary, the qualitative and quantitative results above confirm the
effectiveness of our proposed FGMP in improving object tracking
with large and irregular motion.
Combination.We also evaluate the effectiveness of our FGFA and
FGMP which are used in combination. Table 2 shows that both
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(a) Visdrone dataset (b) UAVDT dataset
Figure 9: Visual comparisons of our method and state-of-the-arts on Visdrone and UAVDT datasets. The same number denotes
the tracked same object in different frames. (a) Visual comparisons on the Visdrone dataset. (b) Visual comparisons on the
UAVDT dataset.

FGFA and FGMP can effectively improve the tracking performance
(39.6 to 40.9 and 39.6 to 40.9 in MOTA, 50.4 to 52.3 and 50.4 to
55.3 in IDF1). With the FGFA and FGMP commonly used, the best
tracking performance is obtained (42.1 in MOTA and 56.9 in IDF1),
and the tracking speed is faster than the baseline model (27.0 to
29.4 in FPS).

4.4 Comparison with State-of-the-arts
We conducted comparative experiments on the Visdrone test-dev
set and the UAVDT test set. Table 3 shows the experimental results
on these two datasets. As shown in Table 3, the FOLT proposed in
this paper exceeds the current state-of-the-art (SOTA) methods in
several important metrics such as MOTA, IDF1, IDs, and MOTP.
For example, the MOTA of FOLT is 2.5% higher than the previ-
ous highest method OCSORT (42.1 compared with 39.6) , the IDF1
is 5.9% higher than the previous highest method UAVMOT (56.9
compared with 51.0), while the inference speed is also faster than
the previous fastest method ByteTrack (29.4 compared with 27.0).
FOLT also achieves the best MOTA and IDF1 in the UAVDT dataset,
with MOTA 1.0% higher than the previous best method OCSORT
(48.5 compared with 47.5), and IDF1 1.0% higher than the previ-
ous best method UAVMOT, (68.3 compared with 67.3) showing the
strongest ability in tracking objects from a UAV view. In addition,
our method that only uses location information in object matching
also performs better than those that use both location and appear-
ance information such as UAVMOT and SiamMOT, validating our
belief that appearance feature is not reliable in the small object
with a blurry appearance.

We also visualize the comparison results of the latest best meth-
ods (UAVMOT and OCSORT) and our FOLT in the Visdrone dataset
and the UAVDT dataset. As Fig 9a shows, our FOLT successfully
tracks the small and fast-moving electronic bicycle rider (with ob-
ject ID 206) in both 𝑇 1 and𝑇 2 frames, while the UAV-MOT and the
OC-SORT tracker all failed to track it in both frames. Therefore, our
FOLT is better than UAVMOT and OCSORT in tracking objects with
small sizes and fast motion. As Fig 9b shows, the camera and the
object are both in motion, introducing large and irregular motion

and causing the object feature to blur. In this difficult situation, our
FOLT successfully tracks three cars in frame 𝑇 1 with object ID 54,
53, and 62 respectively, while the UAVMOT has duplicate tracking
on the middle car and the OCSORT missed the right-top car that is
severely blurred due to large and irregular motion. Our FOLT also
successfully tracks two cars in frame 𝑇2 with object size 54 and
53, while the OC-SORT missed the fast-moving cars with ID 42. In
summary, our FOLT performs better than the state-of-the-arts in
objects with small sizes, large and irregular motion, and blurred
appearance.

5 CONCLUSION
Multiple objects tracking in UAV view face the difficulty of large
and irregular motion of both ground objects and UAV platforms.
The small object size and blurred object appearance also hinder the
tracking process. In this paper, we propose FOLT to address these
challenging problems. The FOLT uses a modern light-weight detec-
tor and optical flow estimator to extract object detection features
and motion information with high efficiency. Given these extracted
features, FOLT introduces the flow-guided feature augmentation
(FGFA) to augment detection features based on previous features
and optical flow, which improves the detection of small objects and
blurred objects. We then propose flow-guided motion prediction
(FGMP) which utilizes optical flow and a convolution layer to track
objects with large and irregular motion more precisely. Experi-
ments show that both FGFA and FGMP can improve the accuracy
of multiple object tracking in UAV view, and the combination of
the two methods further improves the accuracy and achieves the
best results. Comparison with state-of-the-arts shows that FOLT
achieves the best results on the two public UAV-MOT datasets in
both tracking accuracy and inference speed.
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