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ABSTRACT

Vision-language models (VLMs) have shown impressive perfor-
mance in substantial downstream multi-modal tasks. However, only
comparing the fine-tuned performance on downstream tasks leads
to the poor interpretability of VLMs, which is adverse to their fu-
ture improvement. Several prior works have identified this issue
and used various probing methods under a zero-shot setting to
detect VLMs’ limitations, but they all examine VLMs using gen-
eral datasets instead of specialized ones. In practical applications,
VLMs are usually applied to specific scenarios, such as e-commerce
and news fields, so the generalization of VLMs in specific domains
should be given more attention. In this paper, we comprehensively
investigate the capabilities of popular VLMs in a specific field, the
food domain. To this end, we build a food caption dataset, Food-500
Cap, which contains 24,700 food images with 494 categories. Each
image is accompanied by a detailed caption, including fine-grained
attributes of food, such as the ingredient, shape, and color. We also
provide a culinary culture taxonomy that classifies each food cate-
gory based on its geographic origin in order to better analyze the
performance differences of VLM in different regions. Experiments
on our proposed datasets demonstrate that popular VLMs under-
perform in the food domain compared with their performance in
the general domain. Furthermore, our research reveals severe bias
in VLMs’ ability to handle food items from different geographic
regions. We adopt diverse probing methods and evaluate nine VLMs
belonging to different architectures to verify the aforementioned
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observations. We hope that our study will bring researchers’ atten-
tion to VLM’s limitations when applying them to the domain of
food or culinary cultures, and spur further investigations to address
this issue.
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1 INTRODUCTION

Despite the remarkable success of vision-language models (VLMs) [18,
33, 34, 38, 45, 47, 52] in substantial uni-modal and multi-modal
downstream tasks, they are still poorly understood as yet. The
prevalent approach for evaluating VLMs is comparing their perfor-
mance on downstream tasks after fine-tuning. However, evaluation
solely based on the fine-tuning results renders poor interpretabil-
ity [59], which hinders the further development of VLMs. Conse-
quently, researchers have proposed a range of probing methods
and benchmarks [9, 13, 29, 30, 39, 48] in recent years to assess the
capabilities of VLMs from various perspectives, providing a more
comprehensive understanding of these models. However, these
methodologies are still limited in the general domain. They typi-
cally construct evaluation benchmarks by employing images from
widely used general-domain datasets and subsequently assigning
hand-crafted textual annotations to these images. If VLMs perform
well in a specific domain, we can directly employ the models in that
domain without any modifications. However, the above situation is
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Label: agedashi tofu
Region: Japanese

Caption: Five pieces of golden
agedashi tofu with some scallions,
carrot strips and wooden fish
flowers in a

Figure 1: An example from our Food-500 Cap. The image is
equipped with the label, geographic origin, and a detailed
description. This description is annotated with a class label
(red) and hand-curated various fine-grained visible content
of the image such as ingredients (blue), food colors (green),
and the food container (orange).

unclear due to only few works studying the generalization of using
VLMs directly in specific domains without fine-tuning.

Motivated by this, we focus on evaluating the generalization ca-
pacity of VLMs in a specific domain, namely, the food domain. Since
food computing [25] has been gaining widespread attention as it
has the potential to support numerous food-related applications,
such as healthy diets and food choices. To comprehensively eval-
uate the VLMs’ performance on food-related tasks, we introduce
a new benchmark named Food-500 Cap, which comprises 24,700
food images with 494 categories, each accompanied by a detailed
caption. The Food-500 Cap dataset is created by selecting images
from ISIA Food-500 [26] that covers a wide range of food categories.
We select 50 images from each category and engage an annota-
tion company to annotate fine-grained descriptions for all 24,700
images. Each description includes the original food category label
and fine-grained attributes of the food, such as the color, shape,
and ingredients. Such an in-house labeling process guarantees the
high quality of our dataset. Besides, as food is always associated
with a specific geographic region, we also provide a taxonomy that
classifies food categories based on their original place, enabling a
more comprehensive investigation of VLMs’ performance across
culinary cultures. We provide a sample of Food-500 Cap in Figure 1,
which contains a Japanese food image labeled agedashi tofu from
and a description with some related attributes. In contrast to the
prevalent food datasets [3, 23, 54], Food-500 Cap are equipped with
high-quality image captions containing richer visual information
and geographic origin tags, which is more suitable for exploring
the performance of VLM in the food domain.

To comprehensively evaluate VLMs’ capacity in the food domain,
we seriously pick up nine representative models from three popular
architectures, including vision-language representation models (e.g.
CLIP [33]), image-to-text generative models (e.g. OFA [52]), and
text-to-image generative models (e.g. Stable Diffusion [38]). We
probe these VLMs with various food-related tasks in a zero-shot
setting. For vision-language representation models, we employ food
classification and image-text retrieval to assess VLMs’ multi-modal
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alignment capabilities. As for image-to-text generative models and
text-to-image generative models, we utilize image captioning and
image synthesis respectively to test their multi-modal generation ca-
pabilities. Both qualitative and quantitative analyses are performed
on the experimental results, revealing that these models exhibit
poor performance in the food domain, in contrast to their perfor-
mance in the general domain. Moreover, we find that all the models
display a significant bias in culinary culture, with their performance
in Asian cuisine falling markedly behind that in European, North
American, and Latin American cuisine. In summary, this paper
makes the following contributions:

e We equip a subset of the ISIA Food-500 dataset with (1) find-
grained image descriptions (2) the geographic origin of each
food category. Based on this enhanced dataset, we propose
Food-500 Cap, which serves as a benchmark to evaluate
the vision-language ability of VLMs in the food domain. To
the best of our knowledge, Food-500 Cap is the first image-
caption dataset that specifically targets the food domain.

e We evaluate nine representative VLMs from diverse archi-
tectures on our benchmark and use four probing tasks to
analyze the performance of VLMs in the food domain com-
prehensively.

o The results of our experiments on Food-500 Cap unveil the
limitations of VLMs in the food domain, as well as their bias
towards specific culinary cultures.

2 RELATED WORKS
2.1 Probing VLMs

VLMs have achieved state-of-the-art performance in a large number
of downstream multi-modal tasks, but they are still poorly under-
stood. Therefore, evaluating VLMs has attracted much attention.
Commonly, VLMs are evaluated by comparing their fine-tuned
performance in downstream vision-language tasks. However, fine-
tuning VLMs in downstream tasks only provides a black-box score,
which renders poor interpretability of VLMs.

To acquire a deeper understanding of VLMs, a number of ex-
isting works have probed their capability from various perspec-
tives, including verb understanding [9], spatial relation understand-
ing [8, 39], visual abstract reasoning with tangram shapes [13],
generalization ability in out-of-domain datasets [61], compositional
reasoning ability [30, 48, 57], visual-linguistic grounding capabil-
ities on specific linguistic phenomena [29], robustness to image
and text perturbations [32], attribute recognition capability [50, 59],
object hallucination problem [4]. These works have revealed that
prevalent VLMs have severe shortcomings in certain aspects.

Nevertheless, current probing works are still limited in the gen-
eral domain. Specifically, they utilize images from the general do-
main to construct datasets or benchmarks, such as MSCOCO [20],
Visual Genome [15], LAION-400M [42], or social media data with-
out domain specification. Instead of investigating VLMs in the
general domain, we focus on VLMs’ vision-language capability in
the food domain, which is closely linked with people’s health and
daily life. To this end, we introduce a food image-caption dataset
and comprehensively evaluate a range of representative VLMs on it
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2.2 Food Dataset

In recent years, there have been substantial food datasets available.
Most of them are proposed for food image classification, such as
ETH Food-101 [1], UPMC Food-101 [53] with western food, UEC
Food256 [14], Sushi-50 [31] with Japanese food, VIREO Food-172
[2], ChineseFoodNet [3] with Chinese food, ISIA Food-500 [26] com-
prising miscellaneous food categories worldwide. Besides category
labels, UPMC Food-101 [53] and VIREO Food-172 [2] contain addi-
tional metadata such as related web text, ingredients, and cooking
instructions.

In addition, Yummly-66k [24] annotates images with ingredients,
courses and regions for food topic models. FoodSeg103 [54] im-
plements a food image segmentation dataset that tags each image
with multiple ingredients and draws the corresponding pixel-wise
masks. RecipelM [22] and Recipe1M+ [23] construct datasets with
numerous images and recipes, which is suitable for image-recipe
retrieval task. These datasets mainly facilitate specific tasks. How-
ever, the visual correlation between their textual annotations and
images is relatively weak. Their texts not only neglect plenty of
visual attributes of the image but also contain invisible contents,
e.g. cooking instructions [22, 23]. VLMs are hard to align these
images and texts, which hinders these datasets from serving as
probing datasets. To this end, we introduce Food-500 Cap, the first
food image-caption dataset. Food-500 Cap has captions describ-
ing fine-grained visual content of the image. It also includes food
category labels and their geographic origin tags. Hence, Food-500
Cap can serve as a comprehensive benchmark for probing VLMs’
generalization ability in the food domain.

3 FOOD-500 CAP

This section outlines the construction process of the Food-500 Cap
dataset and provides a detailed description of its statistics.

3.1 Dataset Construction

Collecting food images. To ensure the diversity of food cate-
gories, we utilize images from the ISIA Food-500 [26], a compre-
hensive dataset for food recognition containing 399,726 samples
covering 500 food categories from various countries and regions.
For each category, we randomly select 50 images from ISIA Food-
500. Note that actually we only use 494 out of the 500 categories
currently and six categories are manually removed.

Annotating food images. To obtain high-quality captions de-
picting fine-grained visual features, we employ a data annotation
company and urge the annotators to follow the next three rules.
First, annotators must include category labels in each caption,
which contain the food’s principal information. Second, we en-
courage annotators to be as careful as possible, marking all visible
content of images including not only the food’s color, shape, ingre-
dients, seasonings, accessories, etc. but also the container’s color,
shape, pattern, etc. To ensure the distinctiveness of the captions,
some general words should be avoided to the largest degree, such
as fruit and vegetables. At last, every annotator is instructed
to integrate the aforementioned information into fluent sentences
using diverse syntactic constructions. Eventually, we obtain food
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image captions with fine-grained visual content and one example
is shown in Figure 1.

Marking regions. Although covering diverse food categories,
one insufficiency of ISIA Food-500 is that it mixes food categories
from different regions without marking their original regions, hin-
dering further study of culinary cultures. Therefore, we resort to
Wikipedia to mark the original region of each food category by
ourselves, and we show the detailed process in Appendix A. Conse-
quently, all food categories are divided into seven regions: World-
wide, Western, Latin-American, Chinese, Japanese, Indian, and Asian.
Table 6 displays the food category distribution over these regions.
Note that 90 food categories have ambiguous original places, so we
merge them into Worldwide.

3.2 Dataset Statistics and Characteristics

Food-500 Cap contains 24,700 images that are uniformly divided
into 494 categories. Captions are of average length 18.57, and there
are 7.26 nouns, 1.96 verbs, and 2.53 adjectives in each caption on
average!. As shown in Table 1, Food-500 Cap surpasses current
food datasets in the following two aspects: (1) Food-500 Cap anno-
tates each image with a human-crafted, fine-grained, fluent visual
description, hence containing richer visual information. (2) All food
categories are tagged with their geographic origins, enabling culi-
nary culture studies across regions. Whereas almost all current
datasets neglect region annotation except for VIREO Food-172 [2].
Therefore, Food-500 Cap can better serve as a comprehensive vision-
language benchmark.

4 PROBING VLMS IN FOOD DOMAIN

To comprehensively evaluate prevalent VLMs, we pick up three dif-
ferent types of VLMs including vision-language representation mod-
els [18, 33, 44, 55, 58], image-to-text generative models [18, 51, 52],
and text-to-image generative models [34, 38]. Then we apply four
probing methods to them. For vision-language representation VLMs,
we utilize classification and retrieval tasks to probe their cross-
modal alignment ability. For generative VLMs, we utilize image
captioning and image generation tasks to test whether they can gen-
erate satisfactory images or descriptions. All tasks are performed
in a zero-shot setting to directly assess the generalization of VLMs.

4.1 Vision-language Representation Models
4.1.1  Evaluated Models.

CLIP [33]. It employs two independent encoders to encode im-
age and text respectively. It is trained with an image-text contrastive
(ITC) objective, which encourages the embeddings of paired images
and texts to be closer while pushing away those of mismatched
pairs. Benefiting from 400 million image-text pairs during training,
CLIP exhibits powerful zero-short transfer ability across a wide
range of downstream tasks, e.g. cross-modal retrieval.

TCL [55]. It consists of an image encoder, a text encoder, and
a multi-modal encoder to fuse image and text features from uni-
modal encoders. Apart from the original cross-modal contrastive
objective like CLIP, TCL proposes intra-modal contrastive target

Uhttps://spacy.io
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Dataset Image Number Category Annotation

Number  Coverage type source
RecipelM+ [23] 13M - - Ingredients & Cooking instructions Web
FoodSeg103 [54] 7,118 103 Worldwide Ingredients Manual
UPMC Food-101 [53] 90,840 101 Western  Related web text Web
UEC Food256 [14] 25,088 256 Japanese - -
VIREO Food-172 [2] 110,241 172 Chinese  Ingredients & Cooking instructions Web
Sushi-50 [31] 3,963 50 Japanese - -
ChineseFoodNet [3] 185,628 208 Chinese - -
Yummly-66k [24] 66,615 - - Course & ingredients & region Web
ISIA Food-500 [26] 399,726 500 Worldwide - -
Food-500 Cap 24,700 494 Worldwide Image Captions & region Manual

Table 1: Summary of popular food-domain datasets and Food-500 Cap. Our proposed Food-500 Cap has 24,700 images, covering
494 food categories around the world. Compared to existing food datasets, each image from Food-500 Cap has a hand-curated
fine-grained image caption and the geographic origin of the food. Captions are annotated by a data annotation company and

food origins are tagged by ourselves resorting to Wikipedia.

and local mutual information maximization to robust the uni-modal
representations.

X_VLM [58]. It shares the same model framework as TCL while
better utilizing the region annotations in some datasets. It optimizes
the model by predicting the location of bounding boxes in the image
given the corresponding caption and meanwhile conducts vision-
language alignment in multi-granularity.

FLAVA [44]. Tt inherits the architecture of TCL and X_VLM.
Different from VLMs only focus on cross-modal tasks, FLAVA is
trained with regard to both cross-modal and uni-modal objectives,
including global image-text contrastive learning, masked image
modeling, masked language modeling, etc. And FLAVA achieves
comparable results on vision-only, language-only, and cross-modal
tasks.

BLIP [18]. Tt introduces a novel multi-modal mixture of Encoder-
Decoder framework. It can operate as a uni-modal encoder, an
image-grounded text encoder, and an image-grounded text decoder,
sharing parameters with each other. They are optimized with con-
trastive loss, image-text matching (ITM) loss, and language model-
ing loss respectively. To leverage noisy web data effectively, BLIP
augments the datasets utilizing captions synthesized by itself.

4.1.2  Evaluation Task.

Food Classification. Previous works [33, 44] have revealed that
VLMs have competitive zero-shot power in general-domain clas-
sification benchmarks, such as ImageNet [5], PASCAL VOC [7],
CIFAR [16]. Furthermore, within the domain of food, CLIP [33] and
FLAVA [44] report their overall accuracy on Food-101 [1], but it has
a relatively limited number of 101 food classes. To this end, we em-
ploy representation VLMs to undertake zero-shot food classification
using our benchmark and elaborate the results.

Following [33, 43, 60], we undertake zero-shot food classification
using prompt engineering. Specifically, we utilize a prompt template
“a food photo of a {label}” and populate it with related category
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Figure 2: Results of zero-shot classification, including (1)
accuracy and (2) failure rate, which represents the percentage
of categories where none of the images is correctly classified.
Model names with subscript “itm” are of ITM configuration
and others are of ITC configuration.

labels?. In the evaluation phase, we task the VLMs with identifying
the correct prompt for each image among all constructed prompts.
To be specific, we evaluate two configurations of vision-language
representation models. The first is the ITC configuration, where
only the image and text uni-modal encoders are employed. Images
and prompts are individually embedded by VLMs’ uni-modal en-
coders, and models select the prompt with the maximum cosine
similarity for each image. The second is the ITM configuration,
where BLIP, TCL, and X_VLM further use the ITM score from their
multi-modal fusion modules to re-rank the top-k nearest prompts
in the ITC configuration. Note that we fix k to 128 and re-rank by
adding the ITM score to cosine scores.

2We try several prompts and this one is of the overall highest accuracy.
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Figure 3: Radar chart of (a) Zero-shot image classification accuracy and (b) image-to-text retrieval R@1 score across regions.

IR TR
Model
R@1 R@5 R@10 | R@1 R@5 R@10
CLIP 7.51 20.77 30.32 9.28 23.98 33.63
FLAVA 9.82 25.85 36.05 7.60 21.28 31.04
BLIPj;c 15.28 33.12 42.37 15.90 34.15 44.02
TCLitc 3.32 9.25 13.55 2.19 6.65 10.23

X VLMj. | 683 1758 2518 | 675 17.68 24.72

BLIPjim 2443 46.01 55.22 | 22.09 43.21 53.57
TCLitm 863 1829 2391 | 7.11 1498  19.40
X VLMjy | 20.10 3751 4494 | 1506 3141  40.36

Table 2: Zero-shot cross-modal retrieval results on Food-500
Cap. The overall best result is bold-face.

Image-text Bidirectional Retrieval. Image-text bidirectional
retrieval aims to retrieve images using textual queries (text-to-
image retrieval) and converse (image-to-text retrieval). This task
reveals models’ ability to align the semantic space of vision and
language. Though current VLMs [18, 33, 44, 55, 58] have achieved
superior zero-shot performance on general domain datasets such
as Flickr [56], MSCOCO [20], it is unknown whether they also per-
form well in a specific domain. Consequently, we conduct zero-shot
image-text bidirectional retrieval using the food image-caption pair
in Food-500 Cap. Like food classification. Similar to food classifica-
tion, this task is also performed using ITC and ITM configurations.
Finally, we report the top-1, 5, and 10 retrieval scores on our bench-
mark.

4.1.3 Results.

Classification. Figure 2 displays the overall food classification
results. None of the models achieve an accuracy above 50%. CLIP
achieves over 40% accuracy on the zero-shot food classification
task, which has the highest accuracy. BLIP and FLAVA also show
competitive performance, while TCL and X_VLM exhibit a sizable
gap. This phenomenon should be attributed to their relatively small

N acc
07 mm i2trel
0.6
05
> 0.4
03
0.2
0.1
0.0
cup FLAVA BLIPyc TCLic X VLM

Model

Figure 4: Coeflicient of variation (CV) of classification accu-
racies (blue) and image-to-text retrieval R@1 scores (orange)
across different regions of several VLMs. CV is the ratio of
the standard deviation to the mean, which measures the dis-
persion of a probability distribution. In this figure, the higher
the CV value, the more unbalanced performance across re-
gions.

pre-training datasets, which only contain 4M3 and 16M image-text
pairs, while that for FLAVA, BLIP, and CLIP are 70M, 129M, and
400M, respectively. We also obtain the following findings:

VLM:s fail to recognize certain food categories. The accuracy
varies greatly in different food categories. On one hand, VLMs
perform nearly perfectly in some categories. For example, CLIP
correctly classifies all images in bandeja paisa from Latin-American.
However, On the other hand, VLMs recognize no images from some
categories, such as aburaage and doufunao. The percentage of such
categories for all VLMs is displayed in Figure 2 using the failure
rate metric. We notice that even the best-performing CLIP fails in

3TCL does not release its checkpoint pre-trained on 16M image-text pairs.
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Setting | Model | Overall | Chinese Worldwide Japanese Western Latin-American Asian Indian
BLIPpe, 5.29 1.37 8.38 0 7.43 8.11 0.29 0

Accurate | GIT 2.98 1.33 4.49 0 3.98 6.00 0.20 0
OFA 6.85 4.87 9.99 0.82 7.98 11.47 3.26 0.24
BLIPpec 30.76 29.83 45.19 0.45 37.32 20.53 11.55 4.12

Relaxed GIT 26.27 31.70 36.43 0.73 30.56 16.74 11.06 5.30
OFA 29.51 30.70 39.32 3.82 35.74 20.74 12.58 7.07

Table 3: Semantic Label Accuracy (%) in the entire dataset (Overall) and different regions according to our taxonomy of food
categories. Accurate: the generated caption exactly contains the whole food category label. Relaxed: the generated caption

contains some word from the food label.

Model | Avg.Len | B@4 M R C CLIP-S
BLIPpec | 13.80 261 871 2033 1362  0.70
GIT 20.89 2.00 881 1678  9.92 0.70
OFA 20.45 264 9.14 1789 14.01 071
GT 18.57 - - - - 0.78

Table 4: Results of image captioning on various metric. B@4,
M, R C and CLIP-S represent BLEU@4, METEOR, ROUGE,
CIDEr and CLIPScore respectively.

nearly 10% of categories. And both X_VLM and TCL fail to identify
over 40% categories.

VLMs exhibit culinary culture bias in zero-shot food classi-
fication. As illustrated in Figure 3 (a), all models exhibit consistency
in their performance across different regions. These models can
better identify food images from Western and Latin-American than
others except for Worldwide. Besides the qualitative results, we
furthermore report the coefficient of variation (CV) of scores in
different regions in Figure 4, which reveals strong culinary culture
bias in TCL and X_VLM. Such bias is probably inherited from the
pre-training dataset, where food from some countries or regions, e.g.
Japan, appears much less frequently than European and American
food.

Image-text Bidirectional Retrieval. Table 2 shows the overall
performance of the compared models on image-text bidirectional
retrieval. Similar to our findings in food classification, the results of
retrieval also demonstrate VLMs underperform in the food domain
compared to the general domain and suffer from the region bias.
To be specific:

The overall performance is not satisfactory. For the ITC
configuration, BLIP gets the highest score on R@1, but it only
reaches 15%. Other models get scores below 10%. In contrast to the
classification task, where CLIP achieved the highest accuracy, it
does not perform well in retrieval tasks. This implies that while
CLIP is better at recognizing the general type of food, it has a
weaker ability to distinguish food at a fine-grained level. Using the
ITM configuration, this problem can be alleviated a bit. Under this
setting, BLIP, TCL, and X_VLM obtain much higher scores on R@1,
R@5, and R@10.

All VLMs also suffer in certain categories in image-text
retrieval. For example, BLIPj;,’s image-to-text recall@1 score
reaches 66.0 for christmas cake, a food from Western, but it hardly
retrieves correct descriptions for bon bon chicken which is from
Chinese. We further investigate the retrieval results in different
regions. As shown in Figure 3 (b), we find that all VLMs perform
relatively poorly in Asian, Chinese, Indian and Japanese. According
to the quantitative results in Figure 4, CLIP also maintains the low-
est CV, which suggests a relatively weak culinary culture bias. We
speculate the reason to be its tremendous amount of pre-training
data.

4.2 Image-to-text Generative Models
4.2.1 Evaluated Models.

GIT [51]. It is composed of one swin-like [21] vision transformer
and one text decoder. During training, it uses the language modeling
task to predict the associated caption given an image. When applied
to downstream tasks, GIT first transforms them into text generation
and then produces the answer word by word.

OFA [52]. It proposes a more generic encoder-decoder frame-
work compared with GIT. It develops a unified multi-modal vocab-
ulary, and both its encoder and decoder can process inputs from
different modalities. Therefore, OFA can serve as a task-agnostic
and modality-agnostic model. Both multi-modal and uni-modal
tasks are combined during pre-training, which renders OFA supe-
rior performance on a wide range of tasks, such as image captioning,
image generation, image classification, language understanding,
etc.

BLIP [18]. Owing to its special architecture, BLIP can be re-
garded as an image-grounded text decoder as well. Hence we use
BLIP in this part and denote it as BLIPp,.. Detailed introduction
can be referred to Section 4.1.1.

4.2.2  Evaluation Task.

Image Captioning. Image-to-text generative VLMs aggregate
multiple tasks into a unified text generation task [18, 51, 52]. Thus
we opt to leverage zero-shot image captioning as a means of probing
these models. The objective of image captioning is to generate de-
scriptive sentences for given images. We utilize multi-view metrics
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Figure 5: Per-region accuracy of the classifier trained on real vs. synthetic images. We randomly split the dataset 10 times and

reported the test accuracy on real images.

to better exhibit the generative ability of VLMs. First, we calcu-
late common-used image captioning metrics, including n-gram-
based metrics, such as BLEU [19], METEOR [28], ROUGE [6] and
CIDEr [49], and a semantic-based metric, CLIPScore [10].

Then, we assess the recognition ability of VLMs. Inspired by
Semantic Object Accuracy (SOA) [12] in text-to-image generation
evaluation, which evaluates whether the generated image contains
the objects mentioned in the text, we check whether the generated
captions contain the food labels of the images, and similarly define
Semantic Label Accuracy (SLA):

1 N )
- — E i (1)
SLA—N 11" e ')

i=1

where N is the number of images, 1) and ¢ are the category
label and generated caption of the ith image respectively.

4.2.3  Results.

We provide the captioning results in Table 4 including the n-
gram-based metrics score and CLIPScore for all three models. All
models have low scores on n-gram-based metrics.

All image-to-text generative models hardly generate the
fine-grained attributes. From a perspective of metrics, the low
scores on n-gram-based metrics indicate a clear literal mismatch
between the generated and reference captions that contain many
fine-grained attributes, including the shape, color, and ingredient.
We provide some generated descriptions in Table 7. From the Table,
we can observe that all VLMs neglect or misidentify a lot of food
attributes. In the top example, models do not generate eggplants,
potatoes, green peppers compared to the reference in our proposed
dataset. Moreover, we find that OFA tends to generate hallucina-
tions [4, 36], and GIT prefers to append meaningless words to the
end of the sentence. As shown in the bottom example of Table 7,
OFA generates “ready to be served to the guests at the wedding recep-
tion”, and GIT adds “yum” and invalid punctuation at the end of the
caption. These phenomena lead to the longer captions of GIT and
OFA compared with BLIPp,. (Table 4), but there is no significant
advantage in caption metrics. They also have lower CLIP-S scores
than the ground truth, suggesting the weaker alignment of the
generated captions with the images.

Model FID (l) FIDCLIP (,L) CAS (T)
Stable Diffusion 25.74 10.92 41.45 + 0.89
minDALL-E 28.64 15.46 26.60 + 0.92
DALLEs™all 54.49 29.91 4.21 % 0.54
Real 0 0 73.79 £ 0.69

Table 5: FID, FIDcrip and CAS for different text-to-image
generation models. For CAS, we randomly split the test data
10 times and report the mean and standard deviation.

These models hardly generate correct labels in descrip-
tions The low scores on metrics may reflect the generated sentence
including incorrect labels. To verify this, we display the overall
SLA and that in different regions in ??, revealing that less than
10% captions exactly include whole category labels for all three
models. If we relax the requirement and regard it as true if the
generated caption contains some word in the label (Relaxed setting
in ??) rather than the whole label, SLA obtains significant improve-
ment for all models, especially in Chinese, Worldwide and Western.
This is because many category labels (e.g. lentil soup) from these
regions contain common words like soup, which is easier for VLMs
to generate.

Food labels from different regions pose different levels of
difficulty for VLMs to generate. As shown in ??, VLMs can hardly
generate food category labels from specific regions, indicating a
possible bias in culinary culture. In particular, for Japanese and
Indian, BLIPpe. and GIT fail to generate food labels from these
countries, and even the highest performing OFA only achieves 0.82
and 0.24 SLA, respectively.

4.3 Text-to-Image Generative Models
4.3.1 Evaluated Models.
DALL-E [34]. It employs a decoder-only transformer that re-

ceives texts and images as a single stream. Given a text prompt, it
first predicts the image tokens autoregressively, which have been
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pre-defined in the codebook of a pre-trained discrete variational
autoencoder (dVAE) [37]. Then the generated image tokens are fed
to the decoder of the dVAE to synthesize images. Training on 250M
image-text pairs from the internet, DALL-E can create plausible
images for various sentences even in the zero-shot setting. Note
that the checkpoint is unavailable. We choose two publicly released
implements: minDALL-E [40], DALLES™mall4,

Stable Diffusion [38]. It leverages the prevalent diffusion model,
which learns to reverse the process of adding noise to images. Un-
like diffusion-based Al painters such as GLIDE [27], Imagen [41],
Stable Diffusion uses latent diffusion model. The latent diffusion
model operates in a compressed image space rather than the high-
dimensional pixel space. Consequently, Stable Diffusion can gener-
ate high-resolution images from text descriptions with less compu-
tation consumption.

4.3.2  Evaluation Task.

Image Synthesis. Following the default implementation, we
adopt Stable Diffusion, minDALL-E, and DALLEsmall ¢ synthesize
images given food descriptions. To evaluate the overall image qual-
ity, we use Fréchet Inception Distance (FID) [11] and FID¢yp [17]
scores, which measures the distance between the distributions of
the real and synthetic images in the feature space of an ImageNet
pre-trained Inception-v3 [46] and CLIP [33], respectively. Then we
employ Classification Accuracy Score (CAS) [35] to assess to what
extent the generated images manifest the categorical condition,
where generated images are used to train a classifier which is then
used to predict the label of real images. To compute CAS, a classifier
is first trained on the generated images, then used to predict labels
of real images.

4.3.3  Results.

We report the FID and FID¢p 1p score and the CAS score in Table 5,
which shows that all three models exhibit significant differences in
their performance on image synthesis tasks. Through quantitative
and qualitative analysis, we find the following issues:

There is a significant gap between synthesis and real im-
ages. From Table 5, all models have a significant gap compared
to real images on FID, FIDcyp, which measure the similarity be-
tween the synthesis and real images. Especially, the performance
of DALLES™!! js worse than the other two models. Figure 8 shows
some generated synthetic images. Through Figure 8, we find that
images generated by DALLES™!! are unrealistic. In contrast, those
generated by Stable Diffusion appear relatively more realistic and
contain more caption content. To investigate whether the models
can capture the main features of the category mentioned in the
text, we further provide a quantitative evaluation of the synthetic
images. Unlike metrics such as FID and FIDcpp, CAS ignores some
fringe features and is concerned with whether the generated im-
ages contain the necessary features to represent the class. We find
that all models suffer a performance drop compared to real images,
which indicates that text-to-image generative models might have
difficulty capturing representative category features.

“4https://github.com/lucidrains/DALLE-pytorch
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Text-to-image Generative models also suffer from region
imbalance issues, similar to the previous models. For all re-
gions, we observe a sizeable accuracy gap between the synthetic and
real images. For example, Stable Diffusion’s accuracy drops from
nearly 20 to 40 across all regions. Furthermore, as shown in Figure 5,
all models have some culinary culture bias. Specifically, the classifier
trained with images generated by Stable Diffusion achieves partic-
ularly higher accuracy in Latin-American than other regions. And
minDALL-E scores higher in Worldwide, Western, Latin-American
than Asian countries. As for DALLES™! it fails to recognize almost
all food images from Japanese. In contrast, using real images to train
the classifier results in relatively balanced accuracy across regions,
which might be because those text-to-image generative models are
trained on a biased dataset, which contains fewer traditional food
types from certain regions such as Chinese and Japanese.

5 CONCLUSION

In this work, we introduce Food-500 Cap, a new vision-language
benchmark in the food domain. By in-house labeling, Food-500
Cap not only provides each image with a fine-grained visual con-
tent description but also labels a novel taxonomy that divides food
categories into their geographic origins, which aids in studying
different culinary cultures. We adopt four vision-language tasks
in the zero-shot setting, including food classification, image-text
bidirectional retrieval, image captioning, and image synthesis, and
evaluate nine VLMs of three different architectures on our pro-
posed benchmark. Experiments reveal VLMs’ limitations in the
food domain and their bias against culinary culture. We hope that
our proposed benchmark will promote the study of multi-modal
food computing and our findings will provide insights into the
deployment and application of VLMs in the food domain.
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Food-500 Cap: A Fine-Grained Food Caption Benchmark for Evaluating Vision-Language Models Conference’17, July 2017, Washington, DC, USA

A PROCESS OF ANNOTATING GEOGRAPHIC ORIGINS

For each food category, we resort to its Wikipedia entry. We can find their places of origin of most food categories. We display two examples
in Figure 6, according to which we assign Wonton noodles to region Chinese and Tsukemono to region Japanese. However, some food categories
have unknown origins, such as the Carrot salad shown in Figure 7. We assign these food categories to Worldwide in our taxonomy.

Wonton noodles

Abowl of wonton noodle soup

Type Noodles

Course Main course

Place of China

origin

Region or Guangdong, Hong Kong,

state Indonesia, Malaysia,

Singapore, Philippines and

Thailand
Serving Hot
temperature
Main flour, egg, pork, shrimp
ingredients

@ Media: Wonton noodles

(a) Wonton noodles

Tsukemono

Article  Talk

From Wikipedia, the free encyclopedia

This article needs additional citations for verification. Please help improve
to reliable sources. Unsourced material may be challenged and removed.

@ Find sources: "Tsukemono" — news - newspapers - books - scholar - JSTOR (January 20
this template message)

Tsukemono (%17, "pickled things") arpreserved vegetables (usually pickled in salt, brine,
or a bed of rice bran).?! They are served with rice as an okazu (side dish), with drinks as an otsumami
(snack), as an accompaniment to or garnish for meals, and as a course in the kaiseki portion of a
Japanese tea ceremony. o780 needed]

(b) Tsukemono

Figure 6: Annotating geographic origins in the case that the clear origin of the food are given. (a) Wonton noodles, where the
place of origin is directly provided. (b) Tsukemono, where the entry lacks additional citations for verification and the place of
origin is not provided, but we can still find the origin in the article.

Contents [hide]

(Top)

By country
America

Asia

Europe

Africa

See also

References

Carrot salad

Article  Talk

From Wikipedia, the free encyclopedia

Carrot salad is a salad made with carrots. Recipes for carrot salad vary widely by regional cuisine. Shredded

carrot is often used. Shredded carrot salads are often used as a topping for other dishes.

By country [edi]

America [edit]

"Carrot raisin salad" is a traditional dish in the Southern United States. Grated carrot is mixed with raisins,

mayonnaise dressing, granulated sugar, salt and black pepper. (1]

In Brazilian cuisine, churrasco service often includes potato salad and carrot salad made with mayonnaise, raw
onion, green peas, sweetcorn or sometimes chayote squashes.

Figure 7: Annotating geographic origins when some food categories have unknown places of origin.
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Covered Countries

Region #Categories
Worldwide 90
Western 216
Latin-American 19
Chinese 60
Japanese 22
Indian 17
Asian 70

unknown original regions

Europe & America & Canada
Latin American countries

China

Japan

India

Asia except for China, Japan, India

Table 6: Region distribution of food categories in Food-500 Cap.

Captions

GT di san xian sauteed with soft eggplants, potatoes
and slices of green peppers in a bowl which placed
on a red napkin.

BLIPpe. a bowl of food with chops and chops on

a blue and white floral tablecloth.

OFA a bowl of food with chopsticks on a blue and
white tablecloth with white daisies in the background.
GIT chicken in a bowl with chopsticks on a red and
blue placemat. yum!!! yum yum...

GT a grilled piece of bone-in pork knuckle served with
yellow sauerkraut, and decorated with rosemary.

BLIPp, a plate of carrots on a table.

OFA a plate of sweet potato fries with a drizzle of
olive oil on top, ready to be served to the guests at
the wedding reception.

GIT cooked carrots in a white plate with a brown
sauce... yum!!!:-) (:---)

Table 7: Examples of generated captions from three image-to-text generative models compared to ground truth (GT).

A piece of blueberry
pie with a super
golden crisp crust
and thick juicy
blueberry filling
inside.

Beef Wellington
with thick beef
steak, minced
mushrooms, and
flaky pastry outside,
sliced open on a
white dish.

Five pieces of
golden agedashi
tofu with some
scallions, carrot
strips and wooden
fish flowers in a
long white plate.

DALLES™all

minDALL-E

Figure 8: Some examples of real images and synthesis images from text-to-image generative models
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