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ABSTRACT
Deep learning based blind watermarking works have gradually
emerged and achieved impressive performance. However, previous
deep watermarking studies mainly focus on fixed low-resolution
images while paying less attention to arbitrary resolution images,
especially widespread high-resolution images nowadays. Moreover,
most works usually demonstrate robustness against typical non-
geometric attacks (e.g., JPEG compression) but ignore common
geometric attacks (e.g., Rotate) and more challenging combined
attacks. To overcome the above limitations, we propose a practical
deep DispersedWatermarking with Synchronization and Fusion,
called DWSF. Specifically, given an arbitrary-resolution cover im-
age, we adopt a dispersed embedding scheme which sparsely and
randomly selects several fixed small-size cover blocks to embed a
consistent watermark message by a well-trained encoder. In the ex-
traction stage, we first design a watermark synchronization module
to locate and rectify the encoded blocks in the noised watermarked
image. We then utilize a decoder to obtain messages embedded
in these blocks, and propose a message fusion strategy based on
similarity to make full use of the consistency among messages,
thus determining a reliable message. Extensive experiments con-
ducted on different datasets convincingly demonstrate the effec-
tiveness of our proposed DWSF. Compared with state-of-the-art
approaches, our blind watermarking can achieve better perfor-
mance: averagely improve the bit accuracy by 5.28% and 5.93%
against single and combined attacks, respectively, and show less
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1 INTRODUCTION
Blind watermarking aims to embed specific identification informa-
tion into multimedia contents (e.g., images, videos) in an invisible
way, which is widely used for copyright protection and leak source
tracing at present. Moreover, in the context of the rapid develop-
ment of Artificial Intelligence Generated Content (AIGC), blind
watermarking can also be applied to identify AIGC, which can help
to prevent the abuse of such generated contents. Therefore, blind
watermarking has a very promising application prospect.

Following previous works [10, 18, 39, 47], we also focus on ro-
bust blind image watermarking to present our method. In this case,
blind watermark can be regarded as some kind of noise added to im-
ages, which is similar to adversarial perturbation [24, 41–43, 45, 46].
Therefore, if the watermarked image is deliberately processed by
image editing software during transmission, the watermark will
inevitably be distorted. A trivial solution to mitigate this issue is
to increase the strength of the blind watermark, but this would
sacrifice the visual quality of the watermarked image. To find a way
out of this dilemma, extensive research has been proposed in recent
decades, which has also driven the booming development of robust
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blind watermarking. Traditional approaches [3, 5, 18, 19, 39, 40] typ-
ically embed watermark information in the original spatial domain
or transform domain. These methods rely heavily on hand-crafted
features, thus generally having limited robustness against complex
attacks [2, 27, 40]. To alleviate this issue, various deep learning
based bind watermarking works (e.g., HiDDeN [47], TSDL [23],
MBRS [17] and SSLW [10]) have been proposed in recent years.
With the advantage of the end-to-end nature of deep learning and
rich data augmentation, these approaches are capable of learning a
more wise way to embed watermark information adaptively, thus
achieving great robustness over traditional approaches.

However, we find that two important aspects are not well studied
in current deep learning based works, making them not practical
enough in the real scenario. Firstly, most studies [17, 23] present
the evaluation on fixed low-resolution images, such as 128 × 128,
which is obviously unreasonable. With the development of hard-
ware and software technologies in recent decades, the resolution of
photos has been growing rapidly, which is also reflected in the in-
crease of image resolution in popular public datasets. Take OpenIm-
ages [20] as an example. Its image resolution varies from 320×240 to
5000×6000, and most images have a resolution greater than 2000 ×
2000 (see Sec. A in Appendix). Therefore, it is worth taking account
of arbitrary resolution (especially high resolution) images when ap-
plying deep learning based blind watermarking in the real scenario
nowadays. Secondly, the robustness of existing works is mainly
tested against several typical non-geometric attacks (e.g., JPEG,
Dropout), while paying less attention to common geometric attacks
(e.g., Resize, Rotate, Padding). Different from non-geometric attacks
that attenuate the strength of the watermark, geometric attacks de-
stroy thewatermark in a completely different way, i.e., leading to the
desynchronization problem [13]. More importantly, compared with
single attacks, combined attacks (e.g., Rotate&JPEG, Resize&Crop)
appear more frequently in the real scenario and bring greater chal-
lenges, yet are never discussed in previous studies [1, 10, 17, 23, 47].
Both of these make existing deep learning based works less practi-
cal, and thereby it is crucial to explore these missing issues to make
the emerging deep watermarking more practical.

In this paper, we propose a practical deep blind watermarking
framework called Dispersed Watermarking with Synchronization
and Fusion (DWSF), and the overview is illustrated in Fig. 1. In
the embedding phase, we propose a novel scheme to dispersedly
embed the watermark into multiple sub-regions of the cover image.
To be specific, we sparsely and randomly select several small-size
cover blocks from the cover image, and then embed a consistent
watermark message into each block by a well-trained encoder that
has been jointly trained with a decoder and a noise layer against
non-geometric attacks. Such an embedding design involves less
modification compared to embedding the watermark message into
the whole image like previous works [10, 17, 23, 47], making the
watermarked image have better visual quality and less file size in-
crement. Moreover, this can also help to evade local erasure attacks
(e.g., Crop, Occlusion) naturally. In the extraction phase, given a
watermarked image, we design a watermark synchronization mod-
ule (refer to Fig. 3) which aims to locate and rectify the dispersed
encoded blocks. Specifically, we adopt a segmentation model to
capture imperceptible and even distorted watermark features so
as to predict regions of encoded blocks. If the watermarked image

is distorted by geometric attacks (e.g., Rotate), the segmentation
results can help to estimate geometric transformation parameters
(e.g., rotation angle) and thus reverse geometric transformation to
obtain synchronized encoded blocks. After that, we can utilize the
decoder to extract the message embedded in each synchronized
encoded block. Finally, a message fusion strategy based on simi-
larity is proposed to make full use of message consistency, which
can circumvent the negative impacts of possible biases in decoded
messages and thus determine a more reliable watermark message.

In summary, our main contributions are as follows:
(1) We point out that two important and practical aspects are not

well addressed in existing deep learning based works, i.e., em-
bedding in arbitrary resolution (especially high resolution)
images, and robustness against complex attacks.

(2) To overcome these limitations, we propose a blind water-
marking framework (called DWSF) which mainly consists
of three novel components, i.e., dispersed embedding, water-
mark synchronization and message fusion.

(3) We conduct extensive experiments on three different datasets
(i.e., ImageNet [7], LabelMe [33] andOpenImages [20]) against
11 kinds of single attack and 6 kinds of combined attack, and
the results demonstrate the effectiveness and practicality of
our proposed DWSF.

2 RELATEDWORK
2.1 Blind Image Watermarking
Blind image watermarking technology has developed for a long
time. In 1994, Schyndel et al. [39] first proposed embedding mes-
sages by manipulating image pixels (i.e., the Least Significant Bits)
in the spatial domain. However, this method is not robust and can
be easily detected by statistical measures [8, 11, 12]. Moreover,
researchers also attempted to exploit the frequency domain, and
those proposed methods would first apply certain transforms (e.g.,
discrete Fourier transform (DFT) [18], discrete cosine transform
(DCT) [3], discrete wavelet transform (DWT) [15]) to the cover
image and then embed the watermark message in the transform
domains. Compared with spatial domain watermarking, these fre-
quency domain ones usually achieved better robustness [9, 36].

Recently, deep learning based methods are becoming increas-
ingly popular due to the impressive performance of neural networks
in feature extraction. Zhu et al. [47] proposed an end-to-end solu-
tion which constructs a widely followed auto-encoder architecture:
the encoder encodes the watermark message into the image and the
decoder tries to extract the message embedded in the watermarked
image. Liu et al. [23] introduced a two-stage training framework,
which is composed of noise-free auto-encoder training and noise-
aware decoder-only training, to resist non-differentiable distortions.
RedMark [1] adopted a diffusion watermarking framework based
on fully convolutional residual networks and achieved better per-
formance in terms of imperceptibility and robustness. MBRS [17]
proposed a novel training scheme—randomly selects one from real
JPEG, simulated JPEG and Identity (i.e., no attack) as the noise
layer—to enhance robustness against JPEG compression. Vukotic
et al. [10] used a pre-trained self-supervised model to obtain a
transform-invariant latent space and embed watermark into the
space, thus being more robust against a broad range of attacks.
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Figure 1: The framework of our proposed DWSF. In the watermark embedding stage, a dispersed embedding scheme is adopted,
i.e., several cover blocks are randomly and sparsely selected from the cover image and embedded with a consistent watermark
message by a well-trained encoder. In the transmission, the watermarked image may be attacked by various manipulations (e.g.,
Rotate, Crop, Occlusion) using image editing software. To facilitate message extraction from such a noised watermarked image,
we design a watermark synchronization module to locate and rectify (i.e., inverse geometric transformation) the encoded blocks
before decoding. Finally, the message fusion is proposed to determine a final message by analyzing multiple decoded results.

2.2 Watermark Synchronization
The desynchronization problem, which is usually caused by geo-
metric transforms (e.g., Rotate, Resize), can significantly affect the
synchronization between watermark embedding and extracting,
thus leading to the failure of decoding. To address this issue, vari-
ous watermark synchronization solutions have been proposed. For
example, Pereira et al. [29] proposed embedding an additional tem-
plate into the image so as to estimate the transform parameters
and then reverse these transforms. Lin et al. [21] embedded the
watermark message in a geometric transform-invariant domain
by applying Fourier-Mellin transform. However, these traditional
methods are often tailored to specific distortions, which may have
great limitations in application. Therefore, recent works turn to
training a neural network for watermark synchronization. Tancik
et al. [38] fine-tuned a semantic segmentation model to locate the
watermarked image on white background against printing attacks,
which achieved satisfying segmentation performance since there
have obvious bounds between the background and the image. Luo
et al. [26] designed amodel to predict the scale ratio and offset of the
watermarked image before decoding, yet lacking of the discussion
on other geometric attacks, e.g., Rotate, Padding.

3 METHOD
3.1 Dispersed Embedding
Our method aims to embed watermark messages into images with
arbitrary resolution while achieving better robustness and visual
quality. To accommodate such a challenging scenario, we propose
a special dispersed embedding scheme. Specifically, we randomly
select a set of non-overlapping ℎ ×𝑤 (the default input size for our
watermarking model) cover blocks 𝒙𝒄𝒐 from the cover image 𝑰𝒄𝒐 to
embed a consistent watermark message. To reduce the modification
of the image (i.e., sparse), we control the total area proportion of
the selected cover blocks 𝒙𝒄𝒐 to the cover image 𝑰𝒄𝒐 is less than
a small value Q (%). It is conceivable that this embedding scheme

can be applied to arbitrary resolution images and innately hold
better robustness against some local erasure attacks. Take Crop
as an example. Even if some parts of the watermarked image 𝑰𝒘𝒎

are cropped, the remaining part may still have several complete
encoded blocks that can be used to decode messages. Furthermore,
this embedding scheme can even circumvent challenging collusion
attacks [35] (see Sec. C in Appendix for more details).

To sum up, our proposed dispersed embedding has three unique
properties that do not appear in previous methods [10, 17, 23, 47]:

• Sparse. Unlike previous works that embed a watermark mes-
sage into the whole image by rule, sparse image blocks with a
small fixed size have less scope for modification, making the
resulting watermarked image more human-imperceptible
and having less impact on file size.

• Random. Although embedding the watermark message in a
fixed position in the imagemakes it easier for us to locate and
extract, it also increases the security risk—being exploited by
attackers to erase the watermark. To avoid this, we randomly
select embedded regions for each image.

• Consistent. Since our encoded blocks are scattered in the
image and the message embedded in each block is consis-
tent, we can reduce the bias of the final message by making
full use of the similarity among all extracted results, thus
determining a more reliable message.

3.2 Watermarking Model Architecture
Similar to previous works [17, 23, 47], we also train an end-to-end
watermarking model to embed and extract watermark messages.
The only difference is that the carrier of the watermark is not the
whole image but the image block. Our model architecture is il-
lustrated in Fig. 2. Formally, the encoder embeds the watermark
message 𝑴 into the cover block 𝒙𝒄𝒐 ; the noise layer simulates
common non-geometric attacks (e.g., JPEG, Dropout); the decoder
learns to extract watermark message 𝑴′ from the encoded block
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Table 1: Description of common geometric and non-geometric attacks. For the visualization of attacked images, we present in
Appendix (Sec. B). To ensure a fair comparison, we set the same random seed to control the intensity of the attack consistently
across all methods.

Type Attacks Description

Geometric

Resize Randomly scale the 𝐻 ×𝑊 watermarked image to 𝑟1𝐻 × 𝑟2𝑊 , 𝑟1, 𝑟2 ∈ (0.5, 2)
Crop Randomly crop a 𝑐1𝐻 × 𝑐2𝑊 region from the watermarked image, 𝑐1, 𝑐2 ∈ (0.7, 1)
Rotate Randomly rotate the watermarked image with angle 𝑎, 𝑎 ∈ (−30◦, 30◦)
Padding Randomly pad around the watermarked image with length (𝑝𝑢𝑝𝑝𝑒𝑟 , 𝑝𝑏𝑜𝑡𝑡𝑜𝑚, 𝑝𝑙𝑒 𝑓 𝑡 , 𝑝𝑟𝑖𝑔ℎ𝑡 ), 𝑝𝑢𝑝𝑝𝑒𝑟 , 𝑝𝑏𝑜𝑡𝑡𝑜𝑚, 𝑝𝑙𝑒 𝑓 𝑡 , 𝑝𝑟𝑖𝑔ℎ𝑡 ∈ (0, 100)
Picture In Picture (PIP) Randomly put the 𝐻 ×𝑊 watermarked image onto a 𝑒1𝐻 × 𝑒2𝑊 clean image (i.e., without watermark), 𝑒1, 𝑒2 ∈ (1, 2)

Non-Geometric

JPEG Randomly compress the watermarked image with quality factor 𝑞, 𝑞 ∈ (50, 100)
GN Randomly add the gaussian noise to the watermarked image with variance 𝑣 , 𝑣 ∈ [3, 4, 5, 6, 7, 8, 9, 10]
GF Randomly blur the watermarked image by the gaussian kernel with kernel size 𝑘𝑠 , 𝑘𝑠 ∈ [3, 5, 7]
Color Randomly color jitter the watermarked image with factor 𝑓 , 𝑓 ∈ (0.5, 1.5)
Dropout Randomly replace 𝑝% pixels of the watermarked image with pixels at the corresponding position of the cover image, 𝑝 ∈ (0, 30)
Occlusion Randomly put a 𝑜1𝐻 × 𝑜2𝑊 clean image (i.e., without watermark) onto the 𝐻 ×𝑊 watermarked image, 𝑜1, 𝑜2 ∈ (0.25, 0.5)
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Figure 2: Overall watermarking model architecture. The en-
coder embeds the watermark into the cover block. The noise
layer mainly simulates non-geometric attacks. The decoder
extracts the message from the noised block. The adversary
distinguishes between the cover block and the encoded block.

𝒙𝒆𝒏 or the noised encoded block 𝒙𝒏𝒐 ; and the adversary discrimina-
tor aims to distinguish between 𝒙𝒄𝒐 and 𝒙𝒆𝒏 , which can force the
encoder to craft human-imperceptible watermarks. The following
part gives a detailed description of our watermarking model.

Encoder. The encoder takes a cover block 𝒙𝒄𝒐 ∈ [−1, 1]3×ℎ×𝑤
and a binary watermark message𝑴 ∈ {0, 1}𝐿 with length 𝐿 as input,
and aims to generate an encoded block 𝒙𝒆𝒏 that is visually similar
to 𝒙𝒄𝒐 . Here we refer to the network architecture of [17, 23] to build
our encoder. Specifically, we utilize Squeeze-and-Excitation (SE)
module [14] as the basic component of our encoder to integrate the
watermark message into the image features. Besides, we not only
repeatedly apply the concatenation operation [23] to fully embed
message features in shallow layers (i.e., brown solid lines), but also
concatenate the raw image features in later layers to make the
output maintain more image details (i.e., green solid lines), hence
providing a good trade-off between robustness and imperceptibility.

To constrain the difference between the encoded block 𝒙𝒆𝒏 and
the cover block 𝒙𝒄𝒐 , we utilize two metrics to train our encoder.
One is the Mean Squared Error (MSE) loss, which controls the pixel-
wise modification between 𝒙𝒆𝒏 and 𝒙𝒄𝒐 . Another is the Multi-scale
Structural Similarity for Image Quality (MSSSIM) [44] which re-
stricts the structure-wise changes between 𝒙𝒆𝒏 and 𝒙𝒄𝒐 at different
scales. The overall loss function is shown as follows:

L𝐸1 = 𝑀𝑆𝐸 (𝒙𝒄𝒐, 𝐸𝜃 (𝒙𝒄𝒐,𝑴)) + 𝛼 ∗𝑀𝑆𝑆𝑆𝐼𝑀 (𝒙𝒄𝒐, 𝐸𝜃 (𝒙𝒄𝒐,𝑴)),

where 𝜃 is the parameter of encoder 𝐸, 𝛼 is the weight to balance
MSE loss and MSSSIM loss.

Noise Layer.To address the challenge of watermark distortion in
the real scenario, we deploy a noise layer as the data augmentation
in the training stage to enhance the robustness of our watermarking
model. Here, our noise layer mainly involves five non-geometric
attacks (see Tab. 1) and a noise-free identity mapping (called Iden-
tity). Since real JPEG is non-differentiable, we randomly choose
one from JPEG-Mask [34], JPEG-SS [47] and real JPEG instead in
each iteration, which has been demonstrated to be effective in [17].
In addition, unlike previous works [17, 23, 47] that only consider
attacks with a fixed strength (e.g., JPEG with quality=50), we sug-
gest applying these attacks with random strength in the training
stage. Such a setting can well deal with non-geometric attacks with
unpredictable strength in the real scenario, making our method
more practical. For geometric attacks, we leave them to be handled
by the watermark synchronization module proposed in Sec. 3.3.

Decoder. Given a noised encoded block 𝒙𝒏𝒐 simulated via the
noise layer, the task of the decoder is to extract the embedded
watermark message in it. Here we also use SE modules to extract
watermark features, and finally apply a linear layer to make the
output have the same length (i.e., 𝐿) as the watermark message. The
objective of the decoder 𝐷 is to minimize the difference between
the decoded message 𝑴 ′ = 𝐷𝜙 (𝒙𝒏𝒐) and the original message 𝑴 ,
and the loss function is:

L𝐷 = 𝑀𝑆𝐸 (𝑴, 𝐷𝜙 (𝒙𝒏𝒐)),

where 𝜙 is the parameter of decoder 𝐷 .
Adversary. The task of the adversary discriminator is to further

decrease the visibility of the watermark crafted via the encoder. In
this work, we choose PatchGAN [16] as the discriminator since it
can encourage the encoded block to preserve more image details
of the cover block. To distinguish between the cover block and
the encoded block, the adversary discriminator is optimized by
minimizing the following loss:

L𝐴 = 𝑙𝑜𝑔(1 −𝐴𝜓 (𝐸𝜃 (𝒙𝒄𝒐,𝑴)))) + 𝑙𝑜𝑔(𝐴𝜓 (𝒙𝒄𝒐)),

where𝜓 is the parameter of the adversary discriminator𝐴. To evade
the discriminator, the encoder should be updated by the following
loss function:

L𝐸2 = 𝑙𝑜𝑔(𝐴𝜓 (𝐸𝜃 (𝒙𝒄𝒐,𝑴))) .
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Figure 3: The pipeline for watermark synchronization module. Given a distorted watermarked image 𝑰𝒏𝒐 , we first utilize a
watermark segmentation model F𝑠 to locate encoded blocks in each sub-images 𝑰 𝒔𝒏𝒐 , and then merge all sub-masks to yield
a complete mask 𝑷𝒏𝒐 . By utilizing minimal bounding rectangles (i.e., red boxes) for predicted regions in 𝑷𝒏𝒐 , we can rectify
deformations that may exist in 𝑰𝒏𝒐 , thus obtaining synchronized blocks 𝒙𝒔𝒚𝒏 for decoding messages.

Through such adversarial training, the encoder tends to craft indis-
tinguishable encoded blocks, thus achieving better visual quality.

To sum up, the optimization objective for the encoder and de-
coder is to minimize L = 𝜆𝐸1L𝐸1 + 𝜆𝐸2L𝐸2 + L𝐷 (𝜆𝐸1 and 𝜆𝐸2 are
the weights to balance L𝐸1 and L𝐸2 ), and for the adversary is to
minimize L𝐴 .

3.3 Watermark Synchronization Module
As mentioned in Sec. 3.1 and 3.2, our decoder is designed for the
fixed size (i.e., ℎ ×𝑤 ) encoded block, however, the watermarked im-
age is arbitrary-resolution and embedded with multiple dispersed
encoded blocks. Moreover, the watermarked image may be under
various geometric attacks in transmission, which leads to the se-
rious desynchronization problem. Therefore, we propose a novel
watermark synchronization module to locate and rectify these en-
coded blocks in the watermarked image before feeding them to
the decoder. In the following, we will describe the pipeline of the
watermark synchronization module in detail.

For the purpose of invisible watermarks (i.e., Sec. 3.2), the vi-
sual difference between embedded and unembedded regions in the
watermarked image is small. Nevertheless, the correlation among
neighboring pixels in the embedded regions is inevitably destroyed,
which can be captured by DNNs [4, 6, 37]. Inspired by it, we adopt
the U2-Net† [31], which is lightweight but does well at capturing
rich local and global information, to help segment encoded blocks
and even noised encoded blocks. To further improve performance,
we consider not only the widely used Binary Cross-Entropy (BCE)
loss but also the Intersection over Union (IoU) loss [31, 32]. Thus,
the overall loss of the segmentation model is formulated as:

L𝑆 = 𝐵𝐶𝐸 (𝑷 𝒔 , 𝑮𝒔 ) + 𝛾𝐼𝑜𝑈 (𝑷 𝒔 , 𝑮𝒔 ),

where 𝑷 𝒔 ∈ [0, 1]𝐻𝑠×𝑊𝑠 is the predicted mask for the watermarked
image, 𝑮𝒔

𝒆𝒏 ∈ {0, 1}𝐻𝑠×𝑊𝑠 is the ground truth of embedding mask,
and 𝛾 is a weight to balance two losses. In the real scenario, our
watermark segmentation model should work for various resolution
images—even if the ratio between the height and width of the
image is arbitrary. Intuitively, it is challenging for the segmentation
model because the gap between the fixed training image size and

the arbitrary test image size is uncontrolled. A simple solution
is to scale the test image to match the training size. However,
this will raise a new gap: the additional scale operation induces
additional distortion on the embedded regions, which may exceed
the generalization capability of the segmentation model. To tackle
this issue, we propose a Pad&Split strategy in the inference stage.
The pipeline is illustrated in Fig. 3. Given a noised image 𝑰𝒏𝒐 ∈
[0, 1]3×𝐻×𝑊 that results from distorting the watermarked image
𝑰𝒘𝒎 , we first pad it to (𝐻 + 𝐻𝑠 − 𝐻%𝐻𝑠 ) × (𝑊 +𝑊𝑠 −𝑊%𝑊𝑠 ).
Then, we split it to

⌈
𝐻
𝐻𝑠

⌉
·
⌈
𝑊
𝑊𝑠

⌉
sub-images so that the size of each

sub-image is equal to the expected size (𝐻𝑠 ×𝑊𝑠 ) of the watermark
segmentation model. By feeding them instead of scaled 𝑰𝒏𝒐 to the
segmentation model, we can obtain more precise predicted sub-
masks 𝑷 𝒔𝒏𝒐 . Then we merge all 𝑷 𝒔𝒏𝒐 to get complete predicted mask
𝑷𝒏𝒐 (have cropped the pad part) for 𝑰𝒏𝒐 .

The red boxes in 𝑷𝒏𝒐 are corresponding minimum bounding
rectangles for predicted regions. As we can observe, if the noised
image is distorted by geometric attacks, the corresponding predicted
mask 𝑷𝒏𝒐 will keep the same deformation. Thus, the noised image
can utilize this to recover from the unknown geometric attacks.
Specifically, we first estimate geometric transformation parameters
(e.g., rotation angle, scale factor) for each box in 𝑷𝒏𝒐 . Note our
estimation is based on the prior knowledge that raw encoded block
is 128×128 and without rotation. Then we filter out outliers (i.e.,
significantly different from others) and average the remaining esti-
mated results to reduce bias. With the resulting parameters, we can
rectify 𝑷𝒏𝒐 and 𝑰𝒏𝒐 back to the original state. Finally, by mapping
rectified bounding rectangles to the corresponding rectified image,
we can gain expected synchronized blocks 𝒙𝒔𝒚𝒏 for our decoder,
thus achieving the goal of watermark synchronization.

3.4 Message Fusion
Unlike previous works that only decode a single message, our dis-
persed embedding in Sec. 3.1 yield multiple decoded messages. To
get a final message, an intuitive way is to average all decoded mes-
sages. However, this manner ignores the fact that several decoded
messages may be substantially different from the true one under
high-intensity attacks, thus causing bias in the final result.
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To avoid this problem, we propose a message fusion strategy
based on message similarity to determine the final message �̃� . The
detailed algorithm is shown in Appendix Alg. 1. Formally, given 𝑁
decoded results𝑴 ′ ∈ [0.0, 1.0]𝐿 , we calculate the difference (i.e., the
number of inconsistent bits) between any two decoded messages:

D𝑖, 𝑗 =
∑︁

(𝐵𝑖𝑛𝑎𝑟𝑦 (𝑴′
𝒊 ) − 𝐵𝑖𝑛𝑎𝑟𝑦 (𝑴

′
𝒋 ))

2,

where 𝐵𝑖𝑛𝑎𝑟𝑦 (·) binarizes each bit of the message with a thresh-
old of 0.5. Then we partition D ∈ [0, 𝐿]𝑁 2

into 𝑁 sets, i.e., 𝑺 =

{𝑺0, 𝑺1, ..., 𝑺𝑵−1} where 𝑺𝒊 = {D𝑖, 𝑗 | 𝑗 ∈ [0, 𝑁 − 1]}. To prevent
outlier messages from interfering with the final result, we set an
upper limit of the bit difference threshold 𝑇 . Specifically, we start 𝑡
from 0 to𝑇 to calculate the number of messages with bit difference
less than 𝑡 in each set:

𝑖𝑡 = argmax
𝑖∈[0,𝑁−1]

|𝑺𝒊 ≤ 𝑡 |,

where |· | indicates the number ofmessages that satisfy the condition
in each set 𝑺𝒊 . We stop the calculation once there exists a 𝑡 such
that |𝑺𝒊𝒕 ≤ 𝑡 | ≥ 𝐾 , and the final message �̃� can be obtained as:

�̃� = 𝐵𝑖𝑛𝑎𝑟𝑦 (𝑀𝑒𝑎𝑛({𝑴′
𝒋 |D ˜𝑖𝑡 , 𝑗 ≤ 𝑡})),

where𝑀𝑒𝑎𝑛(·) averages each bit of the eligible messages.

4 EXPERIMENTS
4.1 Experimental Setting

Compared Methods. We compare our method with four state-
of-the-art deep learning based watermarking methods (SOTAs), i.e.,
HiDDeN [47], TSDL [23], MBRS [17] and SSLW [10].

Dataset. Our training dataset is constructed by randomly sam-
pling 40,000 images from the COCO dataset [22]. Specifically, we
randomly crop 128×128 (i.e., ℎ = 𝑤 = 128) blocks in the images
to train our watermarking model (i.e., the encoder, decoder and
adversary) and SOTAs [17, 23, 47]. For our segmentation model,
we randomly crop 512×512 (i.e., 𝐻𝑠 = 𝐻𝑤 = 512) sub-regions in
the watermarked images as its training dataset. To demonstrate
the generalization of DWSF, we randomly sample 1,000 images
with default resolution (i.e., not pre-scaled to a fixed size) from
ImageNet [7], LabelMe [33] and OpenImages [20] respectively as
our testing data. Note that MBRS is an exception: it only accepts a
fixed input size (here is 128×128) after finishing training. We need
to scale the testing image to 128×128 when evaluating it.

Metrics. In our paper, we consider peak signal-to-noise ratio
(PSNR), Byte Increase Rate—the percentage of byte increase of wa-
termarked compared to cover images, and Bit Accuracy to evaluate
visual quality, file size increment and robustness, respectively.

Implementation Details. Our method is implemented by Py-
Torch [28] and executed on a NVIDIA A100 GPU. We use the
AdamW [25] optimizer with a learning rate of 1e-4, and set weight
factor 𝜆𝐸1 , 𝜆𝐸2 , 𝛼 and𝛾 to 0.2, 0.001, 0.005 and 0.1, respectively. Both
watermarking model (with batch size 64) and segmentation model
(with batch size 24) are trained for 100 epochs, while the compared
methods adopt their default settings. The length 𝐿 of message 𝑴 is
30. For dispersed embedding, the area proportion Q is 25% but with
an upper limit of 20 blocks if the image resolution is too high (dis-
cussion about this can be found in Appendix Sec. D). For message

Cover Image HiDDeN TSDL MBRS SSLW Ours

PSNR: 34.9dB PSNR: 34.5dB PSNR: 23.7dB PSNR: 35.1dB PSNR: 48.9dB

Difference:

Figure 4: Visualization of watermarked images generated
by different methods. The first row lists the watermarked
images and the second row shows the difference between
watermarked images and cover images.

Table 2: Comparison on visual quality (PSNR) and file size
increment (Byte Increase Rate).

Models
PSNR (dB) ↑ Byte Increase Rate (%) ↓

ImageNet LabelMe OpenImages ImageNet LabelMe OpenImages

HiDDeN 35.90 35.22 35.58 10.27 12.17 29.08
TSDL 34.80 34.76 34.94 2.74 8.30 27.49
MBRS 24.14 23.96 24.14 9.20 11.95 8.82
SSLW 35.10 35.03 35.16 19.67 22.48 45.95
Ours 42.07 47.38 46.12 2.41 1.30 1.90

fusion, the bit difference threshold 𝑇 is 5 and the smallest number
𝐾 is 2. For the compared methods and our segmentation model,
we consider both non-geometric and geometric attacks introduced
in Tab. 1 to serve as the noise layer so that the model can learn
to defend against them. For our watermarking model, we mainly
consider non-geometric attacks (JPEG, GN, GF, Color and Dropout,
and Identity). We also deploy several geometric attacks with low
strength to compensate for the error in segmentation. For fairness,
all methods clip the PSNR of their embedded regions to 35dB in the
inference phase. Note the result of PSNR would fluctuate slightly
due to the rounding operation (float→unit8) when saving images.

4.2 Comparison with SOTAs
In this section, we comprehensively compare our DWSF with four
state-of-the-art methods from three perspectives: visual quality, file
size increment and robustness. To demonstrate the generalization
of our DWSF, we consider ImageNet, LabelMe and OpenImages
datasets to conduct our experiments.

4.2.1 Visual Quality & File Size Increment. Visual quality and file
size increment are two important points for practical watermark-
ing. Particularly, a high visual quality can hide the watermark to
prevent it from being noticed, and a small file size increment can
save transmission bandwidth and storage resources. To achieve the
above goals, we propose a novel dispersed watermarking in Sec. 3.1
which modifies only several sub-regions of the image instead of the
whole image. In this section, we use PSNR and Byte Increase Rate
to quantitatively compare our method with SOTAs. For fairness, all
images are saved as “PNG" format.

The visual comparison is shown in Fig. 4, and the quantitative
results are listed in Tab. 2. It can be observed that the resulting
PSNR of HiDDeN, TSDL and SSLW are all around 35.0dB, while
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Table 3: Comparison of Bit Accuracy (%) against single attacks.

Dataset Models Attacks AVG.Identity JPEG GN GF Color Dropout Resize Crop Rotate Padding Occlusion PIP

ImageNet

HiDDeN 95.19 72.72 93.47 80.96 94.83 94.46 90.19 95.02 92.39 94.65 94.78 92.45 90.93
TSDL 99.26 52.46 97.82 55.44 98.37 98.11 75.33 99.27 87.61 98.58 98.92 93.52 87.89
MBRS 97.97 97.16 97.96 97.67 97.74 97.11 97.96 68.13 68.68 68.38 95.71 57.39 86.82
SSLW 100.00 96.60 99.92 99.42 99.87 62.11 84.89 98.33 98.49 98.39 99.60 81.63 93.27
Ours 100.00 98.11 100.00 99.78 99.95 99.96 99.80 98.61 98.20 99.99 99.04 100.00 99.45

LabelMe

HiDDeN 97.19 73.21 96.26 84.35 97.08 96.94 93.16 97.19 95.84 97.16 97.10 94.15 93.30
TSDL 99.71 52.61 98.24 59.19 99.21 99.02 79.22 99.71 90.74 99.76 99.75 93.62 89.23
MBRS 99.94 99.93 99.94 99.93 99.94 99.88 99.94 72.28 73.61 92.78 98.93 60.39 91.46
SSLW 100.00 99.18 100.00 99.85 99.99 58.70 94.07 99.87 99.95 99.98 99.99 92.88 95.37
Ours 100.00 99.74 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 99.98

OpenImages

HiDDeN 96.71 71.70 94.86 82.91 96.46 96.18 93.24 96.70 95.14 96.62 96.54 92.34 92.45
TSDL 99.52 52.65 97.84 58.98 98.80 98.83 78.62 99.60 90.18 99.27 99.46 88.69 88.54
MBRS 97.58 97.45 97.55 97.54 97.30 96.78 97.55 67.15 68.12 81.72 95.45 57.74 87.66
SSLW 99.99 97.96 99.82 99.70 99.70 61.05 93.82 99.69 99.70 99.84 99.93 87.16 94.86
Ours 100.00 99.52 100.00 99.94 99.95 100.00 100.00 99.78 99.64 100.00 99.91 100.00 99.90

Table 4: Comparison of Bit Accuracy (%) against combined attacks.

Attacks
ImageNet LabelMe OpenImages

HiDDeN TSDL MBRS SSLW Ours HiDDeN TSDL MBRS SSLW Ours HiDDeN TSDL MBRS SSLW Ours

Color&JPEG 72.19 52.30 96.69 94.40 96.41 72.86 52.40 99.87 98.17 99.59 70.74 52.67 97.31 96.70 98.87
Crop&JPEG 70.76 52.15 67.65 88.74 95.47 72.00 52.62 72.30 97.70 99.37 70.08 52.65 67.63 95.16 98.88
Crop&Resize 89.57 75.27 67.64 81.09 96.72 93.07 79.15 72.99 91.79 99.92 92.29 79.09 62.27 90.52 99.86
Occlusion&JPEG 71.90 52.29 94.41 92.42 95.93 71.64 52.32 98.84 98.41 99.64 69.87 52.31 95.03 96.21 99.12
Crop&Resize&JPEG 64.14 50.43 67.24 72.94 86.87 65.44 50.47 72.14 86.04 93.06 64.75 50.80 67.41 82.80 92.54
Crop&Occlusion&JPEG 69.37 52.04 66.04 82.38 90.75 70.76 52.15 70.98 95.77 98.94 68.26 52.55 65.97 92.14 98.28

AVG. 72.99 55.75 76.61 85.33 93.69 74.30 56.52 81.19 94.65 98.42 72.67 56.68 75.94 92.26 97.93

ours is much higher. For example, our method gets 47.38dB on
LabelMe dataset, which is 12.16dB higher than HiDDeN. Another
observation from Tab. 2 is that the PSNR of MBRS is very low. This
is because MBRS can only accept fixed input size after finishing
training—we need first scale the cover image to the available size
of MBRS (i.e., 128 × 128) and then scale the watermarked image
back to its original size. After these two scaling operations, details
of the image will inevitably lose, especially when the original size
of the image is much higher than the available size of MBRS.

Besides, as shown in Tab. 2, our DWSF has the minimal incre-
ment on image file size, with byte increase rate lower than 2.5%.
For other methods, the file size of encoded images increases signifi-
cantly, especially when the resolution of original images is large.
For example, after embedding watermarks into OpenImages im-
ages via SSLW, the bytes of images will increase by over 45.0%
(24× larger than ours), which causes much more storage space and
higher transmission bandwidth.

4.2.2 Robustness against Single Attacks. In this section, we evaluate
the robustness of our method and SOTAs against JPEG, GN, GF,
Color, Dropout, Resize, Crop, Rotate, Padding, Overly, PIP (detailed
description of these attacks is listed in Tab. 1), and Identity.

Tab. 3 reports the bit accuracy after attacks. Notably, our DWSF
always achieves over 98% bit accuracy, and in most cases close to
100%, regardless of the dataset or the attack it faces. Although in
some cases we cannot outperform the best method, we are still

able to place 2𝑛𝑑 and not far behind the 1𝑠𝑡 . Take the result of
OpenImages [20] as an example. When using Rotate to distort the
watermarked image, DWSF can get 99.64% bit accuracy, which
is very close to the best one (i.e., 99.70%) achieved by SSLW. On
average, DWSF outperforms HiDDeN, TSDL, MBRS and SSLW by
7.55%, 11.22%, 11.13% and 5.28% respectively, which convincingly
indicates the generalization and robustness of our method.

4.2.3 Robustness against Combined Attacks. In the real scenario,
watermarked images may be subject to more than one type of attack.
Thus, the robustness of watermarking against combined attacks
should also be investigated. Since Color, Occlusion, Crop, Resize and
JPEG are very common in the real scenario, we use them to simulate
some combined attacks: Color&JPEG, Crop&JPEG, Crop&Resize,
Occlusion&JPEG, Crop&Resize&JPEG, Crop&Occlusion&JPEG, and
then evaluate the robustness of our DWSF and SOTAs.

As demonstrated in Tab. 4, the performance gap between the
SOTAs and our proposed method is further enlarged. Among the
SOTAs, only MBRS performs slightly better than our DWSF in two
cases. Nonetheless, its visual quality is far worse than ours (see
Fig. 4), which is impractical in the real scenario. On average, our
DWSF outperforms HiDDeN, TSDL, MBRS and SSLW by 23.36%,
40.36%, 18.77%, and 5.93%, respectively. This significant advantage
is mainly attributed to our proposed dispersed embedding, water-
mark synchronization and message fusion, which benefit the water-
marking robustness in this challenging scenario.
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Figure 5: Bit Accuracy (%) of the Scale and our Pad&Split
strategies on ImageNet.

Figure 6: Bit Accuracy (%) of the Min, the Mean and our mes-
sage fusion on ImageNet.

4.3 Ablation Study
4.3.1 Inference Strategy for Watermark Segmentation Model. As
mentioned in Sec. 3.3, we argue that scaling the test image to𝐻𝑠×𝑊𝑠

beforehand is not a good solution for the segmentation model in
the inference stage. To support this claim, we compare our pro-
posed Pad&Split preprocessing with the Scale preprocessing (the
corresponding segmentation model is trained with scaled 𝐻𝑠 ×𝑊𝑠

images) on all attacks and Identity. The resulting bit accuracy is
depicted in Fig. 5. A first glance shows that our Pad&Split consis-
tently surpasses the Scale. Notably, when watermarked images are
distorted by JPEG, our proposed Pad&Split outperforms the Scale
by 14.5%. This indicates that Pad&Split is more effective, which
can obtain more precise predicted masks for watermarked images,
thus improving the bit accuracy of decoded results.

4.3.2 Message Fusion. In this paper, we propose a message fusion
strategy to make full use of the similarity among multiple decoded
messages. To demonstrate the effectiveness of this strategy, we
compare it with Min and Mean strategies. Specifically, the Mean
trivially averages each bit of all the decoded messages, and the Min
selects the best result from all the decoded messages to evaluate
bit accuracy. Obviously, Min strategy is not practical in the real
scenario since the true watermark message is unknown, but it
reflects the theoretical upper bound.

Table 5: Comparison of Bit Check Accuracy (%) on ImageNet

Attacks HiDDeN TSDL MBRS SSLW Ours

Identity 40.70 85.30 86.70 100.00 100.00
JPEG 1.50 0.00 83.00 59.20 88.40
Resize 22.10 3.10 86.70 23.90 99.60
Crop 40.20 84.80 2.40 73.90 95.90
Occlusion 39.70 80.70 61.30 92.20 96.10
Crop&JPEG 0.90 0.00 2.20 21.20 80.10
Occlusion&JPEG 2.30 0.00 56.80 33.50 78.80
Crop&Occlusion&JPEG 0.90 0.00 1.90 8.00 64.60

As depicted in Fig. 6, trivially adopting the Mean strategy is less
effective than our message fusion. This is because our strategy can
filter out results with low confidence (i.e., outlier) and thus reduce
bias. On average, our message fusion strategy can achieve 99.45%
bit accuracy, which is only 0.16% lower than that of the Min strategy.
This convincingly demonstrates that our message fusion strategy
can achieve great performance close to the theoretical upper bound.

4.4 Discussion in the Real Scenario
Bit accuracy is a widely used metric to measure the effectiveness
of blind watermarking. Nonetheless, it is inappropriate in practice
since the real scenario requires all bits in the message to be correct.
To confirm the decoded message is valuable, we introduce a new
metric called bit check accuracy by using 8-bits Cyclic Redundancy
Check (CRC) [30]. Formally, bit check accuracy defines a decoded
message is correct only when the CRC value can match, otherwise
is wrong. Note that the previous methods only output a single
message for a cover image, while ours has more (𝑁 + 1 messages
from 𝑁 synchronized blocks and 1 result derived from message
fusion) messages that can be checked—higher fault tolerance.

Tab. 5 gives the result of bit check accuracy against several
attacks on ImageNet dataset. Take the results under Resize attack
in Tab. 3 and Tab. 5 as an example. We can observe that the bit
check accuracy of HiDDeN, TSDL, MBRS and SSLW is much lower
than corresponding bit accuracy—significantly reduce from 90.19%,
75.33%, 97.96%, 84.89% to 22.10%, 3.10%, 86.70%, 23.90%, respectively.
In fact, for a 30-bit message, even if the bit accuracy can reach
96.67% (i.e., only one bit is wrong), the bit check accuracy is 0%,
still worthless in practice. In contrast, the bit check accuracy of our
method (i.e., 99.60%) is very close to corresponding bit accuracy
(i.e., 99.80%), which highlights the potential of our approach in the
real scenario.

5 CONCLUSION
In this paper, we propose a novel watermarking framework (DWSF)
to enhance robustness against various attacks, in which an auto-
encoder is trained to be robust against non-geometric attacks and a
watermark synchronization module is designed to resist geometric
attacks. Meanwhile, a dispersed embedding scheme is proposed
to make the approach be applied to arbitrary-resolution images,
especially high-resolution images, and a message fusion strategy
is designed to obtain more reliable results. Extensive experiments
demonstrate that our method performs better not only against vari-
ous attacks but also in image visual quality and file size increment.
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APPENDIX
A IMAGE RESOLUTION DISTRIBUTION

Figure 7: Resolution distribution of several common image
datasets. The x-axis represents the resolution of the images,
and the y-axis indicates the ratio of the number of images in
the resolution range to the total dataset.

Fig. 7 gives the resolution distribution of four image datasets
used in our paper. Obviously, they are distributed differently. For
example, ImageNet [7] is concentrated around 400 × 400 ∼ 500 ×
500, while OpenImages [20] has more images with a resolution
greater than 2000 × 2000. Therefore, our experiment setup—using
COCO [22] (i.e., concentrated around 500×500 ∼ 600×600) to train
our model but evaluating our performance on other datasets—can
convincingly demonstrate the generalization of our DWSF.

Figure 8: GPU memory used by different methods when em-
bedding watermarkmessages into various resolution images.

In addition, previous deep watermarking works [10, 17, 23, 47]
usually have limitations on handling various resolution images.
For example, MBRS only receives fixed-size images (e.g., 128×128)
after finish training, and we have to pre-scale the input and re-scale
the output back to the original size, which brings serious distor-
tion to the visual quality. Although several deep watermarking
works (i.e., HiDDeN [47], TSDL [23], SSLW [10]) can theoretically
receive arbitrary resolution inputs without visual quality issue, they
are still impractical due to the huge GPU memory requirements.
Fig. 8 depicts the GPU memory usage of different methods when
embedding for various resolution images. Obviously, as the resolu-
tion of the input image increases, the GPU memory usage of these

existing methods (i.e., HiDDeN, TSDL, SSLW) grow as well. For
example, when handling an image with size 4000×4000, TSDL and
HiDDeN need nearly 16GB while SSLW requires more than 32GB.
By contrast, our dispersed embedding scheme can handle arbitrary
resolution images with a small amount of GPU memory since we
just need to handle several small-size blocks (i.e., maximum 20
blocks with size 128×128), showing superior practicality.

B VISUALIZATION OF ATTACKED IMAGES
Fig. 9 shows the visualization of attacks (with random strength)
introduced in our paper. Generally, geometric attacks change the
size of watermarked images, while non-geometric attacks modify
the pixel value of watermarked images. For combined attacks, they
are more challenging for blind watermarking and are very common
in the real scenario. Therefore, we suggest that the robustness
of watermarking algorithms should be evaluated on sufficiently
comprehensive attacks.

Table 6: The bit check accuracy of different methods un-
der different collusion attacks on 1,000 OpenImages water-
marked images (PSNR is clipped to 35dB). Decoding is con-
sidered successful if at least one decoded message matches
that of 𝒙1 or 𝒙2 / at least one decoded message matches that
of 𝒙1 and at least one decoded message matches that of 𝒙2.

HiDDeN TSDL MBRS SSLW DWSF (Ours)

min attack 1.60/0.00 0.40/0.00 1.10/0.00 0.20/0.00 97.80/94.80

max attack 1.30/0.00 0.30/0.00 0.10/0.00 0.20/0.00 97.90/93.60

mean attack 0.00/0.00 0.10/0.00 0.60/0.00 0.20/0.00 98.50/94.90

C ROBUSTNESS AGAINST COLLUSION
ATTACKS

We highlight the importance of our dispersed watermarking: can
well defend against collusion attacks [35]. In some situations, it
is possible for an attacker to obtain multiple watermarked data.
The attacker can often exploit this situation to remove watermarks
without knowing the watermarking algorithm. This kind of attack
is known as the collusion attack. In this section, we discuss three
widely used collusion attacks, i.e., min attack, max attack, and mean
attack. let 𝒙1 and 𝒙2 denote the watermarked image for the same
raw image. The difference between 𝒙1 and 𝒙2 is the embedded
message. Formally,

• min attack: �̂� = min(𝒙1, 𝒙2)
• max attack: �̂� = max(𝒙1, 𝒙2)
• mean attack: �̂� = (𝒙1 + 𝒙2)/2

In Tab. 6, we report our results for defending against collusion
attacks. With our dispersed watermarking, we can significantly
reduce the impact of the collusion attack on our watermarked
image, as there is a very low probability that the embedded regions
of the two images overlap. The high bit check accuracy, close to
100% (Ours) vs. close to 0% (Others), convincingly demonstrates
the effectiveness of our DWSF.
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Figure 9: Visualization of geometric, non-geometric and combined attacks with random strength for watermarked image.

Table 7: The results of different area proportion Q and the upper limit of embedded blocks (denoted by Q%+xx) on 1,000
ImageNet watermarked images/on 1,000 OpenImages watermarked images (PSNR is clipped to 35dB).

Identity JPEG GN GF Color Dropout Resize Crop Rotate Padding Occlusion PIP AVG. PSNR

10%+10 99.98/99.99 96.73/99.19 100.0/99.99 99.84/99.96 99.80/99.92 99.98/99.97 99.47/99.92 93.62/99.25 68.97/97.25 99.80/99.98 93.44/99.06 99.70/99.97 95.94/99.54 45.01/47.75
20%+20 99.98/100.0 97.86/99.44 100.0/100.0 99.79/99.93 99.85/99.97 99.98/99.99 99.87/99.88 97.99/99.85 97.47/99.33 100.0/100.0 99.01/99.85 99.95/100.0 99.31/99.85 42.41/46.30
25%+20 100.0/100.0 98.11/99.52 100.0/100.0 99.78/99.94 99.95/99.95 99.96/100.0 99.80/100.0 98.61/99.78 98.20/99.64 99.99/100.0 99.04/99.91 100.0/100.0 99.45/99.90 42.07/46.12
30%+30 100.0/100.0 98.63/99.58 100.0/100.0 99.88/100.0 99.93/99.93 100.0/100.0 99.97/99.97 99.37/99.81 99.01/99.72 100.0/100.0 99.67/99.92 100.0/99.94 99.71/99.91 40.87/45.89

Algorithm 1:Message Fusion

Input: The decoded results 𝑴′ ∈ [0.0, 1.0]𝐿 , the number of
the decoded results 𝑁 , the upper limit of the bit
difference threshold 𝑇 , and the smallest number 𝐾 of
messages for fusion.

Output: The final message �̃� ∈ {0, 1}𝐿 .
for i = 0 to N - 1 do

for j = 0 to N-1 do
D𝑖, 𝑗 =

∑(𝐵𝑖𝑛𝑎𝑟𝑦 (𝑴′
𝒊 ) − 𝐵𝑖𝑛𝑎𝑟𝑦 (𝑴

′
𝒋 ))

2

for t = 0 to T do
𝑖𝑡 = argmax

0≤𝑖≤𝑁−1
|𝑺𝒊 ≤ 𝑡 |

if |𝑺𝒊𝒕 ≤ 𝑡 | ≥ 𝐾 then
�̃� = 𝐵𝑖𝑛𝑎𝑟𝑦 (𝑀𝑒𝑎𝑛({𝑴′

𝒋 |D ˜𝑖𝑡 , 𝑗 ≤ 𝑡}))
return �̃�

�̃� = 𝐵𝑖𝑛𝑎𝑟𝑦 (𝑀𝐸𝐴𝑁 ({𝑴′
𝒋 |0 ≤ 𝑗 ≤ 𝑁 − 1})).

return �̃� .

D DISCUSSION ON AREA PROPORTION
For dispersed embedding, in our main paper, the area proportion Q
is 25% (with an upper limit of 20 blocks). In this section, we conduct
an experiment on ImageNet and OpenImages to explain why we
choose this setting. As shown in Tab. 7, we can observe a higher
𝑄 and upper limit of embedded blocks usually bring a higher bit
accuracy but a lower PSNR. If proportion Q is 10% (with an upper
limit of 10 blocks), the robustness to resist the Rotate decreases,
especially when the image resolution is small (e.g., ImageNet). If
area proportion is large than 30% (with an upper limit of 30 blocks),
the performance gain is not as significant, but comes at the cost
of poorer visual quality (i.e., lower PSNR). Therefore, we set 𝑄 =

25% and the upper limit of embedded blocks to 20 so that we can
outperform the powerful compared methods while maintaining
high visual quality.
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