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ABSTRACT
Video-based scene graph generation (VidSGG) is an approach that
aims to represent video content in a dynamic graph by identify-
ing visual entities and their relationships. Due to the inherently
biased distribution and missing annotations in the training data,
current VidSGG methods have been found to perform poorly on
less-represented predicates. In this paper, we propose an explicit
solution to address this under-explored issue by supplementing
missing predicates that should be appear in the ground-truth anno-
tations. Dubbed Trico, our method seeks to supplement the missing
predicates by exploring three complementary spatio-temporal cor-
relations. Guided by these correlations, the missing labels can be
effectively supplemented thus achieving an unbiased predicate pre-
dictions. We validate the effectiveness of Trico on the most widely
used VidSGG datasets, i.e., VidVRD and VidOR. Extensive experi-
ments demonstrate the state-of-the-art performance achieved by
Trico, particularly on those tail predicates. The code is available in
the supplementary material.

CCS CONCEPTS
• Computing methodologies→ Scene understanding.

KEYWORDS
video scene graph generation, spatio-temporal correlations, long-
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1 INTRODUCTION
Video-based scene graph generation (VidSGG) targets at represent-
ing video content in the form of a dynamic graph constructed by
⟨subject, predicate, object⟩ triplets. This structural repre-
sentation makes VidSGG useful for downstream tasks like visual
question answering [1, 30, 35], video captioning [37] and video
retrieval [7, 25, 33], etc. Compared to its image-based counterpart,
i.e., ImgSGG [18, 40], VidSGG is considered as a more challenging
task since the pairwise relations between the visual entities are
dynamic along the temporal dimension, making VidSGG a typical
multi-label problem. These characteristics prevent those ImgSGG
methods from being trivially applied to VidSGG despite the exis-
tence of a vast body of ImgSGG literature. In the current stage,
VidSGG is a relatively under-explored problem and presents several
unsolved issues.

Several early attempts have emerged to solve VidSGG by uti-
lizing the spatio-temporal information of the video [6, 16, 20, 31].
While these attempts have made some progress in improving over-
all performance by extracting short- and long-term information,
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Figure 1: Examples of labels based on the Trico collaboration
supplement. Left: The occurrence frequency of related pred-
icates given a predicate or entity. Right: Examples of labels
supplemented by the proposed Trico.

they tend to ignore the inherent long-tail nature of the data, lead-
ing to severe bias in predicate predictions in the final results. It
can be observed that most of the overall performance comes from
a small number of head categories among all correctly detected
predicates. Besides the inherent long-tail data distribution, another
nature of VidSGG comes to the missing labels, which are inevitable
during data annotation dues to the fleeting temporal interaction or
inconspicuous spatial relation of the objects. Compared to the head
predicates, the tail samples are more prone to be ignored by the
annotators, which further deteriorates the predicate bias in a video.

More recently, a few methods [14, 38] have attempted to address
the biased predicate predictions in VidSGG. Li et al. [14] proposed
a causality-inspired interaction to weaken the false correlation
between input data and the predicate labels. Xu et al. [38] considered
temporal, spatial and object biases in a meta-learning paradigm.
These implicit approaches mitigate the long-tail problem to some
extent, but the performance of tail classes is still not satisfied.

In this paper, we propose a correlation-guided label supplemen-
tation method, dubbed Trico, to obtain an unbiased VidSGG model
in an explicit way. Concretely, we seek to supplement the missing
predicates that are supposed to appear in the ground-truth anno-
tations, by exploring the pairwise predicates-predicates as well as

ar
X

iv
:2

30
7.

16
30

9v
1 

 [
cs

.C
V

] 
 3

0 
Ju

l 2
02

3



MM’23, October 28, 2023 – November 3, 2023, Ottawa, Canada Wang et al.

predicates-entities1 correlations. These supplemented labels, to-
gether with the original ground truth, are then employed to train
the model directly. Specially, we consider three kinds of correla-
tions inherently existed in the original data to achieve label supple-
mentation, including the spatial predicates-predicates correlations,
temporal predicates-predicates correlations, and predicates-entities
correlations. To demonstrate the necessity of exploring these triple
correlations, we provide a motivating example in Figure 1.

The spatial predicates-predicates correlations hold dues to the
spatial coherency, as shown in Figure 1 (a), if ⟨person, ride,
horse⟩ occurs in a video, it is very likely that person is also sit_above
the horse. Similarly, temporal predicates-predicates correlations
exist, as movements are coherent over time. For instance, if ⟨dog,
walk_left, person⟩ happens in a video, it is highly probable that
the dog would follow the person in the next video clip, as shown
in Figure 1 (b). Finally, predicates and entities are intertwined, as
the choice of predicate depends on the specific entities involved.
For example, if the subject is whale and the object is also whale,
the predicate in this case probably goes to swim_with beyond the
commonplace predicate play, as shown in Figure 1 (c). These three
kinds of correlations provide strong cues for supplementing appro-
priate labels.

In practice, we utilize the triple correlations above in the form
of correlation matrices, which are established by traversing the
training dataset and calculating the conditional probability of the
predicate given the concurrent predicates, previous predicates, or
certain entities. The candidate labels are then generated elaborately
by selecting predicates that are higher than the average predictive
ability of the correlation-guided annotator model on each predicate.
To enable the correlations and VidSGG model to be debiased mu-
tually, the correlations are dynamically updated according to the
prediction results of the target unbiased model trained on supple-
mented labels. In addition, we present a logits smoothing strategy
to further improve the prediction ability of tail categories.

In summary, this paper makes the following contributions:

• We propose Trico, the first method to address VidSGG from
an explicit perspective of missing label supplementation.

• We explore triple complementary correlations to guide the la-
bel supplementation. By capitalizing on the spatio-temporal
cues offered by these correlations, the missing labels can
be effectively supplemented to achieve an unbiased graph
generation.

• We verify the effectiveness of Trico on the most widely used
VidSGG datasets, i.e., VidVRD [24] and VidOR [22]. Exten-
sive results demonstrate the state-of-the-art performance
achieved by Trico, especially on those tail predicates.

2 RELATEDWORKS
2.1 Image-based Scene Graph Generation
Image-based Scene Graph Generation (ImgSGG) is a task that in-
volves describing objects and their relationships in an image. It
derives various applications, such as image retrieval, image genera-
tion, image/videomotion capture, and special relationship detection.

1Here, entities indicate objects or subjects.

Many methods have been proposed to tackle this task, and they
can be divided into two main groups:

(1) Two-stage methods: [5, 18, 29, 40]: In this method, object
detection and relationship prediction are conducted within two
stages. For example, Tang et al. [29] first constructed a dynamic
tree structure VCTree to place objects in the image in a visual
environment to assist in visual reasoning tasks. Chen et al. [5]
integrated statistical correlation into deep neural networks and de-
veloped knowledge-embedded routing networks to promote scene
graph generation.

(2) One-stage methods [15, 17, 19]: These methods deal with
the object and relationship simultaneously in one go. However, due
to the long-tail problem, the performances of traditional methods
are far from satisfactory. Zeller et al. [40] first pointed out the
imbalance of predicates in ImgSGG datasets. Chen et al. [5] and
Tang et al. [29] also noticed this problem and proposed a new
metric to measure the average performance, mean recall@K. Along
this vein, various methods have been proposed to solve biased
relationship prediction, including depolarization strategies such
as resampling [13], reweighting [39], and unbiased representation
from bias [28], among others.

2.2 Video-based Scene Graph Generation
Generally, video-based and image-based SGG share a similar goal
of detecting the visual objects and relationships in given data. Nev-
ertheless, employing existing approaches designed for image-based
SGG straightly to parse a video is non-trivial due to the multi-label
and dynamic nature of VidSGG. Existing VidSGG work can be
roughly divided into two groups according to the format of dataset
annotation:

(1) Frame-based VidSGG: Ji et al. [10] proposed the first large-
scale frame-level data set named Action Genome (AG). Following
this seminal work, researchers have proposed several methods that
aim to capture complex spatio-temporal contextual information in
videos for efficient VidSGG [6, 31]. These methods include a new
network structure called space-time converter “(STTran)” [6], and
a frame-level VidSGG method termed “TRACE” [31], and a weakly-
supervised VidSGG task with only single frame weak supervision
“SF-VidSGG” [4], among others. Both of these methods are designed
for better capturing the spatio-temporal context information for
relationship recognition.

(2) Tracklet-based VidSGG: Shang et al. proposed a commonly
used three-stage segment-based detection framework in [24]. How-
ever, this framework is not optimal for detecting relationships in
long videos. To address this issue, researchers have proposed vari-
ous methods to capture complex spatio-temporal contextual infor-
mation in videos for efficient VidSGG [8, 16, 34]. These methods
include detection trajectory recognition paradigm [8], sliding win-
dow scheme “VRD-STGC” [16], and time span-suggested network
“TSPN” [34], among others. A more recent work by Shang et al. [23]
introduced a method called VidVRD-II” that incorporates iterative
relational reasoning and joint relation classification. In our study,
we use VidVRD-II” [23] and “VRD-STGC” [16] as our base mod-
els and apply our Trico method to them. And Trico is evaluated
on two video-level datasets, VidVRD and VidOR datasets, which
aim to detect visual relationship instances in videos in the form
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of relational triplets ⟨subject, predicate, object⟩ and object
tracklets [22, 24].

Based on our understanding, the work that is most similar to
Trico is described in a paper by Xu et al. [38]. This method uses a
meta-learning mechanism to address bias in both spatial and tem-
poral aspects of video object segmentation. However, the method
requires a complex process of splitting the dataset into support and
query sets to simulate the distribution gap, which can be difficult to
implement in practice. Trico, on the other hand, is different from Xu
et al.’s method because it uses intrinsic correlations in the data to
supplement missing labels and address bias in an explicit manner.

3 PRELIMINARIES
3.1 Problem Formulation
A video scene graph can be represented as G = (N , E) with an
entity category set C𝑒 and predicate category set C𝑝 . N and E
are sets of nodes and edges, respectively. Each node in N has an
entity category 𝑐𝑒

𝑖
∈ C𝑒 and a bounding box sequence (tracklet).

Each edge in E has a linkage from the 𝑖-th node (subject) to the
𝑗-th node (object) and a collection of multiple predicate categories
P𝑖 𝑗 = {𝑐𝑝

𝑘
∈ C𝑝 |𝑘 = 1, . . . , 𝑛𝑖 𝑗 }, where 𝑛𝑖 𝑗 is the total number

of predicates between the 𝑖-th and 𝑗-th node. Based on the above
definition, our goal is to supplement labelsP𝑖 𝑗 for each 𝑖 𝑗-th subject-
object pair by exploring predicate correlations.

3.2 Baseline Method
A straightforward baseline method to characterize the predicate
correlation is using the co-occurrence of predicate pairs. Specifically,
we construct the correlation matrix𝑨 based on the joint probability
of predicates 𝑐𝑝

𝑖
and 𝑐𝑝

𝑗
occurring in same video segmentV:

𝑨(𝑖, 𝑗) = 𝑃 (𝑐𝑝
𝑖
∈ V, 𝑐

𝑝

𝑗
∈ V), and 𝑨 ∈ R𝑛𝑝×𝑛𝑝 , (1)

where 𝑛𝑝 = |C𝑝 | is the number of predicate categories. Then we
pre-train an auxiliary annotation model called “Annotator” by mod-
ifying the prediction based on the correlations in 𝑨. I.e., predicate
prediction 𝑝 𝑗 is manually added a bias

∑𝑛𝑝
𝑖=1 𝑝𝑖𝑨(𝑖, 𝑗) at the training

time. Finally, we use the annotator to supplement predicate labels
during inference on the training set.

The baseline method described above suffers from the long-tail
problem of the dataset, which results in biased labels towards the
head classes and numerous wrong labels being annotated. This
is counterproductive to our original objective. Empirical evidence
suggests that the baseline correlation works well for the head but
not for the tail classes, as discussed in Section 5.5.

To address this issue and provide more accurate and unbiased
label supplementation, we introduce our Tricomethod. Trico takes
into account temporal information and considers three types of
spatio-temporal correlations between predicates-predicates and
predicates-entities to supplement labels that should have been an-
notated but were omitted.

4 METHODOLOGY
In this section, we present the formal introduction of Trico, which
incorporates three spatio-temporal correlations to enhance the la-
bel supplementation process. Fig. 2 shows our overall pipeline. We

first construct the correlation matrices by considering the condi-
tional probability of predicates-predicates and predicates-entities
co-occurrence (Sec. 4.1). Subsequently, we pre-train an auxiliary
annotation model called “Annotator” based on the constructed cor-
relation matrices (Sec. 4.2), and supplement predicate labels on the
training set (Sec. 4.3). Finally, we train the target (unbiased) model
to achieve the unbiased video relation detection (Sec. 4.4).

4.1 Triple Correlation Matrices Construction
We consider three types of correlations that are complementary
and include both spatio-temporal information.
Spatial Predicates-Predicates Correlations. Many predicates
occur conditionally given another predicate occurring in a certain
spatial layout. To take advantage of such spatial cues, we construct
the spatial predicates-predicates correlations matrix 𝑨𝑆 ∈ R𝑛𝑝×𝑛𝑝
by considering the conditional probability of predicate 𝑐𝑝

𝑗
given the

predicate 𝑐𝑝
𝑖
:

𝑨𝑆 (𝑖, 𝑗) = 𝑃 (𝑐𝑝
𝑗
∈ V|𝑐𝑝

𝑖
∈ V). (2)

Temporal Predicates-Predicates Correlations. Due to the tem-
poral continuity of videos, previous video segments can provide
strong cues for supplementing missing predicates in the current seg-
ment. Accordingly, we construct the temporal matrix𝑨𝑇 ∈ R𝑛𝑝×𝑛𝑝
by considering the conditional probability of 𝑐𝑝

𝑗
in the current seg-

ment given the occurrence of 𝑐𝑝
𝑖
in the previous segment, i.e.,

𝑨𝑇 (𝑖, 𝑗) = 𝑃 (𝑐𝑝
𝑗
∈ V𝑐𝑢𝑟 |𝑐𝑝𝑖 ∈ V𝑝𝑟𝑒 ), (3)

where V𝑐𝑢𝑟 is the current video segment, and V𝑝𝑟𝑒 is the previous
video segment. To capture more precise correlations, we only count
the occurrence of predicates within the same subject-object pair
across the two segments.
Predicates-Entities Correlations. The intertwined correlations
between entities and predicates also offers insight for the possible
missing labels. Based on this thought, we construct the predicates-
entities correlations matrix 𝑨𝐸 ∈ R𝑛𝑒×𝑛𝑝 (where 𝑛𝑒 = |C𝑒 |). Simi-
larly, we calculate the conditional probability of predicate 𝑐𝑝

𝑗
given

the occurrence of entity 𝑐𝑒
𝑖
as subject or object:

𝑨𝐸 (𝑟, 𝑖, 𝑗) = 𝑃 (𝑐𝑝
𝑗
∈ V|𝑐𝑒𝑖 ∈ V, 𝑐𝑒𝑖 as 𝑟 ), (4)

where 𝑟 ∈ {s,o} represents the semantic roles ( i.e., subject or
object) of the entity, each channel of 𝑨𝐸 represents the correlation
of subject and object.

4.2 Annotator Training
In order to train a less biased model (called annotator) for missing la-
bel supplementation, we use the constructed correlation matrices to
adjust the predicate predictions. Specifically, for each subject-object
tracklet pair, we consider the model prediction (i.e., the predicate
classification probability 𝑝 𝑗 ) and the correlation prior (denoted as
𝑞 𝑗 ) as multivariate Bernoulli distribution. The desired annotating
output is at least one of them (i.e., either 𝑝 𝑗 or 𝑞 𝑗 ) is correct. Thus,
we adjust the predictions of the initial model as

𝑝 𝑗 = 1 − (1 − 𝑝 𝑗 ) (1 − 𝑞 𝑗 ), 𝑗 = 1, . . . , 𝑛𝑝 , (5)

where (1 − 𝑝 𝑗 ) and (1 − 𝑞 𝑗 ) represent the incorrect probability of
the initial model and the correlation prior, respectively. We then
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1. Triple Correlation Matrices Construction 
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Figure 2: The overall framework of Triple Correlations-guided Missing Label Supplementation, which includes Triple Correla-
tion Matrices Construction, Annotator Training and Missing Label Supplementation.

train the annotator based on the updated prediction 𝑝 𝑗 . Following
VidVRD-II [23], we use binary cross-entropy (BCE) loss and train
the predicate classification branch together with entity classifica-
tion.

To consider different correlations, we model the prior probability
𝑞 𝑗 w.r.t three types of correlations. For simplicity, we define the
function 𝐹∗ (·) as the incorrect prior probability (i.e., 1−𝑞 𝑗 ) for each
type of correlation:
Function of Correlation 𝑨𝑆 . We consider correlation effect of
predicate 𝑗 conditioned on all other predicates. The probability 𝑞 𝑗,𝑖
is contributed by the predicate 𝑖 based on the correlation prior, i.e.,
𝑞𝑖, 𝑗 = 𝑝𝑖𝑨𝑆 (𝑖, 𝑗). By considering all of the prior predictions {𝑞𝑖, 𝑗 }
excluding 𝑖 = 𝑗 , the incorrect prior probability can be calculated as

𝐹𝑆 ( 𝑗) =
∏𝑛𝑝

𝑖=1,𝑖≠𝑗 (1 − 𝑝𝑖𝑨𝑆 (𝑖, 𝑗)) . (6)

Function of Correlation 𝑨𝑇 . Similarly, we can calculate the in-
correct prior from 𝑨𝑇 by considering the prediction of predicate 𝑖
in the previous video segment:

𝐹𝑇 ( 𝑗) =
∏𝑛𝑝

𝑖=1 (1 − 𝑝𝑖,𝑝𝑟𝑒𝑨𝑇 (𝑖, 𝑗)), (7)

where 𝑝𝑖,𝑝𝑟𝑒 denotes the probability of 𝑖-th predicate in the previous
segment.
Function of Correlation 𝑨𝐸 . Finally we compute the correla-
tion prior from 𝑨𝐸 and the entity predictions, considering both
cases where the entity serves as subject or object from the current
predicate 𝑗 . Concretely, the incorrect prior probability function is

𝐹𝐸 ( 𝑗) =
∏

𝑟 ∈{s,o}
∏𝑛𝑒

𝑖=1 (1 − 𝑝𝑟𝑖 𝑨𝐸 (𝑟, 𝑖, 𝑗)), (8)

where 𝑝𝑟
𝑖
denotes the probability of 𝑖-th entity category and serves

as different semantic roles (i.e., subject or object).

4.3 Missing Label Supplementation
After obtaining the annotator model, we use it to supplement pred-
icate labels for each training sample through an inference process.
To ensure high-quality labels, we select candidate samples that 1)
match the ground-truth subject-object pair, and 2) have an entity
classification score higher than the average hitting score.

For each candidate sample (i.e., subject-object pair), we collect
the predicate predictions based on each type of correlation (cf. Eq.
(5)), and calculate the predicate confidence thresholds 𝒕𝑆 , 𝒕𝑇 , 𝒕𝐸 ∈
[0, 1] | C𝑝 | respectively by averaging 𝑝

𝑝

𝑗
from all samples for each

category. Consequently, for each sample (i.e., subject-object pair
𝑖 𝑗 ), the supplemented predicate labels are

P𝑆
𝑖 𝑗 ∪ P𝑇

𝑖 𝑗 ∪ P𝐸
𝑖 𝑗 , where P

∗
𝑖 𝑗 = {𝑐𝑝

𝑘
|𝑝𝑘 > 𝒕∗ (𝑘)}. (9)

4.4 Target (Unbiased) Model Training
In this step, we combine the additional labels (i.e., Eq. (9)) obtained
from the annotator with the original ground-truth labels to train the
final target model. The target model has the same network structure
as the annotator, and we use VRD-STGC [16] and VidVRD-II [23] as
the relation detection pipeline. The objective function for training
the target model is also chosen as a binary cross-entropy (BCE)
loss, which is similar to the one used for training the annotator.
Dynamic Correlation Updating. During the training process of
the target model, we update the correlation matrices based on the
latest prediction results from the model. This allows the correlation
matrices and the VidSGG model to be debiased in an iterative man-
ner. We use a moving average strategy to fine-tune the matrices
during training. Specifically, we calculate the updated correlation
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matrices as a weighted average of the current matrix and the pre-
vious matrix, where the weight is determined by a decay factor.
This allows the matrices to adapt to the changing patterns of the
data and converge to a more accurate representation. We then use
the updated matrices to re-conduct the annotator and supplement
missing labels for the target model training. The moving average
strategy is as follows:

𝑨(𝑡 )
∗ = 𝜂𝑨(𝑡 )

∗ + (1 − 𝜂)𝑨(𝑡−1)
∗ , (10)

where 𝑨∗ ∈ {𝑨𝑆 ,𝑨𝑇 ,𝑨𝐸 }, 𝑡 ≥ 1 indexes the training epoch, and
𝜂 is the hyper-parameter of moving average. Note that 𝑨(0)

∗ is the
initial correlation matrix constructed by making statistics on the
training set, and𝑨(𝑡 )

∗ (𝑡 ≥ 1) is constructed by the prediction results
of the target model.
Logits Smoothing. To balance the learning ability of the model
between head and tail predicates, we propose a strategy called
logits smoothing. This involves reducing the prediction logits of tail
predicates during training, which are less frequently represented
in the training data, in order to shift the training focus towards
them by strengthening the loss value of the tail labels. We useM
to represent the smoothing parameters, which are initialized based
on the distribution of all predicate categories, and then scaled using
hyper-parameters 𝛼 and 𝛽 :

M ⇐ 𝛽M𝛼/max(M𝛼 ) . (11)

During training, we smooth the corresponding prediction logits
of predicates 𝑝 𝑗 by 𝑝 𝑗 −M( 𝑗). This helps to balance the model’s
learning between head and tail predicates and transfer the training
focus to the less represented tail predicates. Our proposed logits
smoothing strategy is simple yet effective and has been found to
be helpful for exploring the tail information.

5 EXPERIMENTS
5.1 Datasets
We conducted experiments on two video relation benchmarks:
ImageNet-VidVRD [24] and VidOR [22]:
ImageNet-VidVRD [24] is the first dataset used for benchmarking
VidSGG and has been widely used in previous research. It con-
sists of 1, 000 videos (with 800 videos for training and 200 videos
for evaluation) from ILSVRC2016-VID and is manually annotated
with video relation instances. The dataset covers 35 categories of
subjects/objects and 132 categories of predicates in total.
VidOR [22] is a large-scale dataset of user-generated videos col-
lected from social media. It covers 80 categories of subjects/objects
and 50 categories of predicates in total. VidOR consists of a train-
ing set with 7, 000 videos, a validation set with 835 videos, and a
testing set with 2, 165 videos. We evaluated our approach using the
validation set.

5.2 Evaluation Tasks and Metrics
Tasks: We follow some standard tasks of ImgSGG [36] for eval-
uation: (1) Predicate Classification (PredCls), where the goal is
to predict the predicate classes given the ground-truth labels and
bounding boxes of objects, and (2) Scene Graph Detection (SGDet),
where the goal is to detect the labels and bounding boxes of objects,
and predict the predicate classes.

Metrics: We use the official evaluation metrics [23, 24] of the VRU
Challenge, including Relation Detection (RelDet) and Relation Tag-
ging (RelTag). We report the average precision (mAP), Recall@K
(R@K,K=50, 100) for RelDet and Precision@K (P@K,K=5, 10) for
RelTag. In addition, following the approach of [5, 28, 29] and [12] we
introduce the mean Recall@K (mR@K) and Mean as key metrics
for evaluating VidSGG.
mR@K: mR@K is calculated by first obtaining recall scores from
the top-K triplet predictions in every video segment and then aver-
aging them w.r.t each predicate category. As discussed in previous
work such as [5, 28, 29], mR@K is considered a more canonical
metric in scenarios with imbalanced data. Therefore, the design of
Trico mainly focuses on optimizing mR@K.
Mean: As discussed in [12], Mean is calculated as the average of
mR@K and R@K. Since R@K tends to favor head predicates and
mR@K tends to favor tail predicates, Mean metric provides a more
balanced performance evaluation across all (head and tail) predi-
cates. Accordingly, we use “Mean” as our primary evaluation
metric in our experiments.

5.3 Implementation Details
Relation Detection Details.We provide details on how we per-
form relation detection for the two datasets used in our experiments:
VRD-STGC [16] and VidVRD-II [23]. (1) VRD-STGC [16]: We use
a Faster-RCNN model to detect objects in each video frame, and
then track the detected objects across the entire video using a Mul-
tiple Object Tracking (MOT) algorithm to obtain tracklets. For each
object pair, we extract RoI-aligned detection and I3D features with
relative motion features. We only consider pairs whose bounding
boxes overlap with the ground truth by more than 0.5 in volume
IoU (vIoU). We then construct a spatial graph and a temporal graph
to filter out incompatible proposals. (2) VidVRD-II [23]: We use
a shot segmentation technique to split the video into segments of
30 frames with 15 frames overlapping. FasterRCNN [21] is used
to detect bounding boxes in each frame, and Seq-NMS [9] is ap-
plied to generate tracklets (i.e., sequences of bounding boxes). The
pipeline then employs RoI Aligned visual features of tracklet re-
gions and the relative position feature of subject-object pairs to
classify relations. Finally, the detected relation instances are asso-
ciated across segments using a simple greedy relation association
algorithm proposed in [24].
Hyper-Parameters. (1) VRD-STGC [16]: To update the dynamic
correlation on VidVRD, we update 𝑨𝑆 ,𝑨𝑇 ,𝑨𝐸 every 10 epochs
with a learning rate of 𝜂 = 1e-4. We train our model using SGD for
a total of 20 epochs with a learning rate of 1e-1. (2) VidVRD-II [23]:
To update the dynamic correlation on VidVRD, we update𝑨𝑆 every
15 epochs with a learning rate of 𝜂 = 1e-5,𝑨𝑇 every 15 epochs with
a learning rate of 𝜂 = 1e-4, and 𝑨𝐸 every 5 epochs with a learning
rate of 𝜂 =1e-4. For logits smoothing, we set 𝛼 = −0.25 and 𝛽 = 40
in all experiments. Other hyper-parameters are set consistently
with VidVRD-II [23]. We train our model for a total of 50 epochs
with a learning rate of 1e-3 using Adam [11].

5.4 Comparison with SOTAs
Performance Comparison on VidVRD. In Table 1, Trico is com-
pared with VidVRD-II [23] on the PredCls task of VidVRD. For fair
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Table 1: Performance (%) of Trico and other baselines on VidVRD [24] dataset in PredCls. LoS: Logits smoothing strategy, i.e.,
Eq. (11). Mean: The average of mR@50/100 and R@50/100.

Relation Detection Relation Tagging
Method mR@50 mR@100 R@50 R@100 Mean mAP P@5 P@10

VidVRD-II [23] 37.09 45.45 44.43 59.28 46.56 47.32 47.30 36.50
+Trico (ours) 36.57 48.10 44.63 59.65 47.24 48.47 48.20 36.40

+Trico+LoS (ours) 37.21 49.15 43.35 59.38 47.27 48.17 48.60 37.45

Table 2: Performance (%) of Trico and other baselines on VidOR [22] dataset in PredCls. S, E, T: using correlation of 𝑨𝑆 ,𝑨𝐸 ,𝑨𝑇

respectively. Mean: The average of mR@50/100 and R@50/100.

Relation Detection Relation Tagging
Method mR@50 mR@100 R@50 R@100 Mean mAP P@5 P@10

VidVRD-II [23] 23.37 29.75 52.06 68.94 43.53 62.11 42.50 32.74
+S (ours) 23.24 30.13 51.73 68.39 43.37 61.49 42.96 32.37
+E (ours) 23.30 30.19 51.94 68.70 43.53 61.69 42.48 32.14
+T (ours) 24.43 31.37 50.36 66.88 43.26 57.97 39.45 30.58

+Trico (ours) 25.00 32.07 50.38 67.43 43.72 57.84 40.34 30.93
+Trico+LoS (ours) 25.02 30.83 50.85 67.46 43.54 59.65 41.03 31.42

Table 3: Performance (%) on VidVRD [24] dataset in SGDet.
Mean: The average of mR@50/100 and R@50/100.

Relation Detection Relation Tagging
Method mR@50 mR@100 R@50 R@100 Mean mAP P@5 P@10

VidVRD [24] - - 5.54 6.37 - 8.58 28.90 20.80
GSTEG [32] - - 7.05 8.67 - 9.52 39.50 28.23
3DRN [2] - - 5.53 6.39 - 14.68 41.80 29.15

VRD-GCN [20] - - 8.07 9.33 - 16.26 41.00 28.50
MHA [26] - - 9.53 10.38 - 19.03 41.40 29.45
TRACE [31] - - 9.08 11.15 - 17.57 45.30 33.50
TSPN [34] - - 11.56 14.13 - 18.90 43.80 33.73

Social Fabric [3] - - 13.73 16.88 - 20.08 49.20 38.45
IVRD [14] - - 12.40 14.46 - 22.97 49.87 35.75

VRD-STGC [16] 8.73 10.21 11.21 13.69 10.96 18.38 43.10 32.24
+Trico (ours) 8.69 10.80 12.18 15.10 11.69 16.22 40.40 31.31
VidVRD-II [23] 12.36 13.33 13.38 14.93 13.50 25.10 52.80 40.05
+Trico (ours) 12.55 13.61 13.09 14.64 13.47 24.25 53.10 39.70

+Trico+LoS (ours) 12.52 13.78 13.24 14.71 13.56 24.10 52.30 39.75

Table 4: Performance (%) on VidOR [22] dataset in SGDet.
Mean: The average of mR@50/100 and R@50/100.

Relation Detection Relation Tagging
Method mR@50 mR@100 R@50 R@100 Mean mAP P@5 P@10

RELAbuilder [41] - - 1.58 1.85 - 1.47 35.27 -
3DRN [2] - - 2.58 2.75 - 2.47 42.33 29.89

MaGUS.Gamma [27] - - 6.89 8.83 - 6.56 40.73 -
MHA [26] - - 6.35 8.05 - 6.59 41.56 32.53

VRD-STGC [16] - - 8.21 9.90 - 6.84 36.78 -
IVRD [14] - - 7.36 9.41 - 7.42 42.70 -
TSPN [34] - - 9.33 10.71 - 7.61 42.22 34.94

Social Fabric [3] 6.74 7.71 9.99 11.94 9.03 11.21 55.16 -
VidVRD-II [23] 2.70 2.83 4.32 5.07 3.73 4.31 44.45 33.59

+S (ours) 3.17 3.32 4.38 5.12 4.00 4.57 44.18 33.63
+E (ours) 2.87 3.01 4.41 5.13 3.86 4.57 44.01 33.49
+T (ours) 3.24 3.43 4.19 4.97 3.96 4.09 41.78 32.30

+Trico (ours) 3.39 3.60 4.14 4.98 4.03 4.06 42.50 32.43
+Trico+LoS (ours) 3.44 3.64 4.36 5.22 4.17 4.24 43.32 33.13

comparison, VidVRD-II is re-implemented in our codebase. Trico
achieves a significant improvement of 2.65% in mR@100 on the
PredCls task, and slight improvements under other metrics like
mAP. Compared to existing methods, Trico only slightly decreases

Table 5: Ablation (%) on VidVRD [24] dataset in PredCls. Base:
The baseline correlation (Sec. 3.2). +T+S+E: Ourmethod Trico.

Head Body Tail
Method mR@100 mR@100 mR@100 mR@100 mAP

VidVRD-II [23] 45.35 78.08 49.55 30.36 47.49
+base 45.84 78.83 54.82 28.24 46.15

+T (ours) 47.66 78.33 51.52 33.65 46.43
+T+S (ours) 48.04 74.74 53.60 34.70 47.40

+T+S+E (ours) 48.10 76.46 56.90 32.77 48.47

under R@K, but increases by 0.71% in Mean, a metric that takes into
account all predicates, indicating that Trico does not sacrifice much
R@K to improve mR@K. Equipping Trico with the logits smoothing
strategy results in improvements under all metrics on the PredCls
task, showing its effectiveness in dealing with the long-tail problem
in predicate distribution.

Additionally, Trico is compared with other SOTAmethods on the
SGDet task in Table 3. Trico is applied to both the VRD-STGC and
VidVRD-II models, resulting in significant improvements. For the
VRD-STGCmodel, Trico achieves a 0.59% improvement in mR@100,
0.97%/1.41% improvement in R@50/100, and 0.73% improvement
in Mean. For the VidVRD-II model, Trico achieves a 0.19%/0.28%
improvement in mR@50/100 and a 0.16%/0.45% improvement in
mR@50/100 when equipped with the logits smoothing strategy.
Performance Comparison on VidOR. In Table 2, we present a
comparison between Trico and VidVRD-II [23] on the PredCls task
for VidOR. Trico achieves a significant improvement in mR@100,
increasing it from 29.75% to 32.07%, which demonstrates its ef-
fectiveness in enhancing the average predicate category capacity.
Using𝑨𝑆 ,𝑨𝐸 , or𝑨𝑇 alone results in comprehensive improvements,
while using𝑨𝑇 alone harms the mAP performance (-4.27%), leading
to unsatisfactory mAP results. We speculate that using 𝑨𝑇 alone
would introduce too many noisy labels. However, after applying
the logits smoothing strategy, this situation is alleviated.
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(a) Labels in head (b) Labels in body (c) Labels in tail

before supplementation after supplementation

Figure 3: Statistical results of label supplementing on VidVRD. Blue: labels before supplementation. Orange: labels after
supplementation.
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Figure 4: Visualization of the generated video scene graph on VidVRD dataset. In the same box, we build a video scene graph of
two adjacent segments in the same video. We have supplemented labels from three kinds of correlations: 𝑨𝑆 in (a), 𝑨𝑇 in (b),
and 𝑨𝐸 in (c). The red labels are supplemented labels and the black labels are the labels before supplementation.

Furthermore, in Table 4, we compare Trico with other SOTA
methods on the SGDet task for VidOR. Trico achieves better perfor-
mance in mR@K and R@K for𝑨𝑆 and𝑨𝐸 compared to the baseline
model. However, using 𝑨𝑇 alone results in a slight decrease in
R@K.

5.5 Ablation Study
We conducted ablation studies to demonstrate the importance of
the three correlations in Trico, as shown in Table 5. To provide a
more detailed comparison, we divided the predicate categories into
three groups based on their occurrence frequency: Head (27), Body
(36), and Tail (69) (cf. Figure 3).

From Table 5, we can observe that the baseline method in the
second row strengthens the ability of the head labels while making

the ability of the tail labels even worse, which is contrary to our
purpose. This is because the supplementary labels from the baseline
method are concentrated on the head class and are thus powerless
in alleviating the long-tail problem. In contrast, Trico considers
the correlations of labels more comprehensively and alleviates the
long-tail problem of the dataset without hurting the prediction
ability of the head labels. This is verified by the results, which
show improvements of 2.08% and 4.53% in the body and tail group,
respectively.

Based on our observations, we noticed that a majority of the
labels supplemented using S (correlation of 𝑨𝑆 ) belonged to the
Body group, such as the labels walk_past and walk_away shown
in Figure 4 (a). The supplementation of these labels led to a more
significant improvement in the performance of the Body group.
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62%
38%

correct supplementing

incorrect supplementing

( a )

( b )
1281 931

The number of votes

The proportion of correctly or incorrectly supplemented triplets

Figure 5: Statistical results of Human Evaluation. (a): The pro-
portion of correctly supplemented triplets. (b): The number
of votes counted, including correct and incorrect supplement-
ing.

Similarly, we observed that using T to supplement missing labels
for both the Body and Tail groups, and using E to supplement
missing labels for the Body group, had similar effects.

We combined the three kinds of correlations to achieve the full
Trico. According to the results, we can see that the proposed corre-
lations complement and promote each other, further proving the
effectiveness and reliability of using these three correlations.

5.6 Human Evaluation
We conducted a manual verification to assess the validity of the
labels we added using Trico based on the three types of correlations.
The results in Tables 1, 2, 3, and 4 already showed that the added
labels improved the performance of the models. However, to further
prove their validity, we visualized missing labels along with their
corresponding video segments and asked volunteers to vote on the
correctness of the added labels.

A total of 28 volunteers were recruited, and 79 additional triplet
labels were randomly selected, resulting in a total of 2, 212 votes.
Volunteers were given enough time to familiarize themselves with
the video clips and understand the relevant content before voting.
As shown in the figure 5, results showed that 62% of volunteers
selected the correct number of people in the triplet label, indicat-
ing that our added labels were reasonable. Overall, we received
1, 281 votes for correct supplementing and 931 votes for incorrect
supplementing, further validating the effectiveness of our method.

5.7 Qualitative Results
Statistical results of the label supplementing on VidVRD. Fig-
ure 3 shows the statistics of the label supplementing results on the
VidVRD [24] dataset. It can be observed that our supplemented la-
bels significantly increase the proportion of tail labels in the entire
dataset. This is important because tail labels are often underrepre-
sented in datasets and can be difficult to learn. By supplementing
these labels with Trico, we can improve the performance of models
that rely on these datasets andmake themmore robust to real-world
scenarios.

<train, {move_right, move_behind, move_towards, move_past}, car>

current labels delayed labels

<bear, {stand_right, stand_behind, walk_behind, walk_right }, car>

delayed labels

(a)

(b)

Figure 6: Supplementation examples of delayed labels. Red:
current missing labels. Green: delayed missing labels.

Visualization for the generated video scene graph on Vid-
VRD. Figure 4 shows some video scene graphs generated after
supplementing labels using Trico. Comparing them to the vanilla
scene graph, our generated scene graphs are able to portray richer
spatio-temporal relations of a dynamic scene. This is because Trico
supplements the original labels in a way that captures more com-
plex correlations between objects and relationships in a video. By
visualizing these relationships in the form of a scene graph, we
can better understand the dynamics of a video and extract more
meaningful information from it.

6 CONCLUSION
In this paper, we focus on the VidSGG task, specifically addressing
the biased distribution and missing annotation issues that inher-
ently exist in the training data and hinder VidSGG performance.
To address this problem, we propose Trico, the first method to
approach VidSGG from an explicit perspective of missing label
supplementation. We explore triple complementary correlations to
guide label supplementation. By capitalizing on the spatio-temporal
cues offered by these correlations, missing labels can be effectively
supplemented to achieve unbiased graph generation. The extensive
results demonstrate the effectiveness of Trico and its state-of-the-
art performance, particularly on tail predicates.

7 LIMITATIONS
In practice, we have observed that some of the predicate labels
supplemented by temporal correlation correspond to events that
are about to happen but have not yet occurred, as depicted in
Figure 6. Although this is not entirely accurate, it is still consistent
with the trend of the video and can provide useful cues for the
model to generate video scene graphs. In future work, it would be
interesting to investigate the impact of delayed labels and how to
better handle such cases.
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