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ABSTRACT
With the emergence of VR and AR, 360° data attracts increasing
attention from the computer vision and multimedia communities.
Typically, 360° data is projected into 2D ERP (equirectangular pro-
jection) images for feature extraction. However, existing methods
cannot handle the distortions that result from the projection, hin-
dering the development of 360-data-based tasks. Therefore, in this
paper, we propose a Transformer-based model called DATFormer
to address the distortion problem. We tackle this issue from two
perspectives. Firstly, we introduce two distortion-adaptive modules.
The first is a Distortion Mapping Module, which guides the model
to pre-adapt to distorted features globally. The second module is a
Distortion-Adaptive Attention Block that reduces local distortions
on multi-scale features. Secondly, to exploit the unique characteris-
tics of 360° data, we present a learnable relation matrix and use it as
part of the positional embedding to further improve performance.
Extensive experiments are conducted on three public datasets, and
the results show that our model outperforms existing 2D SOD
(salient object detection) and 360 SOD methods. The source code is
available at https://github.com/yjzhao19981027/DATFormer/.

CCS CONCEPTS
• Computing methodologies → Interest point and salient
region detections;

KEYWORDS
360 SOD, transformer, distortion-adaptive, positional embedding

ACM Reference Format:
Yinjie Zhao, Lichen Zhao, Qian Yu∗, Lu Sheng, Jing Zhang, and Dong Xu.
2023. Distortion-aware Transformer in 360° Salient Object Detection. In
Proceedings of the 31st ACM International Conference on Multimedia (MM
’23), October 29–November 3, 2023, Ottawa, ON, Canada. ACM, New York,
NY, USA, 10 pages. https://doi.org/10.1145/3581783.3612025

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
MM ’23, October 29–November 3, 2023, Ottawa, ON, Canada.
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0108-5/23/10. . . $15.00
https://doi.org/10.1145/3581783.3612025

Figure 1: Top: The 360° data is mapped to an ERP image via
equirectangular projection, during which the geometric de-
formation is introduced. Bottom: The Motivation of Relation
Matrix. In most 360° images, the most salient objects are
located near the equator, which corresponds to the middle
region in an ERP image. In this work, we use the cosine func-
tion to encode the spatial prior on the sphere.

1 INTRODUCTION
In recent years, with the development of virtual reality (VR) and
augmented reality (AR) technologies, a new form of data called
360° omnidirectional images1 or panoramic image has emerged and
attracted increasing attention from academia. Essentially, 360° im-
ages are spherical data captured by a camera from all angles and
then projected onto a 2D image plane through equirectangular
projection, resulting in ERP images (as shown in Fig. 1). Detecting
salient objects in 360° data, known as 360 SOD, is arguably one of
the most practical computer vision tasks in the 360° field and holds
great significance in 360 recognition, 360 object detection and other
related applications. Unfortunately, compared to 2D SOD, 360 SOD
has received less attention, and there is still much to be explored in
this field.

Given the similarity between 2D SOD and 360 SOD, one pos-
sible approach is to directly apply 2D SOD methods to 360 SOD.

∗Qian Yu is the corresponding author.
1In this paper, we use 360° images or 360° data interchangeably.
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Currently, 2D SOD methods can be categorized into two types
based on their foundation models: convolution-based SOD meth-
ods and Transformer-based SOD methods. Convolution-based SOD
methods, such as EGNet [43] and GateNet [45], typically utilize
an encoder-decoder structure and have achieved impressive re-
sults. With the emergence of Transformer [31], Transformer-based
SOD methods, such as VST [20], have been proposed and achieved
comparable results. These 2D SOD methods can deliver reasonable
performance when applied to 360 SOD.

However, applying the aforementioned 2D SOD methods to 360
SOD without considering the unique characteristics of 360° data
cannot further improve performance. As depicted in Fig. 1, due to
the intrinsic spherical nature of 360° data, ERP images will exhibit
distortions after undergoing the equirectangular projection process.
Specifically, there are two main types of distortions: First, small
regions near the poles on the original sphere will be stretched on
an ERP image; Second, large objects that appear near the equator
will exhibit a fisheye effect on an ERP image, such as the castle in
the example of Fig. 1.

Existing methods that are specifically designed for 360 SOD
focus on handling the first type of distortion while ignoring the
second one. One solution is to integrate a distortion adaptation
module into the 2D SOD method, e.g., DDS [16]. They divide and
merge the ERP image by image cropping or segmentation to reduce
the effect of distortions. However, the improvement achieved by
these methods is very limited. Another solution is to design a new
projection strategy that avoids distortions. Specifically, FANet [13]
and MPFR-Net [4] use a cube-projection-based method, which re-
sults in smaller geometric deformations. Unfortunately, the cube-
projection-based method may cause severe object-splitting prob-
lems that affect the object’s integrity due to boundary discontinuity
issues [3, 32]. Additionally, we observed that the cube-projection-
based method [13] may suffer from poor training stability.

To address the aforementioned problems, we propose a novel
distortion-aware Transformer-based model for 360 SOD, named
DATFormer. The model is essentially an encoder-decoder structure.
Following the recent method proposed for 2D SOD called Visual
Saliency Transformer (VST) [20], we adopt the Transformer model
named T2T ViT [39], which has been pre-trained on ImageNet,
as the encoder and the Reverse T2T of VST as the decoder. This
design is intended to leverage the knowledge of the pre-trained
model learned from 2D natural images. Our proposed model has
two key components that account for the distortions in ERP im-
ages introduced by equirectangular projection: First, we design two
distortion-adaptive modules in the decoder: the Distortion Mapping
Module and the Distortion-adaptive Attention Block. Second, we
introduce a novel relation matrix that provides prior information
to the model. Specifically, we incorporate the Distortion Mapping
Module equipped with deformable convolution between the en-
coder and decoder. This module guides the model to globally pre-
adapt to distorted features extracted by the encoder. Building on
this pre-adaptation, the Distortion-adaptive Attention Block in the
decoder further alleviates local distortions on multi-scale features
to enable the model to generate accurate result. Furthermore, we
observed that the fisheye effect is more severe for large objects that
are closer to the equator area in the original 360° images. Therefore,
we encode this prior information as a relation matrix and feed it

into the model along with positional embedding. We show that
the relation matrix is beneficial for detecting objects, especially for
those affected by the second type of distortion mentioned above.We
conduct extensive experiments on three public 360 SOD datasets,
including the 360-SOD dataset [16], the F-360iSOD-A dataset [42],
and the 360-SSOD dataset [22]. The experimental results demon-
strate the effectiveness of these new modules and the superiority
of our proposed model over existing state-of-the-art methods.

In summary, the contributions of this work are three-fold:
• We propose a novel distortion-aware Transformer-based
model, namely DATFormer, for 360 SOD.

• We introduce a Distortion Mapping Module and a Distortion-
adaptive Attention Block that are specifically designed to
handle distortions. Additionally, a novel relation matrix is
proposed to represent the relationship between 360° data
and ERP images. This relation matrix is incorporated as
part of the positional embedding to further improve model
performance.

• We evaluate the new model on three public 360 SOD datasets
and compare it with existing 2D SOD and 360 SOD meth-
ods. The experimental results show that our new model
outperforms the existing methods, achieving state-of-the-art
performance on the 360 SOD task.

2 RELATEDWORK
2.1 2D SOD Methods
Over the past decade, deep learning approaches have dominated the
state-of-the-art performance of 2D SOD, and CNN-based methods
have become mainstream in SOD. 2D SOD methods usually adopt a
framework of down-sampling or down-sampling combined with up-
sampling to utilize the multi-scale feature. Among all CNN-based
methods, most have attempted to develop new modules or struc-
tures. For example, [17] proposed a multi-scale cascade structure
that better consolidates contextual information and intermediate
saliency priors. [33] proposed a framework with a stage-wise re-
finement mechanism and designed a pyramid pooling module to
generate multi-level features. [11] proposed a shortcut mechanism
to integrate high-level features into low-level features and calculate
the loss function with all the results of each scale. [45] proposed
a simple gated network to adaptively control the amount of in-
formation between the encoder and decoder. Others have tried to
find new forms of supervision. For example, both [43] and [29]
proposed to leverage edge map as guidance to improve the model’s
performance on the edges of salient objects. [37] designed a Partial
Decoder and a Holistic Attention Module to generate an initial
salient map as new supervision. [44] proposed a new perspective
of incorporating depth constraints into the learning process

In recent years, the Transformer model has gained popularity,
and many researchers have attempted to apply it to visual tasks.
Recent works such as [7, 21, 39] proposed several Transformer-
based models and pre-trained on ImageNet [6]. Among them, T2T
ViT [39] proposed a Tokens-to-Token module, which is a down-
sampling process in essence. Based on this, a new Transformer-
based SOD method called Visual Saliency Transformer(VST) [20]
was developed. VST used the pre-trained T2T ViT model as an
encoder and designed a reverse Tokens-to-Token module, which
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is an up-sampling process in the decoder. Besides, VST leveraged
both the salient map and edge map as supervision and designed a
salient token and contour token to generate each map as a query.
VST not only uses a relatively simple structure, but also achieves
remarkable performance.

2.2 Methods on 360° Image
Distortion is a common problem in the 360° field, and there are two
main categories of methods proposed to address it. The first cate-
gory is to directly design a distortion adaptation module to accom-
modate the ERP images. For example, [41] proposed a Deformable
Patch Embedding(DPE) module and a Deformable MLP(DMLP)
module to make their model more adaptable to irregular deforma-
tion in ERP images. [30] proposed distortion-aware convolution
filters for dense prediction in ERP images. [10] replaced standard
convolution with equirectangular convolutions, which are specifi-
cally designed for projected ERP images. The second category of
methods to address distortion in 360° images is designing new pro-
jection methods. There are mainly four different types of projection:
equirectangular projection, cube projection [3], icosahedron projec-
tion [15, 38, 40], and tangent projection [18]. Currently, equirectan-
gular projection is still the most commonly used approach.

Though many methods are proposed to address distortion is-
sue in 360° images, few are designed for 360 SOD. [16] proposed
a distortion adaptation module, which divides the original image
into blocks and then integrates them. [13] proposed a model that
separately extracts features from equirectangular projection and
cube projection and then fuses them. [4] proposed a better cube-
projection-based method than [13]. Moreover, [2, 22] proposed
multi-stage models to tackle 360 SOD. Furthermore, [36] proposed
a Transformer-based method while [12] proposed a lightweight
method. Although many of them achieve good results, some are
either too cumbersome [13, 22] or ineffective for the distortion
problem like [16, 36]. It is worth noting that 360 SOD is different
from the task of 360 object detection (OD). Specifically, 360 OD is
class-specific while 360 SOD is class-agnostic, focusing on separat-
ing foreground objects from the background without recognizing
their precise categories. 360 SOD is more sensitive to distortions
than 360 OD.

Several methods attempt to incorporate spatial priors in ERP
images for 360 tasks. [19] addressed the Distortion Rectification task
by training a distortion distribution map. [23] proposed a distortion
map and concatenated it with the original input. [27] tackled the
distortion problem by establishing a one-to-one correspondence
between the ERP image and the spherical position. In this work,
we propose a new strategy to exploit the spatial prior for 360 SOD.

3 METHODOLOGY
3.1 Overall Architecture
The goal of this work is to perform salient object detection (SOD)
on ERP images converted from 360° data. The input is an ERP im-
age and the output is its corresponding salient map. The overall
architecture of our proposed DATFormer is illustrated in Fig. 2.
Similar to VST [20], the model comprises two parts: the encoder
and the decoder, which correspond to the down-sampling and the
up-sampling processes, respectively. Given that the aspect ratio of

an ERP image is usually 1:2, which is different from ordinary images
due to the 180°:360° ratio of the latitude and longitude in a sphere,
we first adapt the structure of T2T ViT as our encoder and then use
the Reverse T2T as our decoder. To address the distortion problem,
we introduce two distortion adaptation modules in the decoder:
a Distortion Mapping (DM) module and a Distortion-adaptive At-
tention (DA) block. These modules are designed to alleviate the
distortions that occur in ERP images. Furthermore, to account for
the location distribution of objects in 360° data, we present a Rela-
tion Matrix (RM) to encode this prior information and feed it into
the model along with positional embedding.

3.2 Modified T2T and Reverse T2T
The encoder of our proposed DATFormer model consists of three
T2T blocks and a Transformer layerwith 14 Transformer blocks [31].
Given an ERP image with dimensions of 𝐻 ×𝑊 , the encoder down-
samples it to dimensions of 𝐻

16 × 𝑊
16 . T2T is a Tokens-to-Token

module proposed by T2T ViT [39]. The T2T module employs a
sliding window to split overlapped patches, referred to as soft split.
Two self-attention layers are positioned before and after the second
soft split. Specifically, among the three soft split steps, the sliding
window sizes are set to be 𝑘 = [7, 3, 3], with stride of 𝑠 = [3, 1, 1],
and padding size of 𝑝 = [2, 1, 1], respectively. Therefore, we can
acquire multi-level tokens 𝑇1 ∈ R𝑙1×𝑐 , 𝑇2 ∈ R𝑙2×𝑐 and 𝑇3 ∈ R𝑙3×𝑐 ,
where 𝑙1 = 𝐻

4 × 𝑊
4 , 𝑙2 = 𝐻

8 × 𝑊
8 and 𝑙3 = 𝐻

16 × 𝑊
16 , and 𝐻 and𝑊

represent the height and width of the input ERP images. Follow the
appraoch VST [20], we set 𝑐 = 64 and use a linear projection layer
on 𝑇3 to transform its embedding dimension from 𝑐 to 𝑑 = 384. In
VST, both𝐻 and𝑊 are set to be 224. However, given that the aspect
ratio of an ERP image is typically 1:2, we set the height of the input
image to 224 and the width to 448. The encoder is initialized using
T2T ViT that has been pre-trained on the ImageNet dataset.

The decoder of our model consists of a DMmodule, three Reverse
T2T (RT2T) blocks, two DA modules, and two output heads, one for
saliency detection and the other for edge detection. The decoder
progressively restores the feature map from 𝐻

16 ×
𝑊
16 back to 𝐻 ×𝑊 .

RT2T is the inverse of T2T and upsamples tokens by folding each
high-level token into a low-level token. The three RT2T modules
correspond to three T2T modules with sliding window sizes of
𝑘 = [3, 3, 7], 𝑠 = [1, 1, 3], and 𝑝 = [1, 1, 2]. To ensure channel
alignment, all embedding dimensions are projected from 𝑐 = 64 to
𝑑 = 384.

3.3 Distortion Mapping
Inspired by [35], we propose a Distortion Mapping (DM) Module
as our first distortion-adaptive module. As shown in Fig. 2(b), the
DM module divides the feature map extracted by the encoder into
tokens. To make the model more globally adaptable to the distortion
of ERP images, we utilize deformable convolution [5] to learn a
distortion-adaptive matrix that represents the importance of each
position. We then multiply this matrix with the original features
to emphasize important features. The formula for the DM is as
follows:

𝐷𝑀 = 2 × 𝜎 (𝐺𝐸𝐿𝑈 (𝐵𝑁 (𝐷𝐶𝑜𝑛𝑣 (𝐹𝑖 )))) (1)

𝐹𝑜 = 𝐷𝑀 ⊗ 𝐹𝑖 (2)
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Figure 2: (a) Overview of our framework. The ERP image is down-sampled through three T2T operations. Meanwhile, the
relation matrix, which has the same size as the input 360° image, goes through a scale regulator module for dimension matching.
The final features are generated by adding the down-sampled features and relation matrix with positional embedding and then
passing through the Transformer layers. Before upsampling, the features pass through (b) a Distortion Mapping Module (DM)
to adapt to the distortion. Upsampling is then performed through RT2T with (c) the Distortion-adaptive Attention Block (DA).
Finally, the saliency map and edge map are predicted by the saliency detection head and edge detection head, respectively.

where 𝐹𝑖 represents the input features extracted by the encoder,
𝐹𝑜 indicates the output of this module, and DConv represents de-
formable convolution. Specifically, we adopt deformable convo-
lution to extract the distortion features. Then we normalize this
matrix to the range [0,2]. Values greater than 1 indicate more im-
portance, while less than 1 is less important. Finally, we multiply
this weight matrix with the original feature map to guide the model
to pay attention to the more important part of the features.

We position the DM module right after the encoder to globally
highlight the distorted regions in the features. Thus, the decoder
has a pre-adaptation for distortion before the decoding process.

3.4 Distortion-adaptive Attention Block
Apart from using the DM module for pre-adaptation, we also at-
tempted to adapt the Transformer block [31] to distortions without
significantly modifying its original structure. As shown in Fig. 2,
we propose a Distortion-adaptive Attention (DA) Block by insert-
ing a deformable convolution before the feedforward layers. Al-
though the image is divided into tokens using sliding windows,
it still retains its relative positional characteristics. Therefore, it
is easy to restore the tokens back to the image size and incorpo-
rate convolution-based modules into the Transformer block. The

formula is as follows:

𝐹𝑐 = 𝑅𝑒𝑠ℎ𝑎𝑝𝑒 (𝑀𝑆𝐴(𝐹𝑖 )) (3)

𝐹 ′𝑐 = 𝑅𝑒𝑠ℎ𝑎𝑝𝑒 (𝐷𝐶𝑜𝑛𝑣 (𝐹𝑐 )) (4)

𝐹𝑜 = 𝑀𝐿𝑃 (𝐹 ′𝑐 ) (5)

where “MSA" stands for Multi-head Self-Attention, “Reshape" refers
to a reshaping operation and “DConv" indicates deformable convo-
lution. As shown in Fig. 2(c), we insert the deformable convolution
in between the MSA and MLP. Specifically, the input token 𝐹𝑖 of
MSA has dimensions of [𝐵,𝐻 ∗𝑊,𝐶] (where 𝐵 is the batch size, 𝐻
and𝑊 represent the height and width of the features, respectively.
𝐶 denotes the number of channels). The input feature map 𝐹𝑐 of
DConv has dimensions of [𝐵,𝐶, 𝐻,𝑊 ]. The input 𝐹 ′𝑐 and output 𝐹𝑜
of MLP have the same dimensions of [𝐵,𝐻 ∗𝑊,𝐶]. To ensure that
each module has a compatible size, we reshape the one-dimensional
tokens into two-dimensional features after the MSA and then revert
the two-dimensional features back to one-dimensional tokens after
the DConv. Therefore, we can insert DConv in the middle of the
attention module to consider the distortion information.

During the up-sampling, we replace the regular attention blocks
with the two DA Blocks, which are inserted right after the first
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Figure 3: Comparison of the qualitative results achieved by different methods on the 360-SOD dataset.

and second RT2T modules. This allows our model to effectively
alleviate local distortions over different scales of features.

3.5 PE with Relation Matrix
Upon observing the 360° images, we noticed that the fisheye effect
is more severe for large objects closer to the equator area in the
original 360° image. As a result, these distorted objects mainly
appear in the middle regions of the ERP images. To address this
issue, we aim to incorporate this spatial prior into our model.

We represent this spatial prior by taking the cosine of the latitude
in 360° spherical data and projecting it into an ERP image to create
an initialized relation matrix (RM). The cosine function’s value is
close to 1 when the latitude is closer to the equator and close to 0
otherwise, which allows the model to pay more attention to objects
near the equator area. The relation matrix is initialized as Eq. 6.

𝑚𝑎𝑡𝑟𝑖𝑥 [𝜙, 𝜃 ] = cos𝜃 (6)

where 𝜙 ∈ (−𝜋, 𝜋) and 𝜃 ∈ (−𝜋
2 ,

𝜋
2 ) correspond to longitude and

latitude on the sphere, respectively. The relationship between 𝜙, 𝜃

and the coordinates of the ERP image is shown below.

𝜙 =
𝑤 −𝑊 /2

𝑊
× 2𝜋, 𝜃 =

ℎ − 𝐻/2
𝐻

× 𝜋 (7)

where 𝐻 , 𝑊 represent the height and width of the ERP image,
respectively. ℎ, and𝑤 represent the vertical and horizontal coordi-
nates of the ERP image, respectively.

In T2T ViT, the positional embeddings are added after the three
down-sampling T2T modules. As shown in Fig. 2, we design a

simple CNN structure called Scale Regulator that performs down-
sampling three times. Thus, the scale regulator can modify the size
of the matrix to match the size of positional embedding. In addition,
the scale regulator makes the relation matrix learnable instead of
fixed. Finally, we add the relation matrix and positional embedding
and then feed them into subsequent model layers.

3.6 Objectives
We use the binary cross-entropy loss as the loss function when
training the saliency detection head and the edge detection head,
which is calculated as Eq. 8.

𝐿 = − 1
𝑊 × 𝐻

𝑊∑︁
𝑤=1

𝐻∑︁
ℎ=1

[𝐺𝑤ℎ ln 𝑃𝑤ℎ + (1 −𝐺𝑤ℎ) ln(1 − 𝑃𝑤ℎ)] (8)

where𝑊 and 𝐻 denote the width and height of the ERP image,
respectively. For the saliency loss, 𝐺𝑤ℎ refers to the ground truth
saliency score at location (𝑤,ℎ), and 𝑃𝑤ℎ denotes the predicted
saliency score at location (𝑤,ℎ). For the edge loss, 𝐺𝑤ℎ and 𝑃𝑤ℎ

refer to ground truth and predicted edge intensity values at location
(𝑤,ℎ), respectively.

In addition to the saliency map, we also use the edge map as a
supervision, similar to [43]. Edge maps are generated from saliency
maps and only capture the edges of salient objects. Thus, the total
loss function 𝐿𝑡𝑜𝑡𝑎𝑙 is defined as Eq. 9.

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐿𝑠𝑎𝑙 + 𝐿𝑒𝑑𝑔𝑒 (9)

𝐿𝑠𝑎𝑙 and 𝐿𝑒𝑑𝑔𝑒 denote saliency map loss and edge loss, respectively.
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2D SOD Methods 360 SOD Methods
Datasets Metric EGNet[43] GateNet[45] VST[20] ZoomNet[24] DDS[16] FANet[13] Ours
360-SOD 𝑀𝐴𝐸 ↓ 0.0597 0.0226 0.0217 0.0223 0.0230 0.0207 0.0174

𝑚𝑎𝑥𝐹 ↑ 0.3194 0.7398 0.7193 0.7230 0.7241 0.7699 0.7928
𝑚𝑒𝑎𝑛𝐹 ↑ 0.2889 0.7119 0.6965 0.7103 0.6960 0.7484 0.7742
𝑚𝑎𝑥𝐸 ↑ 0.7324 0.8805 0.8794 0.8485 0.9058 0.9001 0.9191
𝑚𝑒𝑎𝑛𝐸 ↑ 0.6550 0.8456 0.8607 0.8357 0.8653 0.8727 0.9071
𝑆𝑚 ↑ 0.5901 0.8053 0.8093 0.8050 0.8030 0.8261 0.8493

F-360iSOD-A 𝑀𝐴𝐸 ↓ 0.0772 0.0371 0.0424 0.0359 0.0562 0.0388 0.0361
𝑚𝑎𝑥𝐹 ↑ 0.2010 0.5025 0.4927 0.5208 0.2578 0.5414 0.5455
𝑚𝑒𝑎𝑛𝐹 ↑ 0.1739 0.4873 0.4707 0.5127 0.1556 0.5242 0.5371
𝑚𝑎𝑥𝐸 ↑ 0.6755 0.7596 0.8043 0.7558 0.6428 0.7856 0.7661
𝑚𝑒𝑎𝑛𝐸 ↑ 0.6003 0.6838 0.7238 0.6859 0.3867 0.7355 0.7295
𝑆𝑚 ↑ 0.6032 0.7628 0.7403 0.7526 0.5779 0.7901 0.7664

360-SSOD 𝑀𝐴𝐸 ↓ 0.0618 0.0280 0.0300 0.0279 0.1862 0.0554 0.0261
𝑚𝑎𝑥𝐹 ↑ 0.2605 0.6381 0.6351 0.6198 0.1544 0.5525 0.6573
𝑚𝑒𝑎𝑛𝐹 ↑ 0.2247 0.6100 0.5802 0.5946 0.1518 0.4929 0.6440
𝑚𝑎𝑥𝐸 ↑ 0.7184 0.8602 0.8565 0.8349 0.5803 0.7801 0.8648
𝑚𝑒𝑎𝑛𝐸 ↑ 0.6181 0.8143 0.7922 0.7869 0.4904 0.7241 0.8322
𝑆𝑚 ↑ 0.5580 0.7644 0.7549 0.7411 0.4623 0.6568 0.7698

Table 1: Comparison of the quantitative results achieved by our proposed model and six state-of-the-art methods on 360 SOD
dataset, F-360iSOD dataset, and 360-SSOD dataset. All results were obtained through our experiments.

4 EXPERIMENT
4.1 Datasets and Evaluation Metrics
Datasets. We evaluated our model on three publicly available
datasets. The first dataset, called the 360-SODdataset [16], consists
of 500 ERP images that are divided into 400 training images and
100 testing images. This dataset was collected from various omnidi-
rectional video datasets, such as [3, 26]. The second dataset, called
F-360iSOD dataset [42], comprises one training set and two test-
ing sets: F-360iSOD-train, F-360iSODtestA, and F-360iSOD-testB.
F-360iSODtrain and F-360iSODtestA contain 68 and 17 equirect-
angular images, respectively, from the Salient!360 [26], while F-
360iSOD-testB contains 22 ERP images from another panoramic
image dataset named Stanford360 [28]. The third dataset, named
360-SSOD dataset [22], consists of 1105 equirectangular 360° im-
ages, including 850 training images and 255 testing images.
Evaluation Metrics. To evaluate our proposed model, we used
four quantitative evaluation metrics to compare our method with
other baseline methods, including Structure measure [8], F-measure,
E-measure [9], and Mean Absolute Error (MAE) [1]. Specifically,
Structure measure (𝑆𝑚) evaluates the region-aware and object-
aware structural similarity of the predicted saliency map with the
ground truth. F-measure considers both precision and recall. Enh-
anced-alignment measure (E-measure) takes into account pixel-
level and image-level errors simultaneously. Mean Absolute Error
(MAE) computes pixel-wise average absolute error. For F-measure
and E-measure, we also calculated the maximum value and average
value of the metric across all test images.

4.2 Implementation Details
Considering the domain bias of the three datasets, we trained and
tested the models separately on the three datasets. We followed the
way used in [43] to generate contour maps from the GT saliency
map to compute edge loss. To augment the training data, we used
random cropping and random flipping. Specifically, we first resized
each ERP image to 512 × 256 and then randomly cropped image
regions of size 448 × 224 as the model input. Finally, we randomly
flipped the image to further increase the diversity of the training
data.

During the training process, we modified the pre-trained 𝑇 2𝑇 −
𝑉𝑖𝑇𝑡−14model by doubling the parameters of positional embedding
to match the input size of 448 × 224. We set the batch size to 4 and
the total training steps to 70,000. To optimize the model, we adopted
the Adam optimizer [14] . The initial learning rate is set to 0.0001
and is decayed to the previous value of 0.1 at 45,000 steps and 60,000
steps. We implemented our model using Pytorch [25] and trained
it on an RTX 2080Ti GPU.

4.3 Comparison with Baseline Methods
We compared our model with six state-of-the-art CNN-based SOD
models, including four 2D SOD models: EGNet[43], GateNet[45],
VST[20], ZoomNet[24], as well as two 360 SOD models: DDS[16]
and FANet[13]. For 2D SOD methods and FANet, we used the re-
spective models’ default parameters for training and then fine-
tuned them to find the best experimental results. For DDS, we
re-implemented the code of DDS using PyTorch and re-trained the
model on F-360iSOD and 360-SSOD datasets.

As shown in Table 1, our proposed model outperforms all pre-
vious state-of-the-art 2D and 360 SOD models on 360-SOD and
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Figure 4: Comparison of the qualitative results achieved by different model variants on the 360-SOD dataset.

Metrics VST Baseline Baseline+DA-parallel w/o DA w/o DM w/o PE w/o RM Ours
𝑀𝐴𝐸 ↓ 0.0217 0.0203 0.0198 0.0193 0.0194 0.0199 0.0184 0.0174
𝑚𝑎𝑥𝐹 ↑ 0.7193 0.7582 0.7676 0.7667 0.7766 0.7481 0.7855 0.7928
𝑚𝑒𝑎𝑛𝐹 ↑ 0.6965 0.7375 0.7362 0.7487 0.7586 0.7306 0.7724 0.7742
𝑚𝑎𝑥𝐸 ↑ 0.8794 0.8882 0.8972 0.9062 0.8932 0.8774 0.9005 0.9191
𝑚𝑒𝑎𝑛𝐸 ↑ 0.8607 0.8681 0.8799 0.8908 0.8829 0.8617 0.8871 0.9071
𝑆𝑚 ↑ 0.8093 0.8189 0.8341 0.8399 0.8459 0.8310 0.8436 0.8493

Table 2: Ablation analysis of the proposed model on the 360-SOD dataset.

360-SSOD datasets. On the F-360iSOD dataset, our model achieves
comparable results as other models. As illustrated in Fig. 3, our
model produces better detection results for objects with or without
distortions. Specifically, our model shows better integrity in detect-
ing large and distorted objects, and performs better in capturing the
details of small objects. Furthermore, we observed that our model
is capable of detecting objects that are separated on both sides of
the image, while other models either lack integrity or details in
such cases. This can be attributed to the fact that our model is
equipped with distortion-adaptive modules and a relation matrix,
which enable it to handle challenging cases more effectively.

4.4 Ablation Study
In this section, we will demonstrate the effectiveness of the indi-
vidual components. The experimental results on 360-SOD dataset
are shown in Tab. 2.
Modified T2T and RT2T. Although both our baseline model and
VST use the T2T and RT2T modules, we modified and expanded
the T2T module to adapt it to the input size of the ERP images

(as described in Sec. 3.2). As shown in Table 2, our baseline model
has significantly improved the results compared to the VST model,
demonstrating the effectiveness of our modified structure. However,
while both VST and baseline methods can detect a few objects in
the ERP images, they perform relatively poorly on distorted objects
compared with other variants, as illustrated in Fig. 4.
Distortion Adaptive Modules. In our proposed model, we in-
troduced two distortion adaptation modules, Distortion-adaptive
Attention Block (DA) and Distortion Mapping (DM). As shown
in Table 2, we evaluated the performance of different variants by
removing these two modules individually ("w/o DA" and "w/o DM")
and observed that each module contributes to the overall perfor-
mance of the model. As illustrated in Fig. 4, the detection results
of "w/o DA" and "w/o DM" are much worse than our final model,
particularly for the cases with fisheye effect distortions.

Additionally, we experimented with incorporating our DA mod-
ule into the Encoder of the baseline model and making it paral-
lel with the Transformer layer, denoted as "Baseline+DA-parallel".
However, through our experiments, we found that while adding the
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Figure 5: Visualization of Relation Matrix with different prior maps after the Scale Regulator. The bottom figures show the
outputs of the first 12 channels.

Metrics w/o RM RM with Sine RM with blank image Ours
𝑀𝐴𝐸 ↓ 0.0184 0.0193 0.0194 0.0174
𝑚𝑎𝑥𝐹 ↑ 0.7855 0.7653 0.7756 0.7928
𝑚𝑒𝑎𝑛𝐹 ↑ 0.7724 0.7470 0.7577 0.7742
𝑚𝑎𝑥𝐸 ↑ 0.9005 0.8853 0.8943 0.9191
𝑚𝑒𝑎𝑛𝐸 ↑ 0.8871 0.8746 0.8829 0.9071
𝑆𝑚 ↑ 0.8436 0.8375 0.8406 0.8493

Table 3: Comparison of results obtained on the 360-SOD dataset by using different prior maps in the relation matrix.

DAmodule in the Encoder did have a certain effect compared to the
Baseline model, its performance was not as good as that achieved
by using the DA module in the Decoder (i.e., our final model).
Relation Matrix. In our proposed model, a relation matrix is
introduced to encode the spatial prior in the ERP images. As shown
in Tab. 2, the comparison between "Ours" and "w/o RM" demon-
strates that adding the relation matrix to positional embedding can
further improve performance. Furthermore, by comparing the re-
sults achieved by the model variant "w/o PE" and "Ours", we can see
that the relation matrix is a complement to the original positional
embedding rather than a replacement.

Besides, we compared the effect of using different prior maps in
RM. The reason we chose the cosine function is due to the spatial
distribution of objects in 360° data. Our statistical analysis revealed
that approximately 85% of the objects in 360-SOD dataset are con-
centrated in the center, where these objects are distorted to varying
degrees by the fisheye effect. The performance of the model variants
of replacing cosine function with a sine function or a blank image
are shown in Tab. 3. Both the sine function and blank image have a
negative effect on the model, suggesting that these spatial priors
are not suitable. Moreover, as shown in Fig. 5, different initialized
relation matrix represent different spatial priors, and the features
learned by scale regulator strongly depend on the initialized relation

matrix. Appropriate spatial priors, such as using cosine function,
can guide the model to pay attention to the expected regions of
interest.

5 CONCLUSION
In this paper, we have explored the characteristics of ERP images
and developed a Transformer-based model for 360 SOD. To handle
the distortion problem of ERP images, we proposed two distor-
tion adaptive modules, named Distortion Mapping and Distortion-
adaptive Attention block, to make the model more adaptable to
the distortion in ERP images. We also designed a relation matrix
to formulate spatial prior of 360° data and used it along with posi-
tional embedding. The experimental results show that our model
outperforms existing 2D SOD and 360 SOD methods, achieving
new state-of-the-art performance.
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APPENDIX
Comparison with More Baseline Methods
For the latest 360 SOD methods, we were unable to compare them
on all datasets due to some methods not being open-source yet.
Therefore, we conducted comparisons on common evaluation met-
rics specifically on the 360-SOD dataset. We have included two
additional 360 SOD methods, i.e.,MPFR-Net [4] and MFFPANet [2],
for comparison. The results are presented in Table A1. It should be
noted that the results of these two methods were directly copied
from their original papers. It is evident that our proposed method
outperforms bothMPFR-Net andMFFPANet on the 360-SODdataset,
even though MFFPANet is a multi-stage method.

In addition, we compared our method with a very recent SOD
method, MENet (CVPR 2023) [34]. However, it should be noted
that MENet is primarily designed for 2D natural images and not
optimized for handling 360° data. As a result, MENet exhibited
relatively lower performance compared to our method on the 360-
SOD dataset.

Methods 𝑀𝐴𝐸 ↓ 𝑚𝑎𝑥𝐹 ↑ 𝑚𝑒𝑎𝑛𝐹 ↑ 𝑚𝑎𝑥𝐸 ↑ 𝑚𝑒𝑎𝑛𝐸 ↑ 𝑆𝑚 ↑
MPFR-Net 0.019 - 0.754 - 0.892 0.842
MFFPANet 0.019 0.723 0.682 0.905 0.815 0.788
MENet 0.0243 0.7129 0.6830 0.8837 0.8752 0.7963
Ours 0.0174 0.7928 0.7742 0.9191 0.9071 0.8493

Table A1: Comparison between latest SOD methods and our
proposed method on the 360-SOD dataset.

More Experiments about Distortion-adaptive
Attention Block
In our method, we integrated the distortion adaptation module into
the Decoder instead of incorporating it into the Encoder. In fact,
our current designs were experimentally decided. Here we provide
comparison of different variants in Table A2:

1. Variant 1: Encoder+DM - We move the DM module from
the decoder to the encoder;

2.Variant 2: Encoder+DA-frozen -We replace the Transformer
Layer in the encoder with our DA block while keeping the pre-
trained encoder frozen;

3. Variant 3: Encoder+DA-finetune - Similar to Variant 2, the
pre-trained encoder is trainable;

4. Variant 4: Encoder+DA-parallel - We add the DA block to
the encoder in parallel with the original Transformer Layer;

5. Variant 5: Baseline+DA-parallel - We only add DA block to
the encoder in parallel with the original Transformer Layer in our
baseline model.

The results show that the current configuration of our model
outperforms all other variants.We speculate themain reason behind
these results is that the newly added components may degrade
the feature extraction ability of the pre-trained encoder especially
considering the limited scale of the training data.

More Experiments about Relation Matrix
In our proposed model, we proposed a relation matrix to utilize
the spatial prior observed in 360° images. The work [23] also intro-
duced a prior map for 360° image super resolution task. However,

Methods 𝑀𝐴𝐸 ↓ 𝑚𝑎𝑥𝐹 ↑ 𝑚𝑒𝑎𝑛𝐹 ↑ 𝑚𝑎𝑥𝐸 ↑ 𝑚𝑒𝑎𝑛𝐸 ↑ 𝑆𝑚 ↑
Variant 1 0.0197 0.7458 0.7308 0.8776 0.8555 0.8240
Variant 2 0.0236 0.6745 0.6607 0.8290 0.8047 0.7769
Variant 3 0.0207 0.7239 0.7064 0.8700 0.8490 0.8127
Variant 4 0.0177 0.7850 0.7626 0.9028 0.8889 0.8444
Variant 5 0.0198 0.7676 0.7362 0.8972 0.8799 0.8341
Baseline 0.0199 0.7523 0.7295 0.8878 0.8659 0.8186
Ours 0.0174 0.7928 0.7742 0.9191 0.9071 0.8493

Table A2: Comparison between different model variants and
the proposed model on the 360-SOD dataset.

in their approach, they directly concatenate the prior map with
the input image. Therefore, we conducted a comparison between
our proposed relation matrix and the approach used in [23], i.e.,
concatenating the prior with the input image. The results are shown
in Table A3. It is clear to see that our method performs much better
than this alternative approach, highlighting the effectiveness of the
way we utilize the spatial prior.

Methods 𝑀𝐴𝐸 ↓ 𝑚𝑎𝑥𝐹 ↑ 𝑚𝑒𝑎𝑛𝐹 ↑ 𝑚𝑎𝑥𝐸 ↑ 𝑚𝑒𝑎𝑛𝐸 ↑ 𝑆𝑚 ↑
Concat 0.0187 0.7455 0.7298 0.8757 0.8607 0.8285
Ours 0.0174 0.7928 0.7742 0.9191 0.9071 0.8493

Table A3: Comparison of results using different strategies
for utilizing the spatial prior. The results are obtained on the
360-SOD dataset.


	Abstract
	1 Introduction
	2 Related Work
	2.1 2D SOD Methods
	2.2 Methods on 360° Image

	3 Methodology
	3.1 Overall Architecture
	3.2 Modified T2T and Reverse T2T
	3.3 Distortion Mapping
	3.4 Distortion-adaptive Attention Block
	3.5 PE with Relation Matrix
	3.6 Objectives

	4 Experiment
	4.1 Datasets and Evaluation Metrics
	4.2 Implementation Details
	4.3 Comparison with Baseline Methods
	4.4 Ablation Study

	5 Conclusion
	References

