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ABSTRACT
Robust obstacle avoidance is one of the critical steps for successful
goal-driven indoor navigation tasks. Due to the obstacle missing
in the visual image and the possible missed detection issue, visual
image-based obstacle avoidance techniques still suffer from unsat-
isfactory robustness. To mitigate it, in this paper, we propose a
novel implicit obstacle map-driven indoor navigation framework
for robust obstacle avoidance, where an implicit obstacle map is
learned based on the historical trial-and-error experience rather
than the visual image. In order to further improve the navigation ef-
ficiency, a non-local target memory aggregation module is designed
to leverage a non-local network to model the intrinsic relationship
between the target semantic and the target orientation clues during
the navigation process so as to mine the most target-correlated
object clues for the navigation decision. Extensive experimental
results on AI2-Thor and RoboTHOR benchmarks verify the excel-
lent obstacle avoidance and navigation efficiency of our proposed
method. The core source code is available at https://github.co
m/xwaiyy123/object-navigation.
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1 INTRODUCTION
Indoor goal-driven navigation task is a vital task in computer vision
and has been widely used in various real-world applications, such
as [5, 22, 24]. Given a predetermined target object, the objective of
the navigation task is to enable the agent to automatically locate
the target object in unseen indoor settings [6, 10, 41]. Benefiting
from the development of the reinforcement learning (RL), most
navigation models focus on leveraging RL technique to realize the
auto-navigation in a trial-and-error manner. Taking a sequence of
RGB images obtained during the agent’s interaction with the envi-
ronment as input, a policy network is trained to generate a series
of actions that direct the agent toward the target object. However,
due to unknown spatial layout and strong noise interference lying
in the unseen scenes, robust indoor goal-driven navigation is still a
challenging task.

The popular object navigation models can be categorized into
two primary approaches: end-to-end navigation [9, 12, 39] and
BEV (bird’s-eye view) semantics-based navigation [4, 5]. End-to-
end navigation methods aim to learn reactive motion decisions
based on the perceived environmental information, whereas BEV
semantics-based navigationmethods focus on utilizing the gathered
scene information to construct a BEV (bird’s-eye view) scene map
for route planning. Despite their effectiveness, these methods still
struggle to achieve robust obstacle perception (e.g., table and wall)
during the navigation process. Consequently, the agent is prone to
get “stuck" (becoming immobilized) in a local area, ultimately result-
ing in navigation failure. For instance, if the obstacle distribution
around the agent is not included in the image or the model does not
recognize the obstacle information in the image, the model might
erroneously believe that there are no obstacles in the current direc-
tion and repeatedly performs incorrect motion actions, leading to
immobilization. Figure 1 depicts a typical scenario where the agent
has identified the target object, namely garbage, but the obstacle,
i.e., a table, is not included in the image. The agent presumes that
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it can approach the target object by moving forward, and repeat-
edly performs “moveforward" actions (as seen in 𝑠𝑡𝑒𝑝7 ∼ 𝑠𝑡𝑒𝑝10),
leading to it getting stuck at its current position.

To mitigate it, in this paper, we propose a novel and effective im-
plicit obstacle map-driven indoor object navigation framework for
robust obstacle avoidance during navigation process. By encoding
“passable" or “impassable" direction as the obstacle distribution, the
navigation model is expected to precisely recognize the surround-
ing obstacles so as to help agent choose the correct direction and
escape from these obstacles. Specifically, our framework consists of
two modules, i.e., an implicit obstacle map module and a non-local
target memory aggregation module. In the implicit obstacle map
module, it aims to learn an implicit layout representation that de-
scribes the potential obstacle distribution in the local area around
the agent through trial-and-error. In detail, during the navigation
process, when an obstacle is touched in the agent’s forward direc-
tion, the current direction is impassable and would be encoded as
a “impassable” vector representation. Conversely, if no obstacle is
touched, the current direction is passable and thus encoded as a
“passable” vector representation. By aggregating these historical
“impassable” and “passable” vector representations with an MLP
network, we can learn an implicit representation about the potential
obstacle layout around the agent for obstacle perception. Compared
to previous visual image-based obstacle identification, our trial-and-
error obstacle perception presents significant robustness to obstacle
missing in the image or the issue of detection failure. In order to
further accelerate the approaching speed of the agent towards the
target object, the non-local target memory aggregation module em-
ploys a non-local module to conduct cross-attention between the
target semantic and the collected target orientation clues during the
navigation process. As such, the vital object clues that are highly
correlated with the target object would be mined for navigation
decisions, thereby significantly improving the navigation efficiency
(that is reducing the path length).

To summarize, our main contributions are as follows:
1)We propose a novel implicit obstacle map-enhanced naviga-

tion framework for robust obstacle avoidance, where the implicit
obstacle map is generated through a trial-and-error mechanism, pre-
senting a significant advantage in robustness over the conventional
visual image-based obstacle recognition methods.

2) To further improve the navigation efficiency, a non-local target
memory aggregation module is proposed to mine the vital target
object clues for navigation decisions through the cross-attention
mechanism between the target orientation clues and the target
semantic.

3) Extensive experimental results on AI2-Thor and RoboTHOR
benchmarks verify our significant navigation advantages, in terms
of the success ratio and efficiency, over previous methods.

2 RELATEDWORKS
The indoor goal-driven navigation model mainly consists of two
parts, namely the feature extractor and policy network, the con-
tinuous improvement of these two parts has greatly improved the
performance of the navigation model.

The image feature contains a lot of spatial layout information,
so the end-to-end navigation model can be built by using the image

feature [13, 26, 43]. A large number of experiments have verified
that object feature obtained by object detector plays a key role in
improving the performance of the navigation model [9], and more
methods tend to use object features to construct navigation model
[12, 29, 30]. Du et al. [9] and Zhang et al. [41] used the relationship
between objects to build graphs, graph feature helps the agent
quickly find the target object location, which greatly improves the
efficiency of the model. There are many similar methods [2, 6, 17,
22, 38, 39]. However, Frequent changes of objects in the agent’s
view can destroy the graph structure and affect the stability of the
model. Some works [31, 42] built memory features to retain some
important image features or object features. The transformer [11, 12,
35] and the graph [31, 37] are used to process the memory feature.
But using the transformer or graph to process a large number of
memory features may lead to a large amount of calculation and the
inefficiency of the model. In our method, the size of the memory
is limited, and the non-local aggregation with a simple structure
is used for the target memory to reduce the amount of calculation
and maintain the performance of the model.

The navigation method based on the semantic map [4] is an idea
that combines deep learning with traditional SLAM [19, 34]. The
construction process of semantic map is divided into two steps [5],
the semantic segmentation model [14, 18, 20] segments objects in
the image, then both depth image and object semantic are projected
to Bird’s Eye View(BEV) to get semantic map. The policy network
outputs action distribution to complete obstacle avoidance and
navigation only based on the semanticmap, thismethod [4, 5, 23, 30]
has a strong dependency on semantic map. However, a large amount
of projection error and inaccurate representation of spatial layout
results in an imprecise semantic map, which can lead to a decrease
in the model performance. The implicit obstacle map we designed
can get the obstacle distribution around the agent, its structure is
simple, and the computational complexity is small.

Most navigation models combine RNN and Multilayer Percep-
tron(MLP) to model policy network [26, 36, 37, 40, 43]. There are
also a fewworks that directly use CNN [23, 39] orMLP [38] as policy
networks. Most of the policy networks are trained by using rein-
forcement learning, including asynchronous advanced actor critical
[12, 27, 41, 43] (A3C), proximal policy optimization [25, 32](PPO),
and Deep Q-learning [23, 28, 39]. Very few works [30] use super-
vised learning to train models. Some models [6, 9, 10] are trained
using both supervised learning and reinforcement learning. The
models based on semantic map [5, 24, 30] use the traditional Fast
Marching Method [33] for path planning and don’t need to train.

3 METHOD
3.1 Problem Setting
In the context of the indoor object navigation task, given an unseen
environment and a predetermined target object, the goal-driven
indoor navigation method aims to control the moving of the agent
so as to reach the spatial position of the target object. We for-
mulate the indoor navigation task as a Markov decision process,
consisting of 3 elements: a state set, an action set, and a reward
function. The state set: observed RGB image; the action set: 𝒜 =

{𝑀𝑜𝑣𝑒𝐴ℎ𝑒𝑎𝑑 ; 𝑅𝑜𝑡𝑎𝑡𝑒𝐿𝑒 𝑓 𝑡 ; 𝑅𝑜𝑡𝑎𝑡𝑒𝑅𝑖𝑔ℎ𝑡 ; 𝐿𝑜𝑜𝑘𝐷𝑜𝑤𝑛; 𝐿𝑜𝑜𝑘𝑈𝑝;
𝐷𝑜𝑛𝑒}. During the navigation process, at each time step, given the
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Figure 1: These consecutive frames are selected from an episode, no the obstacle is included in 𝒔𝒕𝒆𝒑7 ∼ 𝒔𝒕𝒆𝒑10, the agent believes
it can move forward, and does not understand the obstacle distribution in 𝒔𝒕𝒆𝒑11 ∼ 𝒔𝒕𝒆𝒑14, which still believes that it can move
forward.

current state 𝒐𝒕 and the target object 𝒈, the agent makes the action
decision 𝒂𝒕 based on the learned policy network 𝜋 (𝒂𝒕 |𝒐𝒕 ,𝒈) and
achieves the corresponding reward 𝒓 𝒕 . The RL algorithm aims to
learn the optimal navigation decision so as to maximize the rewards
for reaching the location of the target object efficiently.

In order to ensure that the agent quickly learns to avoid obstacles
and navigate to the target efficiently, we propose two new modules
based on the existing feature extraction modules: implicit obsta-
cle map (IOM) and non-local target memory aggregation module
(NTMA). The overall structure of the designed model is shown in
Figure 2. When the agent interacts with the environment, the im-
age 𝒐𝒕 , the implicit obstacle distribution feature 𝒎𝒕 , and the target
orientation feature 𝑫𝒕 are obtained. The𝒎𝒕 and the 𝑫𝒕 are used to
build implicit obstacle map and target memory respectively. Both
the implicit obstacle map embedding feature 𝑴 𝒕 and the target
memory aggregation embedding feature 𝑭 𝒕 outputed by non-local
target memory aggregation are used as state representation 𝒔𝒕 .
Concatenating the image feature and object feature 𝒊𝒕 , the policy
network outputs the action distribution 𝒂𝒕 according to the state
𝒔𝒕 .

3.2 Implicit obstacle map generation
In the indoor scene, the obstacle distribution around the agent can
be implicitly obtained according to the change of the agent’s coordi-
nate when the agent moves forward. Assuming that the navigation
model sends a “forward" command at the current moment, if the
agent’s coordinate is not changed, there is an obstacle in the agent’s
current direction, otherwise, the current direction is passable.

Based on the above characteristic, the implicit obstacle map mod-
ule is proposed to construct the obstacle distribution around the
agent. The working process of implicit obstacle map is shown in

Figure 3. For each reachable position, the agent has 8 forward direc-
tions, and every two adjacent directions differ by 45◦. 𝒛𝒕 ∈ R1×8
indicates whether the 8 directions of the current position are pass-
able. The agent is orienting the direction of the red arrow andmoves
forward. If the agent’s coordinate has not changed, the current di-
rection is impassable, and the corresponding location (red square
in Figure 3) of the vector feature 𝒛𝒕 is set to −1, otherwise, it is set
to 1. The other locations of 𝒛𝒕 are set to 0. Then the agent’s current
coordinate 𝒒𝒕 ∈ R1×2 and 𝒛𝒕 are concatenated to construct the
implicit obstacle distribution feature 𝒎𝒕 ∈ R1×10. 𝒎𝒕 can implic-
itly represent the obstacle distribution around the agent’s current
position, and it is also the basic unit of the implicit obstacle map.
If the current direction is passable, 𝒎𝒕 is put into a fixed-size im-
plicit obstacle map (𝑰𝑶𝑴 ∈ R𝑒×10) (The rest is filled with zeros). If
the current direction is impassable or the agent’s current location
has been reached before (The coordinate is same as the previous
position), 𝒛 𝒊 that included in the previous corresponding feature
𝒎𝒊 (𝑖 ⩽ 𝑡 − 1) continues to be encoded. When the number of the
previous implicit features {𝒎𝒊 |𝑖 ⩽ 𝑡 − 1} exceeds 𝑒 , 𝑒 previous im-
plicit obstacle distribution features {𝒎𝒊 |𝑖 ⩽ 𝑡 − 1} that are closest
to the current implicit obstacle distribution feature 𝒎𝒕 are retained.
The features in the implicit obstacle map is then extracted by two
linear layers:

𝒚1 = 𝛿1 (𝐿𝑛1 (𝑰𝑶𝑴)) , (1)

𝒚2 = 𝛿2
(
𝐿𝑛2

(
𝒚𝑇1

))𝑇
, (2)

where 𝛿1 and 𝛿2 are activation function 𝑅𝑒𝑙𝑢. 𝒚1 ∈ R𝑒×32 that has
a higher dimension is obtained by the linear layer 𝐿𝑛1, which helps
the agent better understand the obstacle distribution. The role of
𝐿𝑛2 is to compress the size of the implicit obstacle map embedding
representation 𝒚1 so that the policy network can make full use
of the feature information in the 𝒚1. Ultimately, implicit obstacle
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Figure 2: Model overview. The agent obtains RGB image 𝒐𝒕 , implicit obstacle vector feature𝒎𝒕 , and target orientation feature 𝑫𝒕

when it interacts with the environment. Image feature extractor outputs image embedding and object feature 𝒊𝒕 (boundingbox,
confidence, etc.) based on the RGB image 𝒐𝒕 . The implicit obstacle distribution feature 𝒎𝒕 is put into the implicit obstacle map
to get the implicit obstacle embedding feature 𝑴 𝒕 . The non-local aggregator outputs target orientation embedding feature 𝑭 𝒕
based on the collected target orientation feature 𝑫𝒕 . 𝒊𝒕 , 𝑴 𝒕 , and 𝑭 𝒕 are concatenated as the state representation 𝒔𝒕 . Finally, the
policy network LSTM outputs the action distribution according to 𝒔𝒕 .
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Figure 3: The “impassable” or “passable” representation are
encoded as the feature vector 𝒛𝒕 . 𝒛𝒕 and the agent’s coordi-
nates 𝒒𝒕 are concatenated to get the implicit obstacle distri-
bution feature 𝒎𝒕 of the current position. 𝒎𝒕 is input into
the implicit obstacle map. After the implicit obstacle map is
extracted by the MLP, the obstacle distribution embedding
feature is obtained.

map embedding representation 𝑴𝒕 = 𝒚2 ∈ R1×32 is the embedding
representation needed by the policy network. Because 𝑴𝒕 includes
the obstacle distribution information around the current agent, the
policy network can output reasonable actions to avoid obstacles
according to 𝑴𝒕 .

3.3 Non-local target memory aggregation
The agent completes obstacle avoidance by rotating and moving
forward. The insensitivity for target orientation makes the agent
choose an unreasonable rotation direction only based on implicit

obstacle map, which leads the agent to move away from the target
object and creates inefficient navigation. Therefore, inspired by [7],
we design a non-local target memory aggregation module. The core
idea of the non-local target memory aggregation is to perform a
cross-attention between the multiple target orientation features
in the target memory and the current target semantic, then target
memory is aggregated into a weighted target orientation feature.
The weighted target orientation feature provides important target
orientation information for the agent.

As shown in Figure 4, for the current state, the target orienta-
tion feature 𝑫𝒕 ∈ R1×9 is obtained by concatenating object feature
𝒅𝒕 ∈ R1×5 (the bounding box and confidence of the target object)
obtained by DETR and the agent’s pose 𝒍𝒕 ∈ R1×4 (plane coordi-
nate 𝒒𝒕 = (𝑥,𝑦), yaw angle 𝜽𝒓 , pitch angle 𝜽𝒉). The 𝑫𝒕 is then
concatenated with previous target orientation features 𝑫1 ∼ 𝑫𝒕−1
to construct the target memory 𝑻 ∈ R𝑛×9, 𝑛 ⩽ 𝜏 is the number of
features currently accumulated, and 𝜏 is the maximum length of
𝑻 . If 𝑛 > 𝜏 , the previous feature 𝑫𝒊 that is farthest from 𝑫𝒕 will be
discarded. After expanding the dimension by the two layers of MLP,
𝑻 is converted tô𝑻 ∈ R𝑛×32. The original target semantic 𝒈 ∈ R1×𝑘
is a one-hot vector (𝑘 represents the number of object categories in
all scenes). To keep the target semantics consistent with the current
scene features, 𝒈 is transformed into the current target semantic
𝒑 ∈ R1×64 by another two layers of MLP. The target semantic 𝒑
is then concatenated with the agent’s pose 𝒍𝒕 to enhance target
semantic 𝒑 and obtain target semantic feature 𝑷 ∈ R1×68. After
reducing the dimension by the two layers of MLP, 𝑷 is converted
to ̂𝑷 ∈ R1×32.

In order to get the important target orientation embedding 𝑭𝒕 ,
𝑷 is treated as query, and̂𝑻 as key and value, which are then input
into the non-local network for cross-attention:
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Figure 4: Target orientation features are accumulated to ob-
tain target memory. The target memory feature and target
semantic feature perform non-local aggregation to obtain
the target orientation embedding feature.

̂𝑸𝒊 = ̂𝑷 ̂𝑾
𝑸
𝒊 ,

̂𝑲𝒊 =̂𝑻 ̂𝑾𝑲
𝒊 ,

̂𝑽 =̂𝑻 ̂𝑾𝑽 ,

̂𝒉𝒊 = softmax

(
̂𝑸𝒊̂𝑲

𝑻
𝒊

/√︁
𝑑𝑘

)
, 𝑖 = 1, 2, · · · , 𝑁ℎ,

𝑭𝒕 = 𝑐𝑎𝑡
(
̂𝒉1,̂𝒉2, · · · ,̂𝒉

̂𝑵𝒉

)
̂𝑾𝑶

̂𝑽 ,

(3)

where ̂𝒉𝒊 is the weight that represent which target orientation
features are more important for the current target semantic ̂𝑷 . In
̂𝑽 , the features that are more correlated with ̂𝑷 are assigned larger
weights, so that ̂𝒉𝒊 is used to weight and sum the features in ̂𝑽 ,
and target orientation embedding 𝑭𝒕 ∈ R1×32 is got by formula 3.
Since important target orientation information is included in 𝑭𝒕 ,
the agent can choose a more reasonable rotation direction based on
𝑭𝒕 to approach the target faster and improve navigation efficiency.

3.4 Navigation Decision Based on RL
3.4.1 Policy network. In the image feature extraction, the image
featurê𝒊𝒕 output by ResNet[15] and the weighted object feature
𝒓̂𝒕 [6] output by DETR [3] are obtained, and they are adaptively
fused with the implicit obstacle map embedding representation
𝑴𝒕 and target orientation embedding representation 𝑭𝒕 . The state
representation 𝒔𝒕 is then obtained:

𝒔𝒕 = 𝑐𝑎𝑡
(
̂𝒊𝒕 , 𝒓̂𝒕 ,𝑴𝒕 , 𝑭𝒕

)
𝑾𝒂 , (4)

the LSTM[16] module is treated as a policy network 𝜋 (𝒂𝒕 |𝒔𝒕 ), and
the asynchronous advantage actor-critic(A3C) algorithm[27] is used
to train the navigation model.

3.4.2 Reward Function. We also design a new reward mechanism
to extend the positive impact of implicit obstacle map and non-local
target memory aggregation on the model, the detail is as follows:

1) -0.01 Penalty reward for each time step;

2) 0.01 The agent does not find the object, and the agent
moves forward;

3) 0.01 The agent finds the object, and the distance between
the agent and the target decreases;

4) -0.01 The agent collides with an obstacle;
5) 0.02 The agent avoids the obstacle;
6) 5 Success.

4 EXPERIMENT
4.1 Experimental Setting
4.1.1 Dataset. The AI2-Thor[21] and the RoboTHOR[8] are se-
lected to evaluate the performance of our method. Because their
environment layout is very close to the real indoor scene, many
works[9, 36, 38, 41] use them as the test environment. AI2-Thor
includes 4 types of room layouts: kitchen, living room, bedroom,
and bathroom, each room layout consists of 30 floorplans, of which
20 rooms are used for training, 5 rooms for validation, and 5 rooms
for testing. RoboTHOR consists of 75 scenes, 60 of which are used
for training and 15 for validation. The spatial layout of RoboTHOR
is more complicated than that of AI2-Thor.

4.1.2 Evaluation Metrics. Success rate (SR), success weighted by
path length (SPL)[1], and success weighted by action efficiency
(SAE) [41] metrics are used to evaluate our method. SR is the success
rate of the agent in completing the goal-driven navigation task, and
its formula is 𝑆𝑅 = 1

𝐾

∑𝐾
𝑖=1 𝑆𝑢𝑐𝑖 , where𝐾 is the number of episodes,

and 𝑆𝑢𝑐𝑖 is indicates whether the 𝑖-th episode is successful. SPL
indicates the efficiency of the agent to complete the task in the
successful episodes, its formula is 𝑆𝑃𝐿 = 1

𝐾

∑𝐾
𝑖=1 𝑆𝑢𝑐𝑖

𝐿∗𝑖
max(𝐿𝑖 ,𝐿∗𝑖 )

,
where 𝐿𝑖 is the length of the path actually traveled by the agent. 𝐿∗

𝑖
is the optimal path length provided by the simulator. SAE represents
the proportion of forward actions in successful episodes, which
reflects the efficiency of the agent from another perspective, its

formula is 𝑆𝐴𝐸 = 1
𝐾

∑𝐾
𝑖=1 𝑆𝑢𝑐𝑖

∑𝑇
𝑡=0 I(𝑎𝑖𝑡 ∈𝒜𝑐ℎ𝑎𝑛𝑔𝑒 )∑𝑇

𝑡=0 I(𝑎𝑖𝑡 ∈𝒜𝑎𝑙𝑙 ) , where I is the

indicator function, 𝑎𝑖𝑡 is the agent’s action at time 𝑡 in episode 𝑖 .
𝒜𝑎𝑙𝑙 is action space 𝒜 in section 3.1. 𝒜𝑐ℎ𝑎𝑛𝑔𝑒 represents move
ahead.

4.1.3 Implementation Details. Our model is trained by 14 workers
on 2 RTX 2080Ti Nvidia GPUs. Similar to the previous method, we
first use action label samples for pre-training and then use reinforce-
ment learning for formal training. The total of the agent interacting
with the environment is 3M episodes. The target confidence thresh-
old𝐶 that the agent can find the target is set to 0.4. In the Non-local
Target Memory Aggregation, the dropout of attention is 0.1, the
number of head is 4. The learning rate of the optimizer used to up-
date the model parameters is 10−4. For evaluation, our test results
are all experimented with 3 times and then taken the average. We
show results for all targets (ALL) and a subset of targets (𝐿 ⩾ 5)
whose optimal trajectory length is longer than 5.

4.2 Comparisons to the State-of-the-art
To demonstrate the superiority of our method, our method is com-
pared with some recent methods. The results of the comparative
experiments are shown in Table 1.
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Figure 5: Visualization of the testing process. The target is selected by the yellow box. Some key frames are selected to illustrate
the working process of our method.

Table 1: Comparisons with the state-of-the-art methods on the AI2-Thor/RoboTHOR datasets

Method ALL (%) 𝐿 ⩾ 5 (%) Episode
Time (s)SR SPL SAE SR SPL SAE

SP[38] 62.59/23.73 37.91/15.94 24.55/17.81 52.36/19.47 33.61/14.27 22.67/15.39 0.33/1.37
SAVN[36] 63.34/25.82 37.16/16.68 20.55/15.69 52.23/20.55 34.94/14.37 23.15/15.79 0.31/1.40
SA[26] 66.51/27.54 38.35/17.37 21.71/16.35 54.53/21.53 34.34/15.79 25.58/16.09 0.31/1.29
ORG[9] 67.84/29.87 36.94/18.34 26.18/16.78 58.58/22.43 35.61/17.58 27.34/15.23 0.25/1.30
HOZ[41] 68.49/30.13 37.51/18.84 25.64/17.63 60.94/23.46 36.57/18.50 27.69/18.33 0.30/1.40
VTNet[10] 72.37/34.03 45.47/20.31 30.35/19.44 64.56/30.19 44.37/19.43 31.43/20.63 0.34/1.42
DOA[6] 78.84/37.66 44.27/21.46 31.15/20.53 72.38/32.17 45.51/20.73 36.02/21.29 0.37/1.37
OMT[12] 70.54/33.81 30.43/19.31 26.14/18.16 59.78/29.47 26.31/19.63 24.37/19.14 0.68/1.53

SSCNav[23] 76.28/37.06 24.43/13.88 26.58/16.34 68.11/31.24 29.93/14.35 24.97/15.34 1.46/4.96
PONI[30] 79.64/38.73 35.60/14.26 28.19/17.35 73.28/33.46 36.37/15.34 29.37/18.76 1.83/5.04
DAT[7] 80.95/39.82 46.02/25.34 31.69/22.37 73.86/34.33 46.48/20.47 35.91/23.15 0.32/1.34
Our 82.99/42.07 47.40/27.47 33.04/24.42 77.95/37.26 48.78/22.23 37.69/25.04 0.38/1.35

It can be seen that the performance of our method shows a large
advantage. Importantly, our method outperforms current SOTA
method (DAT) with the gains of 2.04/2.25, 1.38/2.13, 1.35/2.05 (AI2-
Thor/RoboTHOR, %) in SR, SPL and SAE, this result demonstrates
the effectiveness and efficiency of our proposed method. Compared
with other end-to-end methods, although the semantic map-based
methods show greater advantages in SR, these methods spend a
lot of time exploring environment and constructing semantic map,
which leads to their poor performance on SPL and SAE. And seman-
tic map-based methods take much longer episode time (s), which
is unacceptable in practical tasks. Although our method does not
show a great advantage in terms of episode time (s), the episode
time that the model takes is still acceptable. Moreover, our method
obtains the gains of 3.35/3.34 (AI2-Thor/RoboTHOR, %) in SR over
the semantic map-based SOTA method PONI, which shows that
the semantic map built on the depth image does not show great ad-
vantage due to noise interference, and also verifies that our method
has good robustness.

4.3 Ablation Experiments
4.3.1 Baseline. Our baseline is composed of an image feature ex-
tractor and target memory. As shown in Figure 2, the resnet18

and the DETR are included in the image feature extractor, and the
object features obtained by DETR are assigned learnable weights
[6]. The construction process of the target memory is detailed in
Section 3.3. All the target orientation features in the target memory
are averaged to obtain the target orientation embedding feature.
The traditional sparse reward is used to train the model.

In order to study the impact of implicit obstacle map (IOM), non-
local target memory aggregation (NTWA), and reward mechanism
(RM) on the model, a series of ablation experiments are designed
to demonstrate the effectiveness of these modules. The results of
the ablation experiments on the AI2-Thor are shown in Table 2.

4.3.2 Implicit obstacle map. Compared with the baseline, the per-
formances of the IOM-based model are improved by 2.53/2.8, 1.49/
1.36 (ALL/𝐿 ⩾ 5, %) in SR and SAE, which indicates that IOM does
help the model improve performance. However, the improvement
of the model in SPL is very small, which shows that the IOM-based
model may avoid obstacles with the help of IOM, but the agent does
not choose the optimal path to approach the target object. After
introducing the RM on the IOM-based model, the SPL of the model
is improved by 0.96/1.86 (ALL/𝐿 ⩾ 5, %), which indicates that the
RM increases the efficiency of IOM-based model. Most importantly,
after using NTWA to process the target memory, the SR of the
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Table 2: Ablation experiment results for IOM, NTWA, and
RM

IOM NTWA RM ALL (%) 𝐿 ⩾ 5 (%)

SR SPL SAE SR SPL SAE

78.51 46.50 30.09 71.45 46.42 34.07

! 81.04 46.61 31.58 74.25 46.88 35.43
! 80.24 47.49 30.48 73.11 47.78 34.87

! 78.72 46.14 28.93 72.05 46.46 33.96
! ! 82.23 46.93 31.22 76.97 47.35 35.52
! ! 81.87 47.46 32.54 75.83 48.28 35.39

! ! 80.59 47.48 31.20 73.17 47.53 34.88
! ! ! 82.99 47.40 33.04 77.95 48.78 37.69

IOM-based model has been greatly improved. Compared with the
baseline, SR is improved by 3.72/5.52 (ALL/𝐿 ⩾ 5, %). Since NTWA
assigns large weights to the important target orientation features,
the cooperation between IOM and important target orientation
features greatly improves the performance of the model. The IOM-
NTWA-based model also encounters the same problem: compared
with the IOM-based model, the performance improvement of SRL is
very small, only 0.43/0.93 (ALL/𝐿 ⩾ 5, %). After adding RM on the
basis of IOM and NTWA, the performance of IOM-NTWA-based
model has been greatly improved. Compared with the baseline,
the IOM-NTWA-RM-based model is improved by 4.48/6.5, 0.9/2.36,
2.95/3.62 (ALL/𝐿 ⩾ 5, %) in SR, SPL, and SAE, which proves that
the introduction of RM makes the cooperation between IOM and
NTWA more perfect, and allows our model to outperform existing
SOTA methods.

4.3.3 Non-local Target Memory Aggregation. After introducing the
NTWA in the baseline, SR, SPL, and SAE are improved by 1.73/1.66,
0.99/1.36, 0.39/0.8 (ALL/𝐿 ⩾ 5, %), which shows that the agent
can understand important target orientation information through
NTWA, and the ability of navigation is improved. And the ex-
perimental results of the NTWA-based model, IOM-NTWA-based
model, and IOM-NTWA-RM-based model show that the role of
NTWA is irreplaceable. It can be seen from Table 2 that RM has
very little promotion effect on NTWA, the SR and SAE are only im-
proved by 0.35/0.06, 0.72/0.01 (ALL/𝐿 ⩾ 5, %), and even SPL shows
a negative growth. This shows that RM is more helpful to IOM than
to NTWA.

4.3.4 Reward Mechanism. From the results in Table 2, it can be
seen that only using RM does not greatly improve the performance
of the model. Compared with the baseline, SR only improves by 0.1.
In the absence of IOM and NTWA, the agent cannot understand
the reward signal given by RM. Our proposed RM can only further
amplify the positive influence of IOM and NTWA in the navigation
model and cannot affect the performance of the model alone.

4.4 Importance Analysis of IOM and NTWA
4.4.1 Irreplaceability of IOM and NTWA. In order to demonstrate
that the IOM and NTWA are important and irreplaceable, some
other schemes are introduced in the baseline and then compared

Table 3: Comparison experiment results for IOM, TPN, and
GM

Method ALL (%) 𝐿 ⩾ 5 (%)

SR SPL SAE SR SPL SAE

baseline 78.51 46.50 30.09 71.45 46.42 34.07
GM 76.07 43.99 28.34 66.62 42.61 31.62
TPN 79.63 45.02 29.00 72.51 45.74 34.15
IOM 81.04 46.61 31.58 74.25 46.88 35.43

Table 4: Comparison experiment results for NTWA, baseline,
and TAMSA

Method ALL (%) 𝐿 ⩾ 5 (%)

SR SPL SAE SR SPL SAE

baseline 78.51 46.50 30.09 71.45 46.42 34.07
TAMSA 79.22 46.48 30.21 72.65 46.53 34.62
NTWA 80.24 47.49 30.48 73.11 47.78 34.87

with the IOM-based model and NTWA-based model. Comparison
experiments on the AI2-Thor are shown in Table 3 and Table 4.

For the IOM, 1) Tentative policy network (TPN) [9] is introduced
in the baseline for comparative experiments. TPN is to solve the
problem that the agent is stuck in the deadlock state, which is similar
to the problem that IOM needs to solve. 2) The grid map(GM) [24] is
used to represent the free space of the agent. GM directly expresses
the passable area of the agent to help the agent avoid obstacles.
In our work, the size of GM is set to 40*40, and the CNN is used
to extract the features of GM. The comparison results of the TPN-
based method, the GM-based method, and the IOM-based method
are shown in Table 3. It can be seen that the IOM-based method
exceeds the TPN-based method and the GM-based method in all
aspects of evaluation metrics. By the way, TPN is also a method that
focuses on choosing the appropriate action from the experience
pool. The pseudo-label actions output by TPN may still not be able
to help the agent get out of the deadlock state. The IOM-based
method can continuously correct errors according to the implicit
obstacle distribution, and then completes obstacle avoidance, the
model remains robust even in unseen environments. As can be seen
from Table 3, the layout information included in GM is too sparse,
making the agent difficult to obtain useful obstacle information, so
the performance of the GM-Based model is not as good as that of
the IOM-Based model.

For the NTWA, 1) baseline. In the baseline, all the target orien-
tation features in the target memory are averaged, which is also a
method to extract features. 2) Target-Aware Multi-Scale Aggregator
(TAMSA) [7], TAMSA uses multi-scale one-dimensional convolu-
tions to extract target memory features. The results of the experi-
ment are shown in Table 4. It can be seen that the performance of
the NTWA-based method is better than the baseline and TAMSA-
based method, which shows that assigning reasonable weights to
the important target orientation features improve the ability of the
agent locating the target. By the way, for the initial stage of an
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episode, in order to ensure that the size of the target memory is
fixed, the target memory embedding features extracted by TAMSA
include too many “0", which limits the navigation capabilities of the
model. Since attention is used in the NTWA-based method, there
is no need to fill the target memory with “0" to fix its size, which
ensures the reliability of embedding features.
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Figure 6: The figure represents the average times of the agent
based on the different methods colliding with obstacles.
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Figure 7: The figure represents the weights assigned by
NTWA to different target orientation features.

4.4.2 Does IOM help the agent improve the obstacle avoidance abil-
ity? If the IOM helps the agent to avoid obstacles, there should
be two obvious phenomena: the rotation times of the agent are
reduced; and the times of the agent colliding with obstacles in the
scene are reduced. From Table 3, the SAE of the IOM-based method
is 1.49/1.36 (ALL/𝐿 ⩾ 5, %) higher than the baseline, which shows
the frequency of agent’s rotation is reduced. For the 4 test room
layouts(AI2-Thor), the average times of the IOM-base agent and
baseline-base agent colliding with obstacles are shown in Figure 6.
The times of the agent colliding with obstacles in the test scenes
are also reduced. In a word, IOM does help the agent improve the
ability to avoid obstacles.

4.4.3 How does the NTWA assign weights to target memory? Taking
an episode as an example, the weights assigned by NTWA to the
target orientation features are shown in Figure 7. The larger the
value of abscissa in the figure, the closer the time interval between
the target orientation features and the current state. As can be
seen from the figure, NTWA prefers to assign larger weights to
the target orientation features that are closer to the current state,
which indicates that the features that are closer to the current state
are more important.

4.5 Qualitative Analysis
Two typical cases are chosen for visualization in Figure 5. The target
of the first case is the “Garbage". Since the baseline model cannot
obtain the obstacle distribution information from the image, the
agent is stuck in front of the table, failing in the navigation task. In
our method, the implicit obstacle map encodes the obstacle distri-
bution(Red squares indicate impassable directions, green squares
indicate passable directions), so the agent quickly finds the passable
direction and avoids the table, then navigates to the target object.
The target of the second case is “Microwave". Because the agent
in the baseline cannot understand the surrounding obstacle distri-
bution and stops at the initial position. Our method successfully
avoids obstacles with the help of the implicit obstacle map. More
importantly, since the agent obtains target orientation information
by the non-local target memory aggregation, it finds the correct
location of the target object when the target disappears in the its
view, and completes the navigation task excellently.

5 CONCLUSION
In this paper, we first proposed an implicit obstacle map module to
help the agent avoid obstacles, a non-local target memory aggre-
gation was also designed to obtain target orientation embedding
features and help the agent locate the target, and a new reward
mechanism was then designed to maximize the potential of the
implicit obstacle map and non-local target memory aggregation. A
large number of experimental results showed that our model not
only guided the agent well to avoid obstacles, but also improved
the agent’s navigation efficiency under the cooperation of the im-
plicit obstacle map, non-local target memory aggregation, and new
reward mechanism.
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