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ABSTRACT

Human motion prediction (HMP) has emerged as a popular research
topic due to its diverse applications.Traditional methods rely on
hand-crafted features and machine learning techniques, which often
struggle to model the complex dynamics of human motion. Recent
deep learning-based methods have achieved success by learning
spatio-temporal representations of motion, but these models often
overlook the reliability of motion data. Additionally, the temporal
and spatial dependencies of skeleton nodes are distinct. The tempo-
ral relationship captures motion information over time, while the
spatial relationship describes body structure and the relationships
between different nodes. In this paper, we propose a novel spatio-
temporal branching network using incremental information for
HMP, which decouples the learning of temporal-domain and spatial-
domain features, extracts more motion information, and achieves
complementary cross-domain knowledge learning through knowl-
edge distillation. Our approach effectively reduces noise interfer-
ence and provides more expressive information for characterizing
motion by separately extracting temporal and spatial features. We
evaluate our approach on standard HMP benchmarks and outper-
form state-of-the-art methods in terms of prediction accuracy. Code
is available at https://github.com/JasonWang959/STPMP.
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1 INTRODUCTION

Human Motion Prediction (HMP) has become an increasingly popu-
lar topic in recent years due to its ability to generate predictions for
future human motion based on incomplete fragments of action exe-
cution. This technology has found widespread applications in fields
such as human-robot interaction [18, 42], autonomous driving [4],
and entertainment [40, 43]. Early solutions for this problem relied
on state prediction methods, such as linear dynamic systems [34],
Restricted Boltzmann Machines [41], hidden Markov models [21],
and Gaussian process latent variable models [45]. However, these
methods struggle with complex motions. In contrast, the latest ap-
proaches for HMP are predominantly data-driven, utilizing deep
learning techniques. Numerous deep learning-based methods have
emerged, demonstrating significant performance improvements.
Deep learning has made strides in extracting spatio-temporal
dependencies of temporal data, which is critical for predicting
human motion. Various neural network architectures, including
Convolutional Neural Networks (CNNs) [2, 7, 22], Recurrent Neu-
ral Networks (RNNs) [6, 9, 11, 13, 27], Long Short-Term Memory
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(a) Most existing methods. (b) Our method.

Figure 1: Comparison between existing prediction methods
and our method. (a): Most existing methods mix modelling
spatio-temporal dependencies of motion data. (b): Our ap-
proach learns motion knowledge separately in the temporal
and spatial domains, and distills the knowledge gained from
the learning into interactions (red lines).

(LSTM) [20, 46], Transformer Networks [3], and Generative Adver-
sarial Networks (GANSs) [12, 14, 19], have been developed to model
these dependencies, but there are some limitations to these meth-
ods, such as heavy reliance on filter size in CNN-based methods and
prediction error accumulation in RNN-based methods. Recently,
Graph Convolution Networks (GCNs) [8, 24, 25, 49] have gained
widespread popularity for their ability to model inner-frame kine-
matic dependencies and learn spatial relations between joints in
HMP. Nonetheless, these methods have mainly focused on network
structure and feature extraction, little attention has been given
to the underlying issues of the motion data itself, and have not
fully explored the complementary nature of temporal-domain and
spatial-domain information in skeleton data.

Motion data is usually collected through various types of sensors.
These sensors may introduce various levels of noise and disturbance
to the observation data, such as noise introduced by the sensors
themselves or caused by the shooting environment. Such noise or
disturbance could corrupt the original motion information and pose
a challenge for deep learning models. However, the reliability of
these data is often taken for granted and has not been fully explored.
In this paper, to enhance the reliability and authenticity of the ob-
servation data, we propose a new learning approach. Specially, we
explore the incremental information of motion data to improve the
performance of the prediction model. We confirm the effectiveness
of the incremental information and show that it can effectively
reduce noise interference in the original observation data, thereby
better characterizing action information. As demonstrated in Fig-
ure 2, incorporating incremental information results in a noticeable
improvement in the prediction performance.

In addition, current approaches to modeling the skeleton data
have limitations in that they only focus on modeling either temporal-
domain or spatial-domain features, without fully utilizing the com-
plementary nature of these two features [2, 10, 28]. Although previ-
ous studies have attempted to encode spatio-temporal relationships
of human pose using a mixture of different convolutional kernels,
they often ignore the complementarity between these two types
of features [14, 29]. The mixing of temporal and spatial features
may result in interference and conflicts between the two features,
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Figure 2: Performance improvement with incremental infor-
mation on toy experiments. The table shows the percentage
improvement in performance of the mean per joint position
error for different networks using either incremental infor-
mation or the original motion data as input. The experiments
involve predicting 15 poses in the next 1000ms, based on 10
initial poses as input in the Human 3.6M dataset.

leading to degraded predictive performance. Moreover, skeleton
data is fragile and sensitive to noise, which can be exacerbated by
the mixing of features. In this paper, we propose a novel spatio-
temporal dual flow branch network (as shown in Figure 1(b)), which
separately considers both temporal smoothness and spatial depen-
dencies among human body joints and then combines them through
knowledge distillation. Our proposed approach provides a simple
yet effective solution for modeling spatio-temporal characteristics
of motion data, with promising results demonstrated in our experi-
ments. The contributions of this paper are summarized as follows:

(1) We propose a new learning approach for human motion
prediction, which effectively reduces or eliminates noise
interference in the original observation data, resulting in a
more accurate characterization of action information.

(2) We propose a simple spatio-temporal dual flow branch net-
work that separately extracts the temporal-domain and spatial-
domain features of human motion, and then fuses the two
parts of knowledge using knowledge distillation.

(3) We conduct extensive experiments on different standard
human motion prediction benchmarks demonstrating the
effectiveness of the proposed method. The empirical evalua-
tions indicate that our approach outperforms state-of-the-art
methods on these datasets.

2 RELATED WORK

Human Motion Prediction. Traditional methods for HMP com-
bine hand-crafted features with machine learning techniques [21,
26, 33, 40, 45]. However, these methods may struggle to model the
complex dynamics of human motion and require substantial feature
engineering for accurate predictions. Deep learning-based meth-
ods have achieved great success in HMP owing to their ability to
learn complex spatio-temporal representations of human motion.
RNNs [6, 9, 11, 13, 27] have been used to model the temporal dy-
namics of human motion, while CNNs [2, 7, 22] have been used
to model the spatial information. Recent advances in HMP have
focused on GCN [8, 24, 25, 29, 39], which captures the temporal and
spatial dependencies of human joints and has achieved remarkable
success.However, these methods can suffer from being over-smooth
and cannot handle long-term motion predictions. Differently, our
method aims to exploit how to better characterizing motion and
focus on separately modeling the temporal-domain and spatial-
domain information to achieve more accurate predictions.
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Spatio-temporal Representation. Existing methods in HMP
focus on improving the model or designing spatio-temporal fea-
ture extraction methods [23, 29, 39]. These methods usually mix
spatio-temporal features together for learning or only use one type
of feature. Despite their success, these approaches have limita-
tions, such as low learning efficiency due to the complex spatio-
temporal features, varying performance across different action
categories, and sensitivity to external factors such as noise. Re-
cently, the residual architecture learning framework based on DCT
(Discrete Cosine Transform) has gradually become mainstream in
HMP [30, 31]. Although DCT can model the time dependency of
each joint node well, it tends to ignore the constraint relationships
between joint nodes. Although GCNs have partly alleviated this
issue, existing GCN models do not consider the temporal relation-
ships in action sequences and interactions between spatio-temporal
features [1, 8, 24, 29, 39, 48]. Differently, we focus on separately
considering both temporal smoothness and spatial dependencies
among human body joints and utilizing the complementary nature
of these features to improve prediction performance.

3 PROBLEM STUDY AND ANALYSIS

3.1 Problem Formulation

The human motion prediction problem involves generating fu-
ture pose sequences based on historical ones. Mathematically, the
given historical poses can be represented as X = [Xy,- -+, X1,] €
RT>JXP where T, frames are recorded and each pose X; € R/*D
depicts a human pose with J joints in D dimensions at time t.
Typically, D is equal to 2 or 3, representing the 2D or 3D case, re-
spectively. Similarly, the target future pose sequence can be defined
asY = [XTPH, e ,XT,,+Tf] € RTr*JXD Thuys, the problem can be
formally defined as the task of predicting Y given X. Following [8,
30, 31], we pad the last observed pose X7, by repeating it Ty times
and append the resulting poses to X. This gives us the padded input
sequence X = [Xq, - - X1, X1, ’XTp] e RIp+Ir)XIXD corre-
spondingly, we construct Y = [X7, - - X1, XT, 41, ’XTp+Tj'] €

R(Tp+T)*JXD Formally, the problem can be defined as follows:
Y = F(X;0), 1

where ¥ is a function that maps the input sequence X to the pre-
dicted pose Y, and © represents the function’s parameters. The
objective is to learn ¥ such that the predicted motions Y are as ac-
curate as possible compared to the ground-truth motions Y. To this
end, we propose a spatio-temporal branching for motion prediction
using incremental information, which is detailed in the following
sections. An overview of our pipeline is shown in Figure 4.

3.2 Analysis from the Causal Perspective

The concepts of direct and indirect causal effects were introduced in
[35], and we illustrate the corresponding causal diagram in Figure
3. Figure 3(a) denotes the direct causal effect of X on Y. In contrast,
Figure 3(b) denotes the indirect causal effect of X on Y, where X
affects Y through the intermediary variable M. If we set X = x and
M = m, then the indirect causal effect of X on Y can be denoted as:

Yem =YX =x,M =m). 2)
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Figure 3: Comparison of different models for motion predic-
tion. X denotes the original observed data, Ax represents the
incremental information with respect to X, and the interme-
diate variable M denotes the learning representation based
on either X or Ay. The final output is denoted by Y.

Figure 3(c) indicates that X has both direct and indirect causal
effects on Y. Traditional methods for HMP usually involve a direct
mapping from observed input sequences to future sequences. This
direct mapping can be associated with the indirect causal effect.
In contrast, the prediction network with residual architecture has
become the primary architecture in HMP, learning to output the
difference between predicted and observed data. This architecture
can correspond to the combined effect of both direct and indirect
causal effects shown in Figure 3(c). Therefore, we can see that the
quality of the final results is mainly influenced by two factors: the
input variable X and the intermediate variable M, corresponding
to the motion data and the deep learning model, respectively.
Actually, during the process of data collection, noise from sen-
sors, recording equipment, or other sources of interference can
compromise the quality of motion data. Therefore, we define ob-
served data as a combination of ground truth values and noise:

XZth + €. (3)

In Equation 3, X4 represents the ground truth motion data con-
cerning X, while ¢ represents the noise that arises from various
external factors during observations. Properly handling noise is
crucial for improving the reliability and authenticity of motion data,
as accurate data is essential for providing a solid foundation for
subsequent action analysis and prediction tasks. In HMP, where
multiple frames are captured per second with a small time interval
between them, external noise perturbation is nearly constant over
short periods. Therefore, we can assume that A¢; =~ 0 for adjacent
frames at time t. We define the difference between the current
frame and the next frame as incremental information. To simplify
the description, we focus on time ¢, which yields:

AXy = X1 — Xy

= Xyt — Xgt,) + (€141 — £1) (4)
= AXg[t + Aéy.

In Equation 4, A represents the variation magnitude between adja-
cent frames. When A¢; =~ 0, then AX; ~ AXg, providing us with
incremental information about the real data from the observed data.
This suggests that incremental information can reduce or eliminate
the negative impact of noise on the reliability of input samples.
Motivated by the above analysis, we utilize the counterfactual
operation shown in Figure 3(d). This operation enables us to replace
the neural network’s training data with incremental information
that eliminates the impact of noise while preserving the residual
learning structure in HMP. Additionally, residual learning in HMP
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Figure 4: Overview of the proposed method. Orange lines and blue lines indicate the pipeline of the prediction based on the
temporal domain data and the prediction based on the spatial domain data (Section 4.1), respectively. Except for the difference
in the input dimension and the output dimension, the network structures of ¢; and ¢, g; and g are the same. Red lines indicate
the pipeline of the computation to loss (Section 4.3), which are only performed during training,.

involves learning a residual vector between the padding sequence
and the ground-truth sequence, which suggests that incorporating
incremental information into the prediction process may improve
performance by better aligning the input and output. Specifically,
compared to Figure 3(c), in Figure 3(d), Ax is given as input to the
intermediary variable M, resulting in M = f(X = Ax). This enables
us to obtain both the indirect causal effect of Ax on Y through M
and the direct causal effect of X on Y. We refer to the resulting
value of Y after the counterfactual operation as:

Yemy, =YX =x,M = f(X = Ax)) (5)

To verify the positive effect of the counterfactual operation with
the replacement of incremental information in Figure 3(d), we use
the concept of indirect causal effects, which measures the impact of
an intermediate variable M on variable Y when all other variables
remain constant. Specifically, we compare the difference between
Yy M, in Figure 3(d) and Yy a7, in Figure 3(c). The former represents
the value of Y when M = f(X = Ax), while the latter represents
the value of Y when M = f(X = x). Although both quantities have
the same direct causal effect X — Y, they differ in the indirect
causal effect X — M — Y. The indirect causal effect accounts for
the difference in the output Y when the intermediate variables are
changed. Specifically, the indirect causal effect is defined as follows:

ITE = IE!"[Yx,MAX - Yx,Mx]~ (6)

In HMP, the performance metric used for evaluation is the pre-
diction error value e. The indirect causal effect can be defined as
the proportional reduction rate of the error value, which can be
expressed mathematically as ITE = E[Yy a1y, — Yoo, ] %,
To confirm the validity of our proposed counterfactual structural
model, we conducted a toy experiment on several baselines, shown
in Figure 2, to obtain indirect causal effects. The results demonstrate
that the counterfactual operation enhances the model’s indirect
causal effect by providing incremental information. In the following
section, we propose a design for the intermediary variable M to
enhance the prediction performance of Y.

4 METHODOLOGY

4.1 Spatio-temporal Branching Framework

Existing methods for HMP have mainly focused on improving the
model or designing spatio-temporal feature extraction methods.
These methods combine spatio-temporal features or rely on a single
type of feature [24, 25, 39], thus ignore the complementary nature
of the temporal and spatial properties of human motion sequences.
Additionally, these methods can have low learning efficiency due
to the complexity of the convolutional or multi-stage learning de-
sign. In contrast, the effectiveness of decoupling spatio-temporal
information has been demonstrated in some tasks [5, 47].
Motivated by [36-38], we propose a straightforward spatio-
temporal branching framework, as depicted in Figure 4. The model
comprises a temporal branch and a spatial branch, which encodes
the input from the temporal domain and the spatial domain, respec-
tively. The temporal branch encodes a sequence in the temporal
dimension, resulting in a temporal-domain feature. Similarly, the
spatial branch encodes it in the spatial dimension, resulting in
a spatial-domain feature. Both representations are employed for
cross-domain mutual distillation to improve the space-time cross-
interaction. This decoupling approach simplifies the complexity of
a joint model across the diverse spatial and temporal dimensions.

Temporal Domain Modeling. Given a sequence X, we first
Tp+Tr
=1~ €
RTp+Tr)xJD where xl.T denotes the i-th frame that is essentially an
entire human skeleton. Based on the analysis in Section 3.2, we ex-
?irTf e R(Tp+Tp)xJ-D
from XT, which is then used as input to the designed model. Be-
sides, a frame embedding is employed to project AX” into a C-
dimensional dense feature space through two fully connected layers.

Formally, we obtain the projected feature from AxiT as:

reshape it into the time-majored domain as X = {xiT}

tract incremental information AX? = {Axl.T}

Axl.T = th(O'(thAxiT +b1)) + ba, (7)

where Wy € REXJ'D and Wy, € RE%C are transformation matrix,
by € RE and b, € R indicate the bias vectors, and o is the ReLU
activation function. All projected features are jointly denoted as
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T,+T, . .
P e RUIpHT)XC, However, since each frame is

AXT = {AxT}
independently represented in AXT, it lacks the temporal dependen-
cies required for HMP. To overcome this limitation of traditional
sequence modeling methods such as LSTM, and RNN, which mainly
focus on information transmission between adjacent frames, we
use GCN to model the temporal dependencies in the skeleton data.
GCN can capture interactions between frames over longer distances
in the temporal domain and model each temporal frame as a node,
effectively capturing relationships between different frames. This
approach allows for better extraction of global information.

Mr = pr(AXT) € RTp*T1)XC, ®)

where ¢r is a GCN-based encoder, which is used to model the
temporal dependency of AXT and generate the temporal domain
representation Mr. Instead of using a pre-defined graph structure,
the encoder learns the graph connectivity during training, enabling
it to capture long-range dependencies in the time dimension. Fol-
lowing the encoder, we employ a one-layer GCN as the decoder
gr to predict the incremental information of the entire sequence
simultaneously. The predicted result is as following:

T = gr(Mr) + X e RUpHI)XIxD, ©)

Spatial Domain Modeling. Modeling the input data in the spa-
tial domain is similar to modeling in the temporal domain. Given
X, we reshape it into the space-majored domain as X5 = {x]s }Ll €
RUDIX(Tp+Tf) \where x° denotes the Jj-th joint that is essentially
a joint trajectory along the time. Similarly, Incremental information
AXS is extracted, and a joint embedding is used to obtain the joint
representation AXS € RUDIXC_ Ag each joint is represented in-
dependently in AXS, they naturally lack spatial dependencies that
are crucial for HMP. To capture these dependencies, we treat the
human pose as a generic graph, perform GCN on the graph, and
obtain the joint representation Mg incorporating both temporal
and spatial information. This joint representation serves as input
to the decoder for generating the predicted motion sequence.

Mg = ¢s(AXS) € R DXC, (10)

YS = gs(Ms) + X € RUp+Tp)*J*D, (11)

@s and gs are the encoder and decoder of the spatial domain repre-
sentation, respectively. We employ the learned graph connectivity
to enable the network to capture long-range dependencies beyond
the human kinematic tree.

4.2 Cross-domain Knowledge Distillation

Motivated by the fact that spatial and temporal domain modelings
share the same underlying objective despite having different forms,
and the knowledge learned from each domain can complement each
other. To enhance the interplay of spatial joints and temporal pat-
terns and reduce modal bias, cross-domain knowledge distillation
is essential. By distilling knowledge between domains, each do-
main can receive information from other perspectives, reducing the
modal bias in the learned representation. We propose a knowledge
distillation mechanism that leverages spatial information to refine
the temporal branch and vice versa, resulting in a better integration
of spatial-domain and temporal-domain information.
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We propose to represent the output of our method (the incremen-
tal information: AYT = gr(Mr) and AYS = gs(Ms)) to properly
model the knowledge learned in each domain. This incremental in-
formation can be viewed as the motion energy of each joint, which
reflects the activity level of different joints and the characteristics
of skeleton movements. To capture the temporal variation trend
of joints and reveal the dynamic changes of the skeleton in the
temporal dimension, we model the motion energy of the same joint
at different time steps as a distribution, and we model each frame’s
skeleton as a motion energy distribution.

Let Q7T = {¢IT} e RTp*T)* = 1,2,
is computed as follows:

.(Tp +Tp). The q{f

A&T .
thlT_Jexp(—f”),izl,z’...’]. (12)

ZjZl EXP(AYTt,j)
Similarly, let QTS = {qJT.S} € RJX(TP+Tf),j =12,

q}Tf is computed as follows:

,J. The

exp(A&Tt i)

= TP+Tf L t=12- (T +Tp). (13)

Z exP(AYTt])
Moreover, let 057 = {qu} eRTDHTIX t=1,2..., (Tp+Ty).

The qflT is computed as follows:

ex; (A\A[S i)

flT:]p—flS =1,2-,]. (14)
ZjZl exP(AY t,j)

Finally, let Q55 = {qjs.s} e RIX(Tp+Ty) i =1,2,... ] The qiSS

is computed as follows:

455 = exp(AYS, ;) _
M exp(avs, )

OTT 0TS 05T and Q55 describe the distribution characteristics
of each domain’s incremental information. To perform knowledge
distillation, one intuitive approach is to establish consistency con-
straints directly between skeleton domains based on these proba-
bility distributions. In contrast to previous knowledge distillation
methods, which transfer knowledge from a fixed and well-trained
teacher model to a student, our approach continuously updates
knowledge during different domains, with each domain acting as
both student and teacher. To enable knowledge distillation between
the temporal and spatial domains, we minimize the KL divergence
in the loss function, which facilitates joint interaction in both do-

mains. Specifically, given QTT, QTS, QST, and QSS, we have:

(T +Tp). (15

Tp+tf

Lxr= ) KL(g" I g T)+ZKL(qu g}, (16)
t=1 j=1

where KL denotes the KL divergence and qTT, qu, qTS and q}s_s

denote the distributions of the incremental 1nf0rmat10n for each
joint or frame in the respective domains. This loss function enables
direct consistency constraints between the skeleton domains and
allows continuous knowledge transfer between domains.
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Table 1: Comparisons of short-term prediction MPJPEs on H3.6M. Results for motion prediction at 80ms, 160ms, 320ms, and
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400ms in the future are shown, along with the average MPJPEs across all actions. The best results are highlighted in bold.

Motion Walking Eating Smoking Discussion
millisecond 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
DMGNN 17.32 30.67 54.56 65.20 10.96 21.39 36.18 43.88 8.97 17.62 32.05 40.30 17.33 34.78 61.03 69.80
HisRep 10.53 19.96 34.88 42.05 7.39 15.53 31.26 38.58 7.17 14.54 28.83 35.67 10.89 25.19 56.15 69.30
MSR-GCN 12.16 22.65 38.64 45.24 8.39 17.05 33.03 40.43 8.02 16.27 31.32 38.15 11.98 26.76 57.08 69.74
STSGCN 16.26 24.63 40.06 45.94 14.32 22.14 37.91 45.03 13.10 20.20 37.71 44.65 14.33 24.28 52.62 68.53
SPGSN 10.14 19.39 34.80 41.47 7.07 14.85 30.48 37.91 6.72 13.79 27.97 34.61 10.37 23.79 53.61 67.12
PGBIG 11.20 22.15 37.77 43.19 6.73 14.89 30.03 37.42 7.40 15.88 31.30 38.30 50.19 23.85 52.12 65.42
Ours 4.54 14.51 32.32 40.02 2.82 10.24 27.41 35.66 2.71 9.64 24.77 32.00 3.89 15.79 46.91 61.50
Motion Directions Greeting Phoning Posing

millisecond 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
DMGNN 13.14 24.62 64.68 81.86 23.30 50.32 107.30 132.10 12.47 25.77 48.08 58.29 15.27 29.27 71.54 96.65
HisRep 7.77 18.23 41.34 51.61 15.47 34.04 73.77 88.90 9.78 20.98 39.81 50.87 13.23 27.70 63.68 81.82
MSR-GCN 8.61 19.65 43.28 53.82 16.48 36.95 77.32 93.38 10.10 20.74 41.51 51.26 12.79 29.38 66.95 85.01
STSGCN 14.24 24.27 44.24 53.21 15.02 30.70 67.11 87.63 14.88 21.40 46.55 52.03 15.01 25.69 58.38 73.08
SPGSN 7.35 17.15 39.80 50.25 14.64 32.59 70.64 86.44 8.67 18.32 38.73 48.46 10.73 25.31 59.91 76.46
PGBIG 7.61 18.91 44.63 56.39 14.28 31.48 64.27 77.91 8.85 18.84 39.26 49.11 10.40 24.89 57.34 73.59
Ours 2.65 11.22 34.98 46.56 6.02 22.95 63.55 81.73 3.41 12.52 33.83 44.37 3.88 16.42 51.89 70.36
Motion Purchases Sitting Sitting Down Taking Photo
millisecond 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
DMGNN 21.35 38.71 75.67 82.74 11.92 25.11 44.59 50.20 14.95 32.88 77.06 93.00 13.61 28.95 45.99 58.76
HisRep 14.75 32.39 66.13 79.64 10.53 21.99 46.26 57.80 16.10 31.63 62.45 76.84 9.89 21.01 44.56 56.30
MSR-GCN 14.63 32.81 65.18 78.27 10.21 20.36 43.68 53.62 15.54 29.97 59.31 72.25 9.09 20.10 44.60 55.72
STSGCN 15.26 26.26 63.45 74.25 15.19 22.95 46.82 58.34 16.70 28.05 56.15 72.03 16.61 24.84 45.98 61.79
SPGSN 12.75 28.58 61.01 74.38 9.28 19.40 42.25 53.56 14.18 27.72 56.75 70.74 8.79 18.90 41.49 52.66
PGBIG 13.43 30.37 61.34 74.87 9.08 19.72 42.96 54.51 14.81 30.92 58.60 71.00 8.41 18.66 40.90 51.89
Ours 5.01 19.14 52.93 67.77 4.05 13.08 36.39 48.36 7.09 20.28 50.24 65.27 3.63 12.89 36.33 48.47
Motion Waiting Walking Dog Walking Together Average

millisecond 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
DMGNN 12.20 24.17 59.62 77.54 47.09 93.33 160.13 171.20 14.34 26.67 50.08 63.22 16.95 33.62 65.90 79.65
HisRep 10.58 23.75 49.30 60.26 21.77 43.38 78.53 90.21 9.88 19.51 3591 42.60 11.60 24.40 49.75 60.78
MSR-GCN 10.68 23.06 48.25 59.23 20.65 42.88 80.35 93.31 10.56 20.92 37.40 43.85 12.11 25.56 51.64 62.93
STSGCN 16.30 27.33 48.12 59.79 16.48 37.63 70.60 86.33 11.38 22.39 39.90 47.48 15.34 25.52 50.64 60.61
SPGSN 9.21 19.79 43.10 54.14 17.83 37.15 71.74 84.91 8.94 18.19 33.84 40.88 10.44 22.33 47.07 58.26
PGBIG 8.88 19.89 43.66 54.53 20.78 41.55 72.66 84.53 9.22 19.64 36.42 43.60 10.76 23.44 47.55 58.42
Ours 3.56 13.32 37.80 50.01 7.91 27.70 66.12 81.48 3.53 13.24 31.84 39.61 4.31 15.53 41.82 54.21

4.3 Loss Function

To train the proposed model, we use the average L, distance be-
tween the ground-truth joint positions and the predicted ones as
the loss function. Formally, for one training sample, we have:

T,,+Tf

Lr= (Tp+rf) b Z_; ]Z,” i~ Ynj II% 17)
T+Tr |

Ls= (TP+Tf) J zg ]Z;” J=Yai P (1)

To jointly train the model, we define the final loss function £ as
the sum of £;, L, and the KL-divergence based loss L, weighted
by a hyperparameter A. The final loss function can be expressed as:

(19)

This loss function considers both the temporal smoothness and
spatial dependencies among human body joints. Additionally, to
combine the knowledge learned from both domains, we use the
weighted average of YT and Y as the final prediction:

L=Lr+ L+ Lk1.

?:%-(YHYS). (20)

5 EXPERIMENTS

5.1 Datasets and baselines

Human 3.6M (H3.6M). H3.6M [16] consists of motion capture
data of 11 actors performing 15 common actions. Following the
standard paradigm [25, 32], we train the models on the segmented
clips in the 6 subjects and test on the specific clips in the 5th subject.
CMU-Mocap. The CMU-Mocap dataset has been widely used
in various applications. Following the evaluation protocol used in
previous works [8, 24, 31], we also evaluated the performance on 8
human action categories.
3D Pose in the Wild (3DPW). 3DPW [44] is the first dataset
in the wild to provide accurate 3D pose annotations for evaluation.
It contains more than 51,000 frames for challenging indoor and
outdoor activities, and official organizers have defined data splits
for training, validation, and testing, along with evaluation protocols.
Baselines. We compare our approach with several state-of-the-
art baselines, including Res-sup [32], Traj-GCN [31], DMGNN [25],
HisRep [30], STSGCN [39], MSR-GCN [8], SPGSN [24], PGBIG [29].
Evaluation Metric. Mean Per Joint Position Error (MPJPE) is
the most widely used evaluation metric in HMP, which computes
the average ¢, distances between ground truth and predicted joint
positions in 3D Euclidean space.
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Table 2: Comparison of long-term motion prediction results on the H3.6M dataset. The table presents the prediction performance

at 560ms and 1000ms in the future.

Motion Walking Eating Smoking Discussion Directions Greeting Phoning Posing
millisecond 560 1K 560 1K 560 1K 560 1K 560 1K 560 1K 560 1K 560 1K
DMGNN 71.36 85.82 58.11 86.66 50.85 72.15 81.90 106.32 102.06 135.75 144.51 170.54 71.33 108.37 125.45 188.18
MSR-GCN 52.72 63.05 52.54 77.11 49.45 71.64 88.59 117.59 71.18 100.59 116.24 147.23 68.28 104.36 116.26 174.33
STSGCN 57.64 66.74 58.46 75.08 55.55 74.13 84.20 107.74 75.61 109.89 79.32 103.75 | 79.19 109.88 80.82 107.58
SPGSN 46.89 53.59 49.76 73.39 46.68 68.62 89.68 118.55 70.05 100.52 | 110.98 143.21 66.70 102.52 110.34 165.39
PGBIG 49.78 58.44 50.01 73.67 50.19 72.10 87.17 117.88 74.08 105.73 100.74 135.61 66.61 103.32 103.87 167.99
Ours 44.71 53.35 48.07 73.49 44.51 68.12 86.89 121.45 67.60 102.34 109.71 147.09 | 64.05 103.81 106.49 167.75
Motion Purchases Sitting Sitting Down Taking Photo Waiting Walking Dog Walking Together Average
millisecond 560 1K 560 1K 560 1K 560 1K 560 1K 560 1K 560 1K 560 1K
DMGNN 104.86 146.09 75.51 115.44 118.04 174.05 78.38 123.65 85.54 113.68 183.20  210.17 70.46 86.93 93.57 127.62
MSR-GCN 101.63 139.15 78.19 120.02 102.83 155.45 77.94 121.87 76.33 106.25 111.87 148.21 52.93 65.91 81.13 114.18
STSGCN 87.10 119.26 | 82.32 119.83 92.60 129.67 | 87.70 119.79 86.41 118.04 86.79 118.33 | 75.33 95.83 80.66 113.33
SPGSN 96.53 133.88 75.00 116.24 98.94 149.88 75.58 118.22 73.50 103.62 | 102.37 137.96 49.84 60.86 77.40 109.64
PGBIG 96.95 133.56 75.16 114.18 95.21 139.71 72.44 115.96 | 72.13 103.57 104.44 144.20 53.77 65.03 76.84 110.06
Ours 94.51 138.03 70.49 113.87 94.54 149.20 73.30 119.26 72.80 105.63 103.41 139.83 | 49.40 60.23 75.36 110.96

Table 3: Comparison of short-term prediction on 8 action categories from the CMU-Mocap dataset. Results at 80ms, 160ms,
320ms, and 400ms in the future are shown.

Motion basketball basketball signal directing traffic jumping
millisecond 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
Res-sup. 15.45 26.88 43.51 49.23 20.17 32.98 42.75 44.65 20.52 40.58 75.38 90.36 26.85 48.07 93.50 108.90
Traj-GCN 11.68 21.26 40.99 50.78 3.33 6.25 13.58 17.98 6.92 13.69 30.30 39.97 17.18 32.37 60.12 72.55
DMGNN 15.57 28.72 59.01 73.05 5.03 9.28 20.21 26.23 10.21 20.90 41.55 52.28 31.97 54.32 96.66 119.92
MSR-GCN 10.28 18.94 37.68 47.03 3.03 5.68 12.35 16.26 5.92 12.09 28.36 38.04 14.99 28.66 55.86 69.05
STSGCN 12.56 23.04 41.92 50.33 4.72 6.69 14.53 17.88 6.41 12.38 29.05 38.86 17.52 31.48 58.74 72.06
SPGSN 10.24 18.54 38.22 48.68 291 5.25 11.31 15.01 5.52 11.16 25.48 37.06 14.93 28.16 56.72 71.16
PGBIG 10.14 18.53 36.88 45.97 2.83 4.92 10.58 14.23 5.17 10.01 23.46 31.75 14.56 28.59 56.98 70.21
Ours 6.57 13.83 33.43 44.93 1.60 3.40 8.54 11.99 3.09 7.31 20.76 29.73 9.28 20.99 50.29 65.52
Motion running soccer walking washing window
millisecond 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
Res-sup. 25.76 48.91 88.19 100.80 17.75 31.30 52.55 61.40 44.35 76.66 126.83 151.43 22.84 44.71 86.78 104.68
Traj-GCN 14.53 24.20 37.44 41.10 13.33 24.00 43.77 53.20 6.62 10.74 17.40 20.35 5.96 11.62 24.77 31.63
DMGNN 17.42 26.82 38.27 40.08 14.86 25.29 52.21 65.42 9.57 15.53 26.03 30.37 7.93 14.68 33.34 44.24
MSR-GCN 12.84 20.42 30.58 34.42 10.92 19.50 37.05 46.38 6.31 10.30 17.64 21.12 5.49 11.07 25.05 32.51
STSGCN 16.70 27.58 36.15 36.42 13.49 25.24 39.87 51.58 7.18 10.99 17.834 22.61 6.79 12.10 24.92 36.66
SPGSN 10.75 16.67 26.07 30.08 10.86 18.99 35.05 45.16 6.32 10.21 16.34 20.19 4.86 9.44 21.50 28.37
PGBIG 13.18 24.72 44.17 50.17 11.89 21.96 42.00 51.50 6.83 11.59 19.49 22.78 5.00 9.58 21.86 28.57
Ours 8.97 18.70 37.55 43.24 7.53 15.39 33.93 43.78 4.75 8.59 16.51 20.37 2.92 6.80 18.40 25.50

Table 4: The average pl‘ediCtion MPJPES across the test set of 150 [0 Res-supB Traj-GCNE DMGNNE MSR-GCNE STSGCNL] SPGSND PGBIGE Ours]

3DPW at various prediction time steps. 125 1

100

millisecond‘ 100 200 400 500 600 800 900 1000 Average E 75 b

DMGNN 17.80 37.11 7038 83.02 94.12 109.67 117.25 123.93 81.66 E so

HisRep 15.88 35.14 66.82 78.49 93.55 107.63 114.59 114.75 78.36

MSR-GCN | 15.70 33.48 65.02 77.59 93.81 108.15 114.88 116.31 78.12 3T

STSGCN 18.32 37.79 67.51 77.34 92.75 106.65 113.14 112.22 78.22 0

SPGSN 1539 3291 64.54 76.23 91.62 103.98 109.41 111.05 75.64 80 160 32(1)\/[“““00“300 1000 Ave

Ours 10.52 27.59 65.10 78.78 88.63 101.43 105.86 109.78 73.46

5.2 Comparison to State-of-the-Art Methods.

We validate the effectiveness of our method by presenting quanti-
tative results for short-term and long-term motion prediction on
the H3.6M, CMU-Mocap, and 3DPW datasets.

Short-term motion prediction. Short-term motion predic-
tion aims to predict future poses within 500 milliseconds. Table 1
presents the MPJPEs of our method and several previous methods
on 15 representative actions at multiple prediction timestamps for
H3.6M. Our method achieves the best performance at all times-
tamps among all representative actions. Compared to the baselines,
our method shows a significant improvement.Table 3 presents the
MPJPEs of our method and several previous methods on 8 action

Figure 5: Comparison of different motion forecasting models
in CMU-Mocap.

categories at multiple prediction timestamps. Our method outper-
forms most methods at all timestamps. The average results of the
CMU-Mocap dataset are presented in Figure 5, which shows that our
method achieves almost optimal results at almost every timestamp,
with varying degrees of MPJPEs reduction compared to other base-
lines. These results prove the effectiveness of our proposed model
in achieving significant improvements in short-term prediction.
Long-term motion prediction. Long-term motion prediction
aims to predict the poses over 500 milliseconds, which is a chal-
lenging task due to the variability of poses and the difficulty in
capturing human intention. In Table 2, we present the prediction
result of various methods at 560 ms and 1000 ms on 15 actions in
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Table 5: Results of our methods in the ablation study, where
MPJPE is shown and lower values is better.

Increment L; Ls Ly | 80ms 160ms 320ms 400ms Average

v 10.57 23.65 50.16 61.91 36.57
9.99 22.51 48.10 59.57 35.04
9.99 22.50 47.87 59.18 34.88
v 9.53 21.66 46.83 58.20 34.06
5.29 16.61 43.17 55.91 30.24
491 15.94 42.87 54.98 29.68
4.55 15.95 42.62 55.18 29.58
v 4.31 15.53 41.82 54.21 28.96

NENENN
ENEENESN
SN AN

Table 6: Impact of the fusion coefficient A on motion predic-
tion results. MPJPE is reported. Mean and variance values
are reported, excluding the case where 1 = 0.

A 80ms  160ms  320ms  400ms  Average
0 4.55 15.95 42.62 55.18 29.58
0.001 4.34 15.61 41.86 54.29 29.02
0.01 4.35 15.59 41.91 54.35 29.05
0.1 4.31 15.53 41.82 54.21 28.96
1.0 4.41 15.68 42.08 54.55 29.18
Average 4.35 15.60 41.92 54.36 29.05
Variance 0.03 0.05 0.10 0.13 0.09
45

@ 40 | e
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i 35 he
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Figure 6: Results under different levels of Gaussian noise
(with mean of 0 and standard deviation of ¢). "Motion Data"
indicates the model trained using raw motion data, and "In-
cremental Information" indicates the model trained using
the incremental information of motion. The straight lines
represent the results of robust linear regression [15].

H3.6M. We can see that our proposed method achieves more effec-
tive prediction on most actions and has lower MPJPEs at 560 ms and
achieve a comparable prediction result at 1000 ms. To further vali-
date the effectiveness of our method, we conducted experiments on
the 3DPW dataset. The average MPJPEs across all the test samples
at different prediction steps are presented in Table 4. Our method
outperforms state-of-the-art methods, reducing the MPJPE by an
average of 4.97%. However, we also found that our approach did
not show a significant improvement in long-term prediction per-
formance. There are likely two reasons for this state of affairs: 1)
long-term action prediction tasks themselves are highly variable
and unpredictable, and 2) our method may have lost some semantic
information about the motion by using incremental information to
represent the motion characteristics. Overall, our method demon-
strates promising results in both short-term and long-term motion
prediction, which confirms that our model is effective in utilizing
incremental information and achieving impressive outcomes.

5.3 Ablation study

The influence of spatio-temporal branching framework. To
gain a better understanding of our approach, we conducted addi-
tional experiments on the H3.6M dataset to assess the impact of
incremental information, temporal and spatial domain modeling,

Jiexin Wang, Yujie Zhou, Wenwen Qiang, Ying Ba, Bing Su, and Ji-Rong Wen

and cross-domain knowledge distillation. The results are summa-
rized in Table 5, where L; and L represents scenarios where the
temporal branch or the spatial branch is utilized. Our experiments
show that the use of incremental information can lead to a signif-
icant improvement in prediction accuracy, indicating that it can
provide more expressive information for characterizing motion.
Moreover, our experiments show that different domain modeling
methods have varying capabilities in modeling motion data. In ad-
dition, our experiments reveal that the best results are achieved
when cross-domain knowledge distillation is used, indicating that
this approach can result in better integration of spatial-domain and
temporal-domain information. Overall, These results highlight the
importance of considering multiple modeling approaches and using
knowledge distillation in motion prediction tasks.

The influence of hyper-paramter A. We varied the value of 1
in our approach to examine its impact on the H3.6M dataset. Specif-
ically, we varied the value of A from {0, 1073,1072,107 1, 1}. The
results presented in Table 6 demonstrates that our method achieved
the lowest MPJPEs when A = 0.1, indicating that knowledge distilla-
tion is effective. Additionally, we observe that in the absence of the
knowledge distillation module (A = 0), the MPJPEs are the highest.
Besides, there was little difference in performance when A took
other values, suggesting that knowledge distillation is effective and
our method is not sensitive to the choice of A

The influence of incremental information. To verify the
effectiveness of the incremental information in reducing the impact
of noise on model learning, we conducted an experiment where we
added Gaussian noise to the data at various levels and measured the
resulting change in MPJPEs. The results, shown in Figure 6, indicate
that our method has a smaller slope, indicating that the amplitude
of the change in MPJPEs is smaller as the noise level increases.
This demonstrates that our approach can effectively mitigate the
interference of noise on model learning.

6 CONCLUSION

In this paper, we propose a novel spatio-temporal branching frame-
work for human motion prediction utilizing the incremental infor-
mation from the motion data to effectively reduce noise interference
in the observation data. Different from previous works, our method
separately extracts the temporal-domain and spatial-domain fea-
tures to capture more useful information from the motion data. The
interplay of spatial joints and temporal patterns is also enhanced,
and modal bias is reduced through cross-domain knowledge dis-
tillation. Extensive experiments conducted on three benchmarks
demonstrate the effectiveness of our method. In our future work,
we intend to investigate the potential of our approach in other
applications such as action recognition and pose estimation.
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A APPENDIX

We report more experimental results and more technical details
which are not included in the paper due to space limit.

A.1 Implementation details.

Our model is implemented in PyTorch and trained on a single
NVIDIA A40 GPU using the ADAM optimizer [17]. We set the
learning rate to 0.001 with a decay rate of 0.96 every two epochs.
We used a batch size of 32 for training and applied gradient clipping
with a maximum ¢2-norm of 1 to prevent exploding gradients.

A.2 Effects of KL divergence in Cross-domain
Knowledge Distillation

To study the effects of KL divergence in facilitating knowledge
distillation between the spatial and temporal domains, we eval-
uate different approaches, including using Jensen-Shannon (JS)
divergence and Euclidean distance instead of KL divergence on
the H3.6M dataset. The experimental results presented in the Ta-
ble 7 demonstrate the effectiveness of all these methods in promot-
ing knowledge transfer. Among these alternatives, KL divergence
achieved the best performance. This can be attributed to the unique
characteristics of KL divergence, which quantifies the divergence
between motion energy distributions in our method. In our study,
KL divergence effectively captures the distinctions and similarities
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between the spatial and temporal features, enabling a more effi-
cient transfer of knowledge between the two domains and reducing
modal bias in the learned representation.

Table 7: Impact of different knowledge distillation methods
on motion prediction results. MPJPE is reported.

Method \ 80ms 160ms 320ms 400ms 560ms 1000ms Average
Temporal branch (w/o KL)| 5.29 16.61 43.17 5591 7847 113.26 52.12
Spatial branch (w/o KL) 491 1594 4287 5498 76.85 11234 5132
Ours (Euclidean distance) | 4.43 15.81 4231 54.76 76.24 111.68 50.87
Ours (JS) 437 15.63 42.03 5451 75.75 111.37 50.61
Ours (KL) 4.31 15.53 41.82 54.21 75.36 110.96 50.37

A.3 Time and Model Size Comparisons.

In Table 8, we compare our method to existing methods in terms of
prediction time and model size and present the prediction results for
short-term motion prediction on the H3.6M dataset. Our method
achieves the lowest MPJPE while maintaining efficient running
time. Our method’s main advantage is its simple network architec-
ture, without any complex module design or arithmetic mechanism.
Additionally, we use a dual-branch network that can run in parallel,
further improving efficiency.

Table 8: Time and model size comparisons. The average
MPJPE at 80ms, 160ms, 320ms, 400ms, 560ms, and 1000ms is
also reported.

Method | Train(Per batch) Test(Per batch) Model Size MPJPE
Traj-GCN 51ms 41ms 2.55M 58.12
MSR-GCN 107ms 52ms 6.30M 57.93
STSGCN 68ms 39ms 0.04M 57.69
PGBIG 117ms 39ms 1.23M 54.51
SPGSN 461ms 376ms 7.60M 54.19

Ours 118ms 62ms 7.33M 50.37
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