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ABSTRACT
Social platforms such as Twitter are under siege from a multitude of

fraudulent users. In response, social bot detection tasks have been

developed to identify such fake users. Due to the structure of social

networks, the majority of methods are based on the graph neural

network(GNN), which is susceptible to attacks. In this study, we

propose a node injection-based adversarial attack method designed

to deceive bot detection models. Notably, neither the target bot nor

the newly injected bot can be detected when a new bot is added

around the target bot. This attack operates in a black-box fashion,

implying that any information related to the victim model remains

unknown. To our knowledge, this is the first study exploring the re-

silience of bot detection through graph node injection. Furthermore,

we develop an attribute recovery module to revert the injected node

embedding from the graph embedding space back to the original

feature space, enabling the adversary to manipulate node perturba-

tion effectively. We conduct adversarial attacks on four commonly

used GNN structures for bot detection on two widely used datasets:

Cresci-2015 and TwiBot-22. The attack success rate is over 73% and

the rate of newly injected nodes being detected as bots is below

13% on these two datasets.
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1 INTRODUCTION
As social media becomes an increasingly integral part of people’s

daily lives, public opinion is now more heavily influenced by its

content than ever before [7, 34]. With millions of daily active users,

Twitter is a thriving social media platformwith significant influence

in shaping public opinion. However, as well as bringing benefits,

social media also poses a major threat [37]. The platform’s im-

mense power has led to the proliferation of a new type of users,

known as social bots. These bots can amplify certain discussions

at the expense of others and manipulate public opinion to achieve

their own goals. Examples of such manipulation include extreme

propaganda [1], promotion of political conspiracies [16, 21], and

interference in elections [10, 15].

To address the various problems caused by social bots, social bot

detection tasks have been developed. Existing social bot detection

methods are usually divided into three categories: feature-based

methods, text-based methods, and graph-based methods. Feature-

based methods utilize user information for feature engineering and

apply traditional classification algorithms to detect bots [13, 24].

Text-based methods use natural language processing techniques to

process user tweets and user description texts for bot detection [3,

23]. Graph-based methods interpret the Twitter social network as a

graph and use the concepts of network science and geometric deep

learning for bot detection [11, 29].

Recent studies [12, 14] have shown that graph-based methods

achieve state-of-the-art performance in social bot detection. These

methods can detect novel bots and overcome the various challenges

associated with social bot detection. Graph-based methods typically

employ Graph Neural Networks (GNNs) to detect bots by interpret-

ing users as nodes and relationships as edges. Most GNNs follow

a message passing scheme and achieve significant performance in

many tasks [4, 30, 39] by iteratively aggregating representations of

representation learning nodes from their neighbors. Despite their
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success, GNNs have been found to be highly vulnerable to adver-

sarial attacks [2, 31, 38, 41, 43]. Graph-based social bot detection

methods rely on GNNs for processing social networks, making

them similarly vulnerable to adversarial attacks.

However, there is no attempt at social bot detection tasks because

of the following difficulties. Firstly, most of the existing adversarial

attack methods are white-box attacks [5, 17], which require the

attacker to master the victim model in advance. On the contrary,

the information of the victim model is the key asset of the com-

panies who manage social platforms, and thus it is infeasible for

the attacker to access it. Therefore, the practical adversarial attacks

on social bot detection are in a black-box manner. Secondly, too

much modification on the social network can be noticed to lead

to the failure of the attack, so it is necessary to maintain the im-

perceptibility of the attack method, which requires not perturbing

too much information about the original network. According to

the studies on GNN adversarial attacks [9, 33, 35, 45], we choose

to leverage the single node injection method [35] to control the

change of the whole network on one node. Furthermore, since this

newly injected node is also a fake user in the social network, there

is a task-specific imperceptible requirement: the newly injected

node cannot be detected by the victim model. This is a different

constraint from the classical adversarial attacks on GNNs which

control the number of the perturbed nodes [35] or the access graph

range of the attackers [27]. Thirdly, most of the existing node in-

jection adversarial attacks against GNNs are carried out in the

intermediate embedding space [35, 42], which leads to the attack

generating an injected node in the form of embedding. However,

for our specific adversarial attack on social bot detection, since the

attacker needs to generate a new bot and inject it into the original

social network to achieve the undetectable of the target bot, the

original attributes of the injected bot have to be restored.

In this study, we address these challenges of black-box settings,

imperceptibility, and attribute recovery in the adversarial attack on

social bot detection. First, we set up a simple GNN structure based

on embeddings from the original attribute space as a substitute

model. This setting relies on the transferability of the adversar-

ial samples to achieve the black-box attack. Then, a single-node

injection adversarial attack approach, G-NIA [35], is applied to

address the imperceptibility of the attack from the perturbation

aspect. Moreover, to maintain the imperceptibility of the attack

from the attribute aspect, we collect statistics on the attributes of

human users, then convert them as a series of constraints, and apply

these constraints to the newly injected node. Finally, we design

an attribute recovery module to obtain the original features of the

injected node from the embedding space.

In summary, this study has the following contributions:

• In order to fool bot detection methods, we propose a black-

box node injection-based adversarial attack method, which

is to add a new bot around a target bot and to achieve both

the target bot and the newly injected bot undetectable by

the bot detection method. To the best of our knowledge, this

is the first study on the node injection-based bot detection

attack.

• We design an attribute recovery module to restore the node

feature from the graph embedding space to the original fea-

ture space in order to make the adding node perturbation

operable by the adversary.

• Weattack four existing bot detectionmethods on two datasets

(Cresci-2015 and TwiBot-22) to evaluate the generalizability

and effectiveness of the attack models. The attack success

rate is over 73% and the rate of newly injected nodes being

detected as bots is below 13% on two datasets. Specifically,

the newly injected node detection rate on Cresci-2015 is as

low as 0.06%.

2 RELATEDWORK
In this section, we introduce the vulnerability of bot detection and

the adversarial attack on GNNs.

2.1 Vulnerability of Bot Detection
Existing bot detection methods are vulnerable to attack. The error

of the bot detection model can be caused either by creating the bot

scenarios or by carrying out the adversarial attack.

Torusdağ et al. [36] investigate the vulnerability of existing social

bot detection systems by creating their own bot scenarios instead

of relying on public datasets. They experimentally show that the

existing social bot detection model is unable to detect their social

bots, thus demonstrating the vulnerability of these models. How-

ever, their study only serves to verify the vulnerability of the bot

detection model and does not offer further discussion on potential

solutions or improvements. Kantartopoulos et al. [20] obtain good

results in adversarial attacks for bot detection by poisoning the

training dataset. Their attack involved randomly modifying the

labels of the bot nodes in the training set and copying new nodes

based on the information of existing nodes. While this method is

an adversarial attack for bot detection, it is not within the same

scope as ours. This random attack method cannot specify nodes for

attack and lacks flexibility. Additionally, this attack method directly

uses the poisoned data to train the bot detection model, which

can only be used to enhance the robustness of the bot detection

model. In contrast, we propose an adversarial attack method based

on node injection. Our method involves adding a new node and a

new relationship to the original social network, which causes the

bot detection model to generate classification errors for both the

target bot node and the newly injected bot node. This approach

greatly improves the accuracy and benefits of the attack.

2.2 Adversarial Attack on GNN
Extensive studies have shown that graph neural networks (GNNs)

are vulnerable to various adversarial attacks [19, 28, 33]. These

attacks can perturb node attributes, graph structures, and labels [6,

40]. For instance, Nettack [46] is a targeted attack that aims to de-

ceive specific nodes by modifying their properties and the structure

of the gradient bootstrap graph. Meta-attack [44] is a non-targeted

attack based on meta-learning, but this method degrades the overall

performance of GNNs. Additionally, G-NIA [35] is a targeted attack

that adds only one new node and one new edge at a time, resulting

in minimal disturbance to the original graph structure.
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In this study, we use a similar approach to G-NIA to conduct

an undetectable adversarial attack against the social bot detection

model. G-NIA alone is insufficient to achieve our goal since this

method can only generate the embeddings of injected nodes and

requires reading the parameters of the victim model for a white-box

attack. As we cannot access the specific information of the targeted

bot detection model, we design a substitute model for a black-

box attack. Additionally, to realize the attack on social networks,

we need to obtain the attributes of injected nodes, including user

descriptions, tweets, numerical metadata, and categorical metadata.

To do so, we further propose an attribute recovery module to obtain

the attributes of injected nodes from the generated embeddings.

3 METHODOLOGY
In this section, we delve into the specifics of our proposed method.

In Sec. 3.1, we provide a definition of the problem we aim to address.

Subsequently, in Sec. 3.2, we present the overall framework of our

methodology. Finally, in Secs. 3.3-3.6, we specify the four primary

modules in our framework.

3.1 Problem Definition
3.1.1 Objective. Let 𝐺 = (𝑉 , 𝐸,𝐴) represents a social network,

where 𝑉 = {1, 2, . . . , 𝑘} constitutes the set of 𝑘 users, 𝐸 ⊆ 𝑉 × 𝑉

defines the relationships of the users, and𝐴 represents the attributes

of users.

The goal of the social bot detection task is to achieve accurate

prediction of user types in the social graph, i.e., 𝑓 (ℎ |𝐺) = 𝑦ℎ and

𝑓 (𝑏 |𝐺) = 𝑦𝑏 , where 𝑓 (·|𝐺) denotes the detection outcome of the

detection model with respect to the social network 𝐺 , ℎ and 𝑏

represent human and bot respectively, 𝑦ℎ and 𝑦𝑏 indicate the node

type is human and bot respectively.

Based on the difficulties of the adversarial attack against the

bot detection task mentioned in Sec. 1, we adopt the single-node

injection method to carry out the black-box attack. The problem is

defined as follows:

Definition 1 (Single-node Adversarial Attack on Social

Bot Detection). Given a social network 𝐺 , and a target bot 𝑏𝑡
which the attacker wants to evade the bot detection 𝑓 (·), the single-
node injection adversarial attack on bot detection is to obtain a new
social network graph 𝐺 ′, where 𝐺 ′ is constituted by 𝐺 and one new
bot 𝑏𝑖𝑛 𝑗 = (𝑣𝑖𝑛 𝑗 , 𝑒𝑖𝑛 𝑗 , 𝑎𝑖𝑛 𝑗 ), that is,𝐺 ′ = (𝑉 ∪𝑣𝑖𝑛 𝑗 , 𝐸∪𝑒𝑖𝑛 𝑗 , 𝐴∪𝑎𝑖𝑛 𝑗 ),
such that 𝑓 (𝑏𝑡 |𝐺 ′) = 𝑦ℎ and 𝑓 (𝑏𝑖𝑛 𝑗 |𝐺 ′) = 𝑦ℎ .

Specifically, this definition illustrates three requirements of this

adversarial task: 1) the new social network graph 𝐺 ′
only has one

new node (i.e., 𝑣𝑖𝑛 𝑗 with its attribute 𝑎𝑖𝑛 𝑗 ) and one new edge (i.e.,

𝑒𝑖𝑛 𝑗 ) to connect the node to the original graph 𝐺 , without altering

any existing nodes or edges in𝐺 . This aims to achieve imperceptible

perturbation on the social graph. 2) The original attribute 𝑎𝑖𝑛 𝑗 is

required to be attained, which keeps the adversarial attack operable

in practice. 3) Although the task is only to shield the target bot

𝑏𝑡 , as the new injected node 𝑏𝑖𝑛 𝑗 is also a man-made bot, 𝑏𝑖𝑛 𝑗 is

also required to be recognized as a human (i.e., 𝑓 (𝑏𝑖𝑛 𝑗 |𝐺 ′) = 𝑦ℎ) to

escape the bot detection.

3.1.2 Threat Model. As introduced in Sec. 1, this study focuses

on the black-box attack to keep it practical. That is, the adversary

does not know the structure and weight information of the victim

model because the victim model is the key asset of the companies

who manage social networks. Furthermore, the adversary knows

the target bot which they manage, as well as the corresponding

social networks which are published and can be crawled from social

media.

3.2 Framework
The overall framework of our method is shown in Figure 1, which

has four major modules: 1○substitute model, 2○embedding genera-

tion, 3○edge generation, and 4○attribute recovery. In detail, as the

adversarial attack is in a black-box manner, we train a Relational

Graph Convolutional Network (R-GCN) [32] as the 1○substitute

model, and leverage the transferability of the adversarial samples to

fool some latest bot detectors. More details of victim models are in

Sec. 4. Then, the node embeddings extracted from the 1○substitute

model as well as the weights of the 1○substitute model are used

to generate the embedding of the injected node in 2○embedding

generation. By leveraging the embedding of the injected node as

well as the information used in 2○, 3○edge generation obtains the

injected edge. As illustrated in the definition, it is not enough to

have the embedding of the new node, but the original attributes are

required. Thus, 4○attribute recovery restores the embedding of the

injected node output by 2○embedding generation into the original

attributes. Finally, the new node can be created by the attacker and

injected into the social graph to shield the target bot.

3.3 Substitute Model
To launch an attack without knowing the specific information of

the victim models, we devise a substitute model for transfer-based

attacks.

For each user 𝑣 in the social graph 𝐺 , the attribute 𝑎 includes

four types, which are the description 𝐷 , a set of tweets 𝑇 , a series

of numerical properties 𝑁 , and a series of categorical properties

𝐶 , that is 𝑎 = (𝐷,𝑇 , 𝑁 ,𝐶), where 𝐷 = {𝑑𝑖 }𝐿𝑖=1 represents a user’s
description with 𝐿 words, 𝑇 = {𝑡𝑖 }𝑀𝑖=1 signify a user’s 𝑀 tweets,

𝑁 = {𝑛𝑖 }𝑃𝑖=1 denotes a user’s numerical properties, and𝐶 = {𝑐𝑖 }𝑄𝑖=1
indicate a user’s categorical properties.

For edges between users, given the following and being followed

information, there are two types of edges: “friend” and “follow” [8],

that is 𝑅 =
{
𝑟 𝑓 , 𝑟𝑜

}
. Due to these different types of edges in the

social network, the social network is a heterogeneous graph. We

represent the friend and follow neighborhoods of a user 𝑣 as 𝐸𝑓 (𝑣)
and 𝐸𝑜 (𝑣), respectively, and all neighbors of 𝑣 is represented as

𝐸𝑟 (𝑣) = 𝐸𝑓 (𝑣) ∪ 𝐸𝑜 (𝑣).
The substitute model consists of two parts: individual attribute

encoding and structure-based feature transformation. We mainly

use four fully-connected layers for individual attribute encoding

and an R-GCN for structure-based feature transformation. Specif-

ically, the fully-connected layer networks are used to encode the

users’ semantic information from their descriptions and tweets,

as well as both user numerical and categorical property informa-

tion, respectively, as illustrated in below (a)-(d). Meanwhile, the

R-GCN is to obtain the overall user representation by considering

the heterogeneous social graph, which is specified as (e). In addition,

we set the dimension of the total user embedding 𝐷 . As the user
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Figure 1: Framework of Single-node Adversarial Attack on Social Bot Detection

embedding is concatenated by attribute embeddings as defined in

Equation (3), the dimension of each attribute type is
𝐷
4
, that is, the

output dimension of the fully connected layer networks is
𝐷
4
.

The detailed processes are as follows.

a) User Description. We utilize pre-trained RoBERTa [25] to en-

code user descriptions. Initially, we transform the words in the user

description using RoBERTa:

𝑑 = 𝑅𝑜𝐵𝐸𝑅𝑇𝑎({𝑑𝑖 }𝐿𝑖=1), 𝑑 ∈ R𝐷𝑠×1
(1)

where 𝑑 represents the user description’s representation, and 𝐷𝑠

corresponds to the embedding dimension of RoBERTa. Next, we

extract representation vectors for the user’s description:

𝑥𝑑 = 𝜙 (𝑊𝐷 · 𝑑 + 𝑏𝐷 ), 𝑥𝑑 ∈ R
𝐷
4
×1

(2)

where𝑊𝐷 and 𝑏𝐷 are learnable parameters, 𝜙 is the activation

function.

b) User Tweets. We follow the same process as Equation (1) and

Equation (2) on each tweet. Then, by averaging the representations

of all tweets, we obtain the user tweet representation 𝑥𝑡 ∈ R
𝐷
4
×1
.

c) User Numerical Properties. We utilize numerical features that

can be directly accessed through the Twitter API, as shown in

Table 1. After performing z-score normalization, we obtain the

representation of user numerical features 𝑥𝑛 ∈ R
𝐷
4
×1

using a fully

connected layer.

d) User Categorical Properties. Similar to user numerical prop-

erties, we make use of directly available user categorical features

from the Twitter API, which are displayed in Table 2. By employing

one-hot encoding, concatenating, and transforming them with a

fully-connected layer, we derive the representation for the user’s

categorical features 𝑥𝑐 ∈ R
𝐷
4
×1
.

e) Overall User Embedding. Weencode the user description, tweets,

numerical, and categorical properties, then concatenate them to

Table 1: User numerical properties

Feature Name Description

followers number of followers

active days number of active days

screen name length screen name character count

followings number of followings

status number of public lists where this user belongs

Table 2: User categorical properties

Feature Name Description

protected protected or not

verified verified or not

default profile image the default profile image

serve as the user embedding. For each user 𝑖 ∈ 𝑉 , we represent the

user embedding as:

𝑥𝑖 = [𝑥𝑑𝑖 ;𝑥𝑡 𝑖 ;𝑥𝑛𝑖 ;𝑥𝑐𝑖 ] ∈ R𝐷×1
(3)

We employ an R-GCN [32] on the heterogeneous graph to learn

user representations. The overall user embeddings in Equation (3)

are used directly as the initially hidden vectors for nodes within

the graph:

𝑥
(0)
𝑖

= 𝑥𝑖 , 𝑥
(0)
𝑖

∈ R𝐷×1
(4)

Then, we apply the 𝑙-th R-GCN layer:

𝑥
(𝑙+1)
𝑖

= Θ𝑠𝑒𝑙 𝑓 · 𝑥 (𝑙 )
𝑖

+
∑︁
𝑟 ∈𝑅

∑︁
𝑗∈𝐸𝑟 (𝑖 )

1

|𝐸𝑟 (𝑖) |
Θ𝑟 · 𝑥 (𝑙 )𝑗

(5)

where Θ is the projection matrix, 𝑙 = {0, . . . , 𝐿 − 1}, and 𝐿 is the

number of edge types. We directly use the output of the R-GCN as

the prediction label:

𝑦𝑖 = 𝑥
(𝐿)
𝑖

(6)
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Here, we jointly train the attribute encoding and overall feature

transformation in the substitute model. The loss function of the

substitute model is constructed as follows:

𝐿𝑠 = −
∑︁
𝑖∈𝑉

[𝑦𝑖𝑙𝑜𝑔(𝑦𝑖 ) + (1 − 𝑦𝑖 )𝑙𝑜𝑔(1 − (𝑦𝑖 )] + 𝜆
∑︁
𝑤∈𝜃𝑠

𝑤2
(7)

where 𝑦𝑖 is the ground-truth label and 𝜃𝑠 are all parameters of the

substitute model.

3.4 Embedding Generation
We use the embeddings of the target node 𝑥𝑏𝑡 and its first-order

neighbors 𝑥𝑛 , to guide the generation of the injected node, where 𝑥𝑛
is the average embedding of all first-order neighbors of the target

node 𝑏𝑡 . Since feature transformation maps the embedding space to

the label space as shown in Equations (4)-(6), we adopt the column

of the feature transformationweights to represent the label class𝑢𝑏𝑡 .

The process of constructing 𝑢𝑏𝑡 is as follows. Since there are two

types of edges (i.e., “friend” and “follow”) in the graph, the weight

of the R-GCN is divided into𝑊𝑓 and𝑊𝑜 and then aggregated with

a fully-connected layer 𝑓𝑊 , that is𝑊 = 𝑓𝑊 (𝑊𝑓 ,𝑊𝑜 ). Finally, 𝑢𝑏𝑡 =

[𝑊 [:, 𝑦𝑏 ];𝑊 [:, 𝑦ℎ];𝑊 ], where𝑊 [:, 𝑦𝑏 ] represents the column of

𝑊 with respect to the label of before attacking (i.e. bot, 𝑦𝑏 ), and

𝑊 [:, 𝑦ℎ] represents the column of𝑊 with respect to the expected

label of after attacking (i.e. human, 𝑦ℎ).

Using the representations described above, we utilize two fully-

connected layers F 𝑥
and a Multi-Layer Perceptron (MLP) G𝑥

to

generate the embedding of the injected node, denoted as 𝑥𝑖𝑛 𝑗 :

𝑥𝑖𝑛 𝑗 = G𝑥 (F 𝑥 (𝑥𝑏𝑡 , 𝑥𝑛, 𝑢𝑏𝑡 ,𝐺 ;𝜃
∗
𝑥 ))

F 𝑥 (𝑥𝑏𝑡 , 𝑥𝑛,𝑢𝑏𝑡 ,𝐺 ;𝜃
∗
𝑥 ) = 𝜎 ( [𝑥𝑛 ;𝑥𝑏𝑡 ;𝑢𝑏𝑡 ]𝑊

𝑥
0
+ 𝑏𝑥

0
)𝑊 𝑥

1
+ 𝑏𝑥

1

(8)

where 𝜃∗𝑥 =
{
𝑊 𝑥

0
, 𝑏𝑥

0
,𝑊 𝑥

1
, 𝑏𝑥

1

}
are trainable weights. The mapping

function G𝑥
maps the output of F 𝑥

to the designated embedding

space of the original graph, making the embeddings similar to

existing nodes.

3.5 Edge Generation
The injected edges serve to spread the attributes of the injected

node to the target nodes. The injected edge is limited to the target

node and its first-order neighbors, meaning that the injected node

must be at least a second-order neighbor of the target node. To

capture the coupling effect between network structure and node

features, we jointly model the injected embeddings and edges.

Specifically, we use the injected embeddings to guide the gen-

eration of injected edges. To guide the generation of the injected

edge 𝑒𝑖𝑛 𝑗 , we include the generated injected embedding 𝑥𝑖𝑛 𝑗 along

with the information of the target bot and its neighbors as used

in Equation (8). We employ two fully-connected layers F 𝑒
and an

MLP G𝑒
to generate 𝑒𝑖𝑛 𝑗 as follows:

𝑒𝑖𝑛 𝑗 = G𝑒 (F 𝑒 (𝑥𝑖𝑛 𝑗 , 𝑥𝑏𝑡 , 𝑥𝑛, 𝑢𝑏𝑡 ,𝐺 ;𝜃
∗
𝑒 ))

F 𝑒 (𝑥𝑖𝑛 𝑗 , 𝑥𝑏𝑡 ,𝑥𝑛, 𝑢𝑏𝑡 ,𝐺 ;𝜃
∗
𝑒 ) = 𝜎 ( [𝑥𝑏𝑡 ;𝑥𝑛 ;𝑥𝑖𝑛 𝑗 ;𝑢𝑏𝑡 ]𝑊

𝑒
0
+ 𝑏𝑒

0
)𝑊 𝑒

1
+ 𝑏𝑒

1

(9)

where 𝜃∗𝑒 =
{
𝑊 𝑒

0
, 𝑏𝑒

0
,𝑊 𝑒

1
, 𝑏𝑒

1

}
are trainable weights.

Once the injected embedding and edge are generated, we inject

the injected node into the original graph 𝐺 to obtain the perturbed

graph 𝐺 ′
. We then feed𝐺 ′

into the substitute model and compute

the attack loss as follows:

𝐿𝑎𝑡𝑘 =
∑︁

𝑏𝑡 ∈𝑉𝑏
(𝑆 ′
𝑏𝑡 ,𝑦𝑏

− 𝑆 ′
𝑏𝑡 ,𝑦ℎ

) (10)

where 𝑆 ′
𝑏𝑡 ,𝑦

denotes the predicted label probability of the substitute

model in the new social network graph 𝐺 ′
with respect to the

target bot 𝑏𝑡 on the corresponding label (i.e. 𝑦ℎ and 𝑦𝑏 ). Here we

conduct joint training on the embedding generation module and

edge generationmodule. The optimization process aims tominimize

the attack loss 𝐿𝑎𝑡𝑘 , which guides the training process. We employ

gradient descent to iteratively optimize 𝐿𝑎𝑡𝑘 until convergence.

3.6 Attribute Recovery
The social network bot detection model detects users by extract-

ing features from the raw user data. However, the injected node

embeddings generated in Sec. 3.4 represent the total user features

that have been extracted by the feature extractor in the substitute

model, which is not consistent with the bot detection model whose

input is the original user features. To address this, we propose a

module named attribute recovery to recover the generated injected

node embeddings.

3.6.1 User Description & User Tweets. It is challenging to recover

text features, so we directly set the text features for the user de-

scription and user tweets to 0 for the injected node. This means

that the injected node does not contain any text information.

3.6.2 User Numerical Properties. To recover the numerical features

of the injected node, we train a multi-layer perceptron (MLP) using

the preprocessed numerical data 𝑁 = {𝑛𝑖 }𝑃𝑖=1 and the numerical

embeddings 𝑥𝑛 extracted by the feature extractor of the substitute

model. First, we calculate the loss per user at the original feature

level:

𝑙𝑛1 =

𝑃∑︁
𝑖=1

| 𝑀𝐿𝑃𝑛 (𝑥𝑛𝑖 ) − 𝑛𝑖 | (11)

Next, we also constrain the effects of the numerical MLP at the

feature level:

𝑙𝑛2 =

𝑃∑︁
𝑖=1

| 𝜙 (𝑊𝑁 ·𝑀𝐿𝑃𝑛 (𝑥𝑛𝑖 ) + 𝑏𝑁 ) − 𝑥𝑛𝑖 | (12)

Finally, we add the losses for each user 𝑗 as a loss function of the

numerical MLP:

𝐿𝑛 =
∑︁
𝑗∈𝑉

(𝑙𝑛1 + 𝛼𝑙𝑛2) (13)

where 𝛼 is a constant, and here we set 𝛼 = 0.01.

To ensure that the recovered numerical features are realistic,

we reverse the z-score normalization on the recovered features to

obtain the original integer numerical features. Then, we constrain

the numerical features to their respective appropriate ranges and

perform z-score normalization again to obtain the final user nu-

merical properties. The constraints are carefully designed based

on the statistics of the corresponding dataset where the node is to

be injected, in order to 1) achieve successful attacks to shield the

target bot, 2) make the injected node imperceptible, as well as 3) the

injection process operable by the attacker. Detailed setting criteria

can be referred to in Sec. 4.1.2.
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3.6.3 User Categorical Properties. Similar to the attribute recovery

of the user numerical properties, we train another MLP using the

data 𝐶 = {𝑐𝑖 }𝑄𝑖=1 obtained after data preprocessing and the cate-

gorical embeddings 𝑥𝑐 processed by the feature extractor of the

substitute model. For the categorical MLP, we calculate each user’s

losses at the original feature level only, similar to Equation (11),

and then sum all users’ losses as the loss function of categorical

property recovery. We recover the user categorical properties to

the one-hot encoding by adding a constraint during the attribute

recovery process.

3.6.4 Edge Type. After generating the injected node with the in-

jected embedding and recovering its attributes, we need to connect

it to the target node in the subgraph. Since the injected node is a bot,

we set the injected edge as "follow" to make it easier to establish.

4 EXPERIMENT
In this section, we conduct experiments to show the efficacy of our

method. In Sec. 4.1, we introduce the experiment settings. Then,

Sec. 4.2 shows the overall performance of our method. On this

basis, we conduct ablation experiments, parameter analysis, and

transferability analysis in Sec. 4.3, Sec. 4.4, and Sec. 4.5, respectively.

4.1 Experiment Settings
4.1.1 Datasets. We conduct experiments to evaluate the effective-

ness of our method on two datasets: Cresci-2015 [8] and TwiBot-

22 [12]. These datasets comprise heterogeneous graph data from

social networks, and their statistics are shown in Table 3.

Table 3: Statistics of the datasets

Dataset Human Bot Tweet Edge

Cresci-2015 1,950 3,351 2,827,757 7,086,134

TwiBot-22 860,057 139,943 86,764,167 170,185,937

Due to NVIDIA RTX 3090Ti GPU memory limitations, we are

unable to convert the complete social network graph provided by

the TwiBot-22 dataset into a sparse matrix for quickly obtaining

the first-order neighbors of the target as required in Equation 8 and

Equation 9. Therefore, We use a community selection algorithm to

select about 50,000 nodes to form five subgraphs for experiments.

The statistics of the subgraphs are shown in Table 4.

Table 4: Statistics of the five subgraphs selected on TwiBot-22

Graph Human Bot Edge

subgraph 1 45,081 4,491 993,930

subgraph 2 44,864 4,276 950,365

subgraph 3 46,079 4,278 953,733

subgraph 4 46,267 4,542 963,507

subgraph 5 45,553 4,496 983,006

whole graph 860,057 139,943 170,185,937

4.1.2 Constraint Settings. Tomake the injected node more realistic,

we set constraints to adjust its attributes as introduced in Sec. 3.6.

The constraints for injected nodes in the two datasets are shown in

Table 5 and Table 6.

In order to make the user numerical properties of the injected

node realistic and easy to implement, we apply the following constraint-

setting criteria.

• The number of followers is set to 0, which indicates that

the injected node does not need to be noticed by any others.

That is to say, this indicates that the attacker does not need

to buy any fan for this injected node.

• The maximum number of active days is set to 100, which

indicates that the attacker does not need too much time to

prepare for the shield. Noted this number is far lower than

the average active days in the social networks.

• The screen name length and the number of followings to the

maximum allowed by Twitter, as these are easily attainable

attributes.

• The numbers of statuses are on the same orders of mag-

nitudes as most users in the corresponding original social

networks.

Table 5: Mean and standard deviation of the numerical fea-
tures as well as the constraints on Cresci-2015

Feature Name Mean Std Constraints

followers count 246 5,879 0

active days 3,201 461 100

screen name length 11 3 15

following count 386 561 5,000

status 3 25 500

Table 6: Mean and standard deviation of the numerical fea-
tures as well as the constraints on TwiBot-22

Feature Name Mean Std Constraints

followers count 41,230 602,078 0

active days 2,128 1,633 100

screen name length 14 7 15

following count 2,251 15,782 5,000

status 21,689 120,247 40,000

4.1.3 Victim Models. We evaluate the effectiveness of our method

by attacking four GNNs that are used for bot detection, which

are benchmarks given by the Twibot-22 [12] dataset. The four

methods use Graph Convolutional Network (GCN) [22], Hetero-

geneous Graph Transformer (HGT) [18], Simple Heterogeneous

Graph Neural Network (Simple-HGN) [26], and Relational Graph

Convolutional Network (R-GCN) [32] respectively for social bot

detection. These four methods leverage text information from user

descriptions and tweets, user numerical and categorical property

information, as well as heterogeneous graphs based on user rela-

tionships to learn user representations for bot detection tasks on
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Twitter. Among them, the method based on R-GCN [14] is different

from our substitute model. It jointly encodes the various original

attributes of each user and inputs them to two R-GCNs. Then, it

uses a fully-connected layer to get the prediction label. Meanwhile,

as introduced in Sec. 3.3, we encode the four types of original at-

tributes respectively, splice them together, and then input them to

a network with one R-GCN to predict results directly.

4.1.4 Evaluation Metrics. To demonstrate the effectiveness of our

method, we set two evaluation metrics as follows:

Attack success rate. We measure the success of the attack by

evaluating whether the victim model can detect the target bot to

the new social network graph 𝐺 ′
. A successful attack occurs when

the target bot node is classified as a human. That is to say, the

higher the attack success rate, the better effectiveness of the attack.

New node detected as bot. We evaluate the imperceptibility of our

injected node by measuring whether the victim model can detect

it as a bot. A successful attack occurs when the injected node is

classified as a human. That is to say, the lower rate of the new node

detected as a bot, the better imperceptibility of the attack.

4.1.5 Implementation Details. When training the substitute model,

the learning rate is set as 1e-2, and the epoch is set as 150. In the

training for embedding generation and edge generation, we set a

maximum of 500 epochs. If the misclassification rate of the valida-

tion set does not increase for 5 consecutive epochs, the training

is stopped. Here, we set the batch size to 32 and the learning rate

to 1e-5. For the attribute recovery, we set the initial learning rate

as 1e-2, and the learning rate drops to 1e-5 with training. For the

numerical property recovery loss in Equation 13, we set 𝛼 = 0.01.

Each experiment is repeated five times to ensure reliability.

4.2 Overall Performance
We evaluate the effectiveness of our method on two datasets, Cresci-

2015 and TwiBot-22, and the results are presented in Table 7 and

Table 8, respectively.

Table 7: Overall performance on Cresci-2015 (%)

Method attack success rate new node become bot

GCN 95.68 ± 1.44 0.00 ± 0.00

HGT 94.79 ± 1.18 0.06 ± 0.12

Simple-HGN 95.74 ± 1.25 0.00 ± 0.00

R-GCN 95.74 ± 1.50 0.06 ± 0.12

Table 8: Overall performance on TwiBot-22 (%)

Method attack success rate new node become bot

GCN 93.97 ± 5.43 2.66 ± 5.09

HGT 89.37 ± 3.56 5.40 ± 10.80

Simple-HGN 74.94 ± 2.16 7.39 ± 14.78

R-GCN 73.73 ± 1.71 12.94 ± 19.19

Our method successfully achieves significant attack results on

both datasets. However, it is noteworthy that the attack results

on Cresci-2015 are better than those on TwiBot-22. This can be

attributed to the increasing complexity of social networks and the

advancements in camouflage technologies employed by bot users.

4.3 Ablation Study
To demonstrate the validity of our adversarial attack method, we

conduct ablation experiments on our method. Since the substitute

model and attribute recovery module are essential for data con-

version, they cannot be removed. Therefore, we perform ablation

on the embedding generation and edge generation modules. We

choose the TwiBot-22 dataset, which is more representative of the

current social network environment.

In the ablation experiment for embedding generation, we directly

assign the embedding of the target node to the injected node to

explore the importance of the embedding generation module in

adversarial attacks. The experimental results are shown in Table 9.

It is obvious that the attack effect decreases after removing the

embedding generation module. This shows that the embedding

generation module plays a vital role in both the attack success rate

and the probability of the new node becoming a bot.

Table 9: Ablation study for embedding generation on TwiBot-
22 (%)

Method

attack success rate new node become bot

ours assign ours assign

GCN 93.97 ± 5.43 85.99 ± 2.75 2.66 ± 5.09 39.24 ± 1.32

HGT 89.37 ± 3.56 84.36 ± 2.66 5.40 ± 10.80 26.86 ± 1.69

Simple-HGN 74.94 ± 2.16 74.10 ± 1.19 7.39 ± 14.78 37.54 ± 1.15

R-GCN 73.73 ± 1.71 74.91 ± 2.17 12.94 ± 19.19 35.29 ± 1.82

In the ablation experiment for edge generation, we randomly

select a node in the first-order subgraph of the target node to con-

nect with the injected node. The experimental results are shown in

Table 10. Overall, our approach achieves better performance, but

the improvement is modest. This may be due to the failure to select

all first-order nodes around the target bot during dataset construc-

tion and subgraph selection, resulting in a limited selection range

of edge generation. We consider that in practical application if all

the first-order neighbors can be selected to construct the subgraph,

our method can achieve better results.

Table 10: Ablation study for edge generation on TwiBot-22
(%)

Method

attack success rate new node become bot

ours random ours random

GCN 94.51 ± 1.57 93.80 ± 2.19 2.66 ± 5.09 2.17 ± 4.12
HGT 89.37 ± 3.56 86.48 ± 1.02 5.40 ± 10.80 4.34 ± 8.67

Simple-HGN 74.94 ± 2.16 75.52 ± 1.15 7.39 ± 14.78 6.37 ± 12.74
R-GCN 73.73 ± 1.71 74.39 ± 1.46 12.94 ± 19.19 8.37 ± 10.83

4.4 Parameter Analyse
4.4.1 Substitute model. In this experiment, we investigate the im-

pact of the substitute model on the performance of the attack. Be-

sides R-GCN used in the overall performance as shown in Sec. 3.3,
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Table 11: The number of R-GCNs in the substitute model on Cresci-2015 (%)

Method

attack success rate new node become bot

1 2 3 1 2 3

GCN 95.68 ± 1.44 95.86 ± 1.66 95.62 ± 1.60 0.00 ± 0.00 0.00 ± 0.00 0.12 ± 0.15

HGT 94.79 ± 1.18 87.40 ± 10.19 95.66 ± 2.19 0.06 ± 0.12 28.23 ± 37.35 13.55 ± 12.16

Simple-HGN 95.74 ± 1.25 95.80 ± 1.74 94.57 ± 1.59 0.00 ± 0.00 28.64 ± 38.83 1.66 ± 1.41

R-GCN 95.74 ± 1.50 95.62 ± 1.39 95.62 ± 1.59 0.06 ± 0.12 3.37 ± 6.74 1.66 ± 1.07

Table 12: The number of R-GCNs in the substitute model on TwiBot-22 (%)

Method

attack success rate new node become bot

1 2 3 1 2 3

GCN 93.97 ± 5.43 95.08 ± 2.79 95.60 ± 1.50 2.66 ± 5.09 4.82 ± 7.27 0.40 ± 0.49
HGT 89.37 ± 3.56 85.67 ± 6.46 86.16 ± 5.76 5.40 ± 10.80 3.04 ± 4.60 0.04 ± 0.09

Simple-HGN 74.94 ± 2.16 72.07 ± 2.97 72.76 ± 5.05 7.39 ± 14.78 1.25 ± 1.63 0.00 ± 0.00
R-GCN 73.73 ± 1.71 79.40 ± 5.05 78.83 ± 1.42 12.94 ± 19.19 3.20 ± 2.74 0.04 ± 0.09

we implement the framework based on a GCN substitute model.

We use a GCN layer to directly replace the R-GCN in the substitute

model. Since GCN can only handle homogeneous graphs, we do not

add edge-type information during input. The outputs of GCN are

consistent with the output of R-GCN, which are predictive labels.

Table 13: GNN types in substitute model on Cresci-2015 (%)

Method

attack success rate new node become bot

R-GCN GCN R-GCN GCN

GCN 95.68 ± 1.44 96.51 ± 1.42 0.00 ± 0.00 0.00 ± 0.00
HGT 94.79 ± 1.18 94.02 ± 0.51 0.06 ± 0.12 8.46 ± 13.29

Simple-HGN 95.74 ± 1.25 96.75 ± 1.24 0.00 ± 0.00 11.12 ± 22.25

R-GCN 95.74 ± 1.50 96.16 ± 0.82 0.06 ± 0.12 11.54 ± 23.08

Table 14: GNN types in substitute model on TwiBot-22 (%)

Method

attack success rate new node become bot

R-GCN GCN R-GCN GCN

GCN 93.97 ± 5.43 80.22 ± 10.87 2.66 ± 5.09 66.79 ± 36.76

HGT 89.37 ± 3.56 84.13 ± 5.22 5.40 ± 10.80 75.91 ± 32.64

Simple-HGN 74.94 ± 2.16 76.89 ± 1.96 7.39 ± 14.78 79.74 ± 32.17

R-GCN 73.73 ± 1.71 74.61 ± 2.98 12.94 ± 19.19 71.93 ± 35.65

As shown in Table 13 and Table 14, we can observe that the

substitute model has a significant impact on the adversarial attack

effect. Specifically, R-GCN achieves the highest overall attack suc-

cess rate, and the probability of the injected node being detected

as a bot is lower, especially on the TwiBot-22 dataset. This may be

because R-GCN incorporates edge information when processing

information, resulting in the weight of R-GCN containing more

informative features than GCN.

4.4.2 Number of R-GCNs in the Substitute Model. In this experi-

ment, we investigate the effect of the number of R-GCNs in the sub-

stitute model on the performance of the adversarial attack method,

and the results are presented in Table 11 and Table 12.

The experimental results show that the number of R-GCNs in

the substitute model has little effect on the adversarial attack effect.

Therefore, we choose only one R-GCN as the structure of feature

transformation in the substitute model, which requires the least

amount of computation while carrying out the effective attack.

4.5 Transferability Analyse
Sec. 4.2 demonstrates the transferability between models because

we train on the substitute model and test on victim models. In

this experiment, we investigate the transferability between data,

namely whether the attack model can be trained on a subset of

social networks and used to attack nodes on the complete social

network. Since Twibot-22 has been divided into 5 subgraphs as

shown in Table 4, we train the attack model on one subgraph to

attack bot nodes on others. The results are shown in Table 15.

Table 15: Transferability analysis on TwiBot-22 (%)

Method

attack success rate new node become bot

same others same others

GCN 93.97 ± 5.43 94.03 ± 3.49 2.66 ± 5.09 7.72 ± 20.99

HGT 89.37 ± 3.56 88.29 ± 5.19 5.40 ± 10.80 8.27 ± 24.09

Simple-HGN 74.94 ± 2.16 74.92 ± 1.88 7.39 ± 14.78 8.44 ± 24.06

R-GCN 73.73 ± 1.71 74.09 ± 2.19 12.94 ± 19.19 16.65 ± 20.46

The experimental results demonstrate that our adversarial attack

method exhibits good transferability. By training on one social

network, it can achieve good attack performance on different social

networks. This shows that our model is general and not limited to

a specific social network.

5 CONCLUSION
In this study, we propose an adversarial attack framework to hide

bot users in social networks. We employ the single-node injection

method to conduct a black-box attack, and subsequently perform

attribute recovery on the injected node embedding. Our attack

makes neither the target bot node nor the injected bot node detected

as a bot by the victim model. Experimental results on the Cresci-

2015 and TwiBot-22 datasets demonstrate the effectiveness of our

method in achieving a high attack success rate and making the

injected node undetectable.
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A ALTERNATIVE CONSTRAINTS
In Sec. 4.1.2, we set the followers count to zero, which is to minimize

the costs associated with buying followers, making the attack easier

to carry out. However, it should be noted that setting the followers

count to zero does not mean that it must be zero. According to [13]

showing that the number of followers is positively correlated with

the probability that a node is detected as human, if the injected

node can successfully attack without followers, then it can suc-

cessfully attack with any number of followers. Thus, we relax the

restriction on zero follower count and conduct more experiments.

In the following experiments, we set the follower count as 600 and

reduce the status to 18,000 for TwiBot-22. The rest of the settings

are the same as Table 6.

Table 16: Analysis of followers count on TwiBot-22 (%)

Method attack success rate new node become bot

GCN 93.27 ± 1.38 10.31 ± 11.28

HGT 89.00 ± 4.00 5.62 ± 11.24

Simple-HGN 74.37 ± 2.70 18.14 ± 30.44

R-GCN 76.53 ± 2.40 3.34 ± 6.05
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As shown in Table 16, increasing the followers count still keeps

the success rate of the attacks high. At the same time, increasing the

followers count can significantly reduce the status requirements of

the injection nodes. This shows that attackers can set the constraints

on their own according to the actual situation.
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