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Figure 1: In this work, we explore a new task of text-driven stylized image generation, i.e., directly generating stylized images
based on style images and text prompts that describe the content. A simple solution for this task is to combine a text-to-image
model (text = image) and a style transfer network (content image = stylized image) in a two-stage manner. In contrast, our
ControlStyle unifies both stages into one diffusion process, leading to high-fidelity stylized images with better visual quality.

ABSTRACT

Recently, the multimedia community has witnessed the rise of diffu-
sion models trained on large-scale multi-modal data for visual con-
tent creation, particularly in the field of text-to-image generation.
In this paper, we propose a new task for “stylizing” text-to-image
models, namely text-driven stylized image generation, that further
enhances editability in content creation. Given input text prompt
and style image, this task aims to produce stylized images which
are both semantically relevant to input text prompt and meanwhile
aligned with the style image in style. To achieve this, we present a
new diffusion model (ControlStyle) via upgrading a pre-trained text-
to-image model with a trainable modulation network enabling more
conditions of text prompts and style images. Moreover, diffusion
style and content regularizations are simultaneously introduced
to facilitate the learning of this modulation network with these
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diffusion priors, pursuing high-quality stylized text-to-image gen-
eration. Extensive experiments demonstrate the effectiveness of
our ControlStyle in producing more visually pleasing and artistic
results, surpassing a simple combination of text-to-image model
and conventional style transfer techniques.

CCS CONCEPTS

» Computing methodologies — Computer vision tasks.

KEYWORDS
diffusion models, text-to-image generation, style transfer

ACM Reference Format:

Jingwen Chen, Yingwei Pan, Ting Yao, and Tao Mei. 2023. ControlStyle: Text-
Driven Stylized Image Generation Using Diffusion Priors. In Proceedings of
the 31st ACM International Conference on Multimedia (MM °23), October 29-
November 3, 2023, Ottawa, ON, Canada. ACM, New York, NY, USA, 9 pages.
https://doi.org/10.1145/3581783.3612524

1 INTRODUCTION

Neural style transfer, a prominent research topic in multimedia
and vision fields, aims to render an image with a desired style
while preserving the underlying content. Pioneer researches [8,
19] achieve this goal by exploring the correlation between the
features of content and style images extracted by a pre-trained
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convolutional neural networks. Follow-up works [16, 18] propose
to transform the features of the content image to those ones that are
aligned with the style image in global/local statistics (e.g., mean and
variance) for arbitrary style transfer. Later, GAN-based methods
[30, 47] have been developed to tackle the barrier of training style
transfer network with unpaired content and style images resting
on adversarial learning.

While promising results are achieved, typical style transfer meth-
ods belong to image-to-image translation in single modality and
require the inputs of content image and style image. To further
eliminate the need of content image and enhance user editability,
we develop a new task of text-driven stylized image generation. In
this task, the system is required to generate a high-quality stylized
image that is both semantically aligned with an input text prompt
and consistent with an input style image in style. Recently, remark-
able advancements in text-to-image synthesis [28, 33, 35] have been
attained by diffusion models [13]. ControlNet [44] further incor-
porates additional conditions, such as edge images or depth maps,
into a pre-trained text-to-image diffusion model to better control
the spatial structure of the generated samples. Inspired by these
works, we propose a new diffusion model, namely ControlStyle, to
resolve the new task of text-driven stylized image generation.

Technically, our ControlStyle upgrades a pre-trained text-to-
image diffusion model with a trainable modulation network, en-
abling more conditions of text prompts and style images for better
editability. Specifically, the modulation network is initialized from
the U-Net of a diffusion model along side with one more condition,
i.e., style image, aiming to produce structurally and semantically
aware style features. These style features are connected back to
the U-Net through zero convolutional layers to modulate the be-
havior of U-Net for text-driven stylized image generation. During
the training procedure, the pre-trained diffusion model is frozen to
preserve the strong capability of text-to-image generation learnt
from billions of multimodal image-text data, while the modulation
network is optimized to stylize the pre-trained diffusion model.

Note that because there is no underlying correlation between
the image-text pair and the style image, it is not trivial to train our
ControlStyle under such unpaired setting with image-text pairs
and another set of arbitrary style images. In an effort to mitigate
this problem, we devise novel diffusion style and content regular-
izations to facilitate the optimization of ControlStyle. The diffusion
style regularization enforces the generated image to exhibit style
consistency with the input style image, while the diffusion content
regularization prevents the spatial structure from being heavily
destroyed in the presence of the diffusion style regularization. Ex-
tensive experiments demonstrate that our ControlStyle surpasses a
simple combination of text-to-image model and conventional style
transfer techniques (see the examples in Figure 1).

To summarize, the main contributions of this work are as follows:
1) A new task of text-driven stylized image generation is introduced,
which aims to improve the editability of content creation. 2) A new
diffusion model ControlStyle is proposed to stylize a pre-trained
text-to-image diffusion model via a trainable modulation network.
3) Two key ingredients of optimizing ControlStyle are devised:
diffusion style and content regularizations, which comprises the
recipe of training diffusion models under the unpaired setting.
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2 RELATED WORK
2.1 Neural Style Transfer

Neural style transfer [8, 19] is an appealing research topic in com-
puter vision, which aims to render a content image in the style
of another image. One of the pioneer works iteratively optimizes
image pixels by matching deep image representations derived from
Convolutional Neural Networks between the content image and
the style image for artistic style transfer [8]. This work is later
extended [9] to decompose the style into several essential factors
for more flexible manipulations in spatial location, scale and color.
However, these optimization-based methods suffer from slow infer-
ence. To facilitate style transfer in real-time applications, Johnson
et al. combine the benefits of effective optimization with perceptual
loss and high inference efficiency of training a image transforma-
tion feed-forward network in [19]. Since the style transfer model is
trained on a pre-defined set of style images, the generalizability to
arbitrary styles unseen in the training set is limited. In response to
this limitation, a multitude of normalization-based methodologies
[16, 18, 26] have been proposed to match the global/local statistics
(e.g., mean and variance) of the content image and the style image.
Later, inspired by adversarial generative models [4, 29], an innova-
tive family of [10, 17, 30, 47] employs a minimax two-player game
to facilitate the training of style transfer network in an unpaired
setting, which mitigates the demand of paired content and style im-
ages. Though the aforementioned works can produce high-quality
stylized images, a content image and a style image are required
from the users. Several recent studies [1, 7, 23, 41] contend that
in certain scenarios, acquiring a desired style image may be chal-
lenging. Therefore, the task of text-guided image style transfer has
been introduced, which substitutes the style image with a natu-
ral language sentence that conveys the desired stylistic attributes.
For example, CLIPStyler [23] leverages the pre-trained text-image
embedding model of CLIP [32] to align the stylized image and the
input style prompt in the learned multimodal embedding space. Fur-
thermore, DiffusionCLIP [21] extends CLIPStyler by employing a
pre-trained diffusion model as the image generator for high-quality
image synthesis.

2.2 Diffusion Models

In recent times, diffusion denoising probabilistic models (DDPM)
[13] have engendered a remarkable breakthrough in the evolution
of computer vision, particularly in related fields of image synthe-
sis. DDPM can be formulated as a diffusion process and a reverse
process. In the diffusion process, the data is subjected to incre-
mental perturbations by Gaussian noise, eventually turning into
pure Gaussian noise after hundreds of thousands of steps. Con-
versely, in the reverse process, DDPM learns to recover the data by
predicting the added noise and removing it progressively. Despite
the impressive results achieved by DDPM in generative model-
ing, some drawbacks have hindered its application, such as high
demands of computation resources and low inference speed. Consid-
erable works [6, 14, 33, 36] have been proposed to improve DDPMs
and further tap its potentials. Given that direct optimization of
DDPM in pixel space is computationally expensive, an alternative
approach, latent diffusion models (LDM) [33], performs the train-
ing of DDPM in latent space learned by an auto-encoder, which
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makes the training and inference of DDPM much more efficient
and produces stunning images. Due to these notable advancements,
DDPM has manifested itself as the emerging trend in the realms
of text-to-image synthesis [3, 11, 28, 35], 3D generation [31, 37],
video generation [12, 15]. For example, stable diffusion [33] amal-
gamates the strengths of both pre-trained text-image embedding
model (CLIP) and latent diffusion model in high-fidelity and fast
image generation. Most recently, a new architecture ControlNet
[44] is proposed to control the pre-trained stable diffusion with
more conditions for text-to-image synthesis.

2.3 Summary

In this paper, we consider a new task of text-driven stylized image
generation. Compared to the aforementioned text-guided image
style transfer, this new task unleashes the need for a content image
and an accurate description of a desired style. In text-driven stylized
image generation, only an input text prompt and a style image are
required to generate images that are both semantically aligned
with the input text prompt and consistent with the style image in
style. To resolve this problem, we propose a new diffusion model
ControlStyle by upgrading a pre-trained text-to-image model with a
trainable modulation network that enables more conditions of style
images. Moreover, both diffusion style and content regularizations
are designed to facilitate the training of ControlStyle under an
unpaired setting (image-text pairs plus another set of style images).

3 APPROACH

A vanilla solution to text-driven stylized image generation is to
simply cascade a pre-trained text-to-image diffusion model (text =
content image) with a conventional style transfer technique (con-
tent image + style image = stylized image). Nevertheless, this two-
stage method underuses the image priors inherent in the diffusion
model for content creation, and meanwhile ignore the interaction
between content image generation and the stylization process. To
mitigate these issues, we present a new framework, namely Con-
trolStyle, which is an upgraded diffusion model with a trainable
modulation network that jointly enables multiple conditions of text
prompts and style images. In this section, we first briefly intro-
duce the background of latent diffusion model in Section 3.1. Later,
taking the publicly available text-to-image diffusion model (stable
diffusion) as an example, the technical details of our ControlStyle
are elaborated in Section 3.2 and 3.3. Finally, the general training
objective is demonstrated in Section 3.4.

3.1 Background

Diffusion probabilistic model (DDPM) [13] can be classified as a
type of generative model, which is a parameterized Markov chain
optimized to produce samples matching a target data distribution
within finite timesteps T. In general, DDPM gradually adds noise
to the data and finally destroys the data in compliance with a pre-
defined variance schedule { ﬂ,}lT in a forward diffusion process.
Conversely, in the reverse process, DDPM endeavors to reconstruct
the original data by predicting the added noise and remove it in a
progressive manner. Specifically, given the input data x (also de-
noted as xp), the noisy sample x; at an arbitrary timestep ¢ can be
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derived by
xr = Varxo + V1 - e, )

¢
where a; = 1 - fr, @ = [] a5 and € ~ N(0,I). Then, the sample
s=1
x¢—1 can be recovered from x; by removing the predicted noise

from DDPM (parameterized by €p):

Xt-1 €g(x1,t,¢)) + o€, (2)

1 1- (47

= — (- —

Ve T e
where ¢ is some kind of condition (e.g., text for text-to-image gen-
eration via attention mechanism widely adopted in Vision Trans-
formers [24, 42, 43]). Starting from a random noise x7 ~ N(0,I),
we can progressively execute the operation over the full chain with
T timesteps to produce a sample. Finally, the training objective for
€p can be simply formulated as:

Lagpm(0.3) =By qqo.1)e~non) [W(t) | €g(xr.t.c) — € |31, (3)

where w(t) is a weighting function that depends on the timestep ¢.

Despite the capacity of the diffusion probabilistic model (DDPM)
to achieve stable training and high-quality image generation [2, 13,
35], optimizing such models in pixel space often requires lots of
GPU resources and the inference is also computationally expensive.
To resolve these problems, Latent Diffusion Model (LDM) [33] is
proposed to learn DDPM in latent space, and achieves comparable
even better results. To be more specific, in contrast to the previously
discussed DDPM, LDM introduces an additional auto-encoder that
has been pre-trained to project the image from pixel space x ~ X
to latent space z ~ Z with an encoder @y and recover it to x with
a decoder ¢4,.. In this way, €g can be trained in the latent space Z,
which has much smaller dimentionality than X. Thus, the training
objective Eq. (3) can be rewritten as:

L1am (0.%) = Breqror).e~n(o.n [w(t) || €z t.c) =€ 151, (4)

where z; = V& @enc (x) + V1 — aye .
3.2 ControlStyle

In pursuit of high-quality text-driven stylized image generation, we
design ControlStyle that unifies both text-to-image generation and
image stylization into an end-to-end framework. Note that herein
we use the publicly released stable diffusion as the pre-trained text-
to-image diffusion model for training efficiency and reproducibility.
In brief, stable diffusion comprises an auto-encoder, a text encoder
and a U-Net [34], for image encoding/decoding (512 X 512 & 64 X
64 ), text encoding and noise prediction, respectively. Inspired by
ControlNet [44], ControlStyle is designed to stylize the pre-trained
stable diffusion model with a trainable modulation network. The
modulation network consumes the input text czex¢, the style image
Cseyle @s Well as the noisy latent code z; to produce style features
that are both structurally and semantically aware of the inputs.
These style features are utilized to modulate the pre-trained stable
diffusion model for text-driven stylized image generation. In the
learning process, only the modulation network is trained while the
parameters of the pre-trained stable diffusion model are not tuned
in order to preserve the strong text-to-image capability learned
from billions of image-text data.

Specifically, the trainable modulation network is initialized from
the encoder and middle blocks of U-Net in stable diffusion, and
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Figure 2: Overall framework of ControlStyle. In ControlStyle, a trainable modulation network is initialized from U-Net of the
frozen stable diffusion model and connected back to it through zero convolutions, which enables more conditions of style images.
Specifically, content image x, prompt c;ex; and style image c,; . are first encoded into low-dimension embeddings, respectively.
Then, U-Net takes the noised latent embedding z; of x and c;ex; as inputs to produce multimodal features. Meanwhile, these
inputs along with the extra condition c,;,;, are consumed by the modulation network to generate style features, which is
further incorporated into U-Net for noise prediction via zero convolutions. Besides training ControlStyle with conventional

diffusion loss L;4,,, diffusion regularizations (Llsflfﬁ ¢

and L;9""°"") are proposed to effectively leverage image priors in the

auto-encoder of stable diffusion. Moreover, a conditional adversarial loss £, is exploited to further boost visual quality.

connected to the decoder blocks of U-Net through zero convolu-
tional layers. It is worth mentioning that zero convolutional layer
is a special convolutional layer with weights and bias initialized to
zeros. Throughout the training process, parameters of these layers
gradually transition from zeros to optimized values to avoid over-
fitting. Take a simple pre-trained model f(-) with only one neural
network block as an example, the output can be denoted as

b= f(a). (5)
After coupling f(-) with a trainable modulation block enabling an
additional condition c, the new output can be derived as

b= f(a)+ ¢ (f (¥°(0)), (©6)

where /* and /! are two zero convolutional layers, and f (-) is the
trainable copy from f(-). The modulation network in ControlStyle
is also formulated in a similar way. Let e;ncm be the i-th encoder

. dec(; . .
block in U-Net and eeec(’ ) be the symmetric decoder block in U-Net,
the output of the decoder block is originally computed as:
dec; dec(; enc(;
€ U (24,1, Crext) = € D (ze,t, Crexe) + € D (zp,t, crexe). (1)
In ControlStyle, the output is modulated with one more condition
of style image (cszy1e) as:
dec(; dec(; enc(;
69’9,(’:;1) (22,1, Crext, Cseyle) = € U (2.t Crext) + €9 D (2.t crext)
enc(;
+ l//} (59/ @ (ze,t, crexts lﬁo(cstyle)))s
()
where /° is the zero convolutional layer right before the modula-
tion network, and ! is the zero convolutional layer for the j-th

modulation block that connects the modulation block back to the
decoder block of the frozen U-Net in stable diffusion. Additionally,

to match the convolution size of U-Net, a style embedding network
is devised to convert the stye image from 512 X 512 to 64 X 64. The
overall framework of ControlStyle is illustrated in Figure. 2.

To ensure that the modulated output conforms to the distribution
of the pre-trained stable diffusion, ControlStyle is trained with the
conventional diffusion loss described in Eq. (4) using a dataset of
image-text pairs (e.g., MS-COCO).

3.3 Diffusion Regularizations

For text-driven stylized image generation, the trained model is re-
quired to generate images that are both semantically aligned to the
input text prompt and meanwhile consistent with the style image
in style. To achieve these two goals, we design diffusion content
and style regularizations to facilitate the learning of ControlStyle,
which novelly leverages the image priors from the auto-encoder
in the pre-trained stable diffusion model. Before performing the
two diffusion regularizations, we reconstruct the clean sample Zg
by approximation following:

2o = (2t = V1= ar g (2.t Crext, Cseyte)) | Var. )

Diffusion style regularization. The diffusion style regulariza-
tion is designed to encourage the synthetic images share similar
style as the input style image. In particular, we first feed Zy into the
decoder of auto-encoder to produce intermediate features. For the
target style, we first encode the input style image cg; . into a 64X64
latent code z§ = @enc(cssyle) through the encoder of auto-encoder,
and calculate the decoder features similarly. Next, the proposed
diffusion style regularization aims to match the global statistics
between intermediate features of Zy and 2 for each upsample block.

Let ¢gec () be the decoder in auto-encoder and (péec(') be the j-th
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upsample block. Accordingly, the diffusion style regularization can
be formulated as:

N
styl ’ 1 i . i :
Liam Oy crexe eseyte) =50 3l 10, (20)) = (@) () II3
j=1

+ 1 0()ee (20)? = 0 (@), (25 15),
(10)
where N is the number of upsample blocks, u(-) and o(+) represent
the mean and standard variance of inputs, respectively.
Diffusion content regularization. While the conventional
diffusion loss encourages the semantic alignment between the gen-
erated image and the text prompt, the spatial structure may not be
well preserved when solely using the diffusion style regularization
during training. Therefore, another regularization (diffusion con-
tent regularization) is devised to prevent the structure being heavily
destroyed by the style features from the modulation network. Simi-
larly, we obtain the intermediate features from the decoder @ge.(-)
for zg (the latent code of the input content image x( during training)
as described in diffusion style regularization. Then, the diffusion
content regularization enforces the decoder features of Zj to spa-
tially match with the ones of zg, which can be defined as:
LG (% Crexts orgte) = o | 0o (o) = 0 (20) 1B,
(11)
where ] indicates a specific upsample block (e.g., UpBlock_3) in
decoder, CHW is the total number of elements in the feature map.

3.4 Training

Following the conventional training strategy in stable diffusion
model, a dataset of image-text pairs (i.e., MS-COCO in this work)
is required to optimize ControlStyle. Moreover, another set of style
images (can be arbitrary styles) is also needed to modulate the pre-
trained stable diffusion for text-driven stylized image generation.
Besides the typical diffusion loss and the proposed diffusion regu-
larizations, a conditional adversarial loss £ 4, [27] is also exploited
to further improve the style learning:

LadU(Q,, U, & crext,Cs) = ECs"‘Pdata(cs) [log Df(cgu9|cs)]

+Biyee, s, llog (1~ DeCinles)], 2

[Z

where c; abbreviates cg; e, ¢ is an augmented sample from c;,
and X is the reconstructed image by feeding Zy to ¢ ... The final
training objective is:

style tent
Liotal = Ligm + lefn + Llcg,:l oty Lado- (13)

Once our ControlStyle is trained in such unpaired setting, we can
generate an image of desired content and style conditioned on an
input text prompt and a style image.

4 EXPERIMENTS

In this section, we evaluate our ControlStyle in the new task of text-
driven stylized image generation and compare it against generate-
then-transfer methods [5, 8, 16, 26, 39, 46] and diffusion-based
model [45]. Extensive experiments demonstrate the effectiveness
of our ControlStyle in producing more visually pleasing results.
Furthermore, we delve into our proposed diffusion regularizations
and evaluate the effectiveness of our ControlStyle when generalized
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Table 1: Quantitative evaluation in text-driven stylized image
generation. HPS, LAION-Aes and Human denotes the Human
Preference Score, LAION Aesthetics score and user study,
respectively.

Method HPS LAION-Aes Human (%)
Neural Style [8] 17.22 3.91 15
AdalN [16] 1879 552 28
ControlStyle 19.09  6.09 57

to unseen styles. Lastly, we upgrade ControlStyle by incorporating
more controls (e.g., edge image) in a training-free manner to show
its potentials in more interesting applications.

4.1 Implementation Details

Our ControlStyle is trained in an unpaired setting by using a com-
mon image-text dataset (MS-COCO [25]) and a large-scale painting
dataset (WikiArt [20]). For image-text training pairs, we take about
118K and 5K from MS-COCO for training and validation, respec-
tively. For arbitrary style images, about 60K style images from
WikiArt are adopted for training and the remaining are utilized for
validation. During training, each image-text pair is coupled with
a randomly sampled style image to form a triplet (x, crext, Csz yle)-
ControlStyle is optimized by Adam [22] with initial learning 0.0001
for about 60K iterations. Batch size is set to 4 and the input image
resolution is set as 512 X 512. For diffusion style and content regu-
larizations, features from the UpBlock_3 and UpBlock_1, 2,3 in the
auto-encoder of stable diffusion are exploited in our experiments.
The adversarial discriminator model in £, is mainly implemented
based on the codebase! [38].

4.2 Performance and Comparison

In this part, we compare our ControlStyle with two-stage (generate-
then-transfer) approaches (i.e., Neural Style [8], AdaIN [16], AdaAttn
[26], StyTR-2 [5], CAST [46] and CAP-VSTNet [39]) and diffusion-
based method InST [45] (i.e., InST-ST and InST-T2I correspond to
two different modes of style transfer and stylized text-to-image
generation, respectively). We evaluate all the methods with cap-
tions from the validation set of MS-COCO and style images from
the test set of WikiArt.

Quantitative Comparisons. Since there are no ground-truth
stylized images available for this task, we employ two aesthetic
evaluation metrics, i.e., Human Preference Score (HPS) [40] and
LAION-Aesthetic score (LAION-Aes) 2, for quantitative compar-
isons among Neural Style, AdaIN and ControlStyle. HPS is pre-
trained with a dataset of human choices on generated images col-
lected from the Stable Foundation Discord channel, which can
measure the alignment between images generated by text-to-image
models and human aesthetic preferences. LAION-Aes is pre-trained
on LAION-Aesthetics dataset to assess the aesthetic scores of the
generated images in a single modality. We randomly sample 200
captions from MS-COCO and 100 style images from WikiArt for
validation, leading to 20K stylized images. The random seeds for
all the three methods are identical. The first two columns in Table
1 show the performances of the three models. Overall, the results

Uhttps://github.com/NVIDIA/pix2pixHD/tree/master
Zhttps://github.com/LAION-Al/aesthetic-predictor
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Flgure 3: Examples generated by two-stage approaches (i.e., Neural Style, AdaIN, AdaAttN, StyTR -2, CAST, CAP-VSTNet),
diffusion-based InST, and our proposed ControlStyle. Please note that the two-stage methods perform the conventional style
transfer on the content image generated by stable diffusion, while our ControlStyle takes an input text prompt and a style
image to produce the stylized image via a unified diffusion model in a single-stage manner. Particularly, InST learns a style
embedding for a target style image via text inversion and is able to perform style transfer (InST-ST) given a content image and
stylized text-to-image generation (InST-T2I) given an input text prompt.

across these two metrics consistently indicate that our ControlStyle
surpasses two-stage methods (Neural Style and AdaIN). Specifically,
our ControlStyle achieves the relative improvement over Neural
Style and AdaIN in LAION-Aes by 55.8% and 10.3%, respectively,
which demonstrates the benefit of unifying the text-to-image model
and style transfer network into a unified diffusion model. Since the
structural fidelity is more determined by the pre-trained text-to-
image diffusion model (stable diffusion), ControlStyle and AdaIN
yield comparable HPS scores. Nonetheless, ControlStyle model con-
tinues to outperform the other two methods by leveraging strong
image priors from the decoder in auto-encoder of stable diffusion
via the proposed diffusion regularizations for text-driven stylized
image generation.

User Study. Additionally, we conduct user study to examine
whether the stylized images generated by the three methods con-
form to human preferences. Ten evaluators of diverse education
backgrounds are invited to participate in this study, which involves
5 males and 5 females from computer science (2), art design (4), so-
cial science (2), and business (2), respectively. Evaluators are shown
to the generated images by the three approaches, the corresponding
text prompts and target style images, and they are asked: Which
one exhibits the best visual quality and aligns well with the input
text prompt and target style. The percentage of results ranking
the first in the comparisons, as assessed by the evaluators, is re-
ported. Results are listed in the last column (Human) in Table 1, and
ControlStyle outperforms the other methods by a large margin.

Qualitative Comparisons. In this part, we qualitatively evalu-
ate the performances of different methods by showing some exam-
ples in Figure. 3. In general, our ControlStyle generates results more
visually appealing compared to the results of the other methods. It
can be observed that the spatial structures of stylized images ren-
dered by two-stage approaches (i.e., Neural Style, AdaIN, AdaAttN,
StyTR-2, CAST and CAP-VSTNet) are, to some extent, destroyed af-
ter style transfer, while our ControlStyle preserves better structures
fidelity in the stylized images. The underlying principle behind this
is that our ControlStyle unifies text-to-image generation and style
transfer within a single diffusion model, mitigating the structure
distortions that may arise in style transfer and smoothly fusing
the style into the stylized images by progressive sampling. For ex-
ample, our ControlStyle effectively preserves the body shape of
the little cat in Row 2, while both Neural Style and AdaIN tend
to disrupt the spatial structure by directly matching features be-
tween the generated and input style images. Though the sample
produced by Neural Style in Row 5 exhibits somewhat alignment
with the input style image in texture, the crucial structural details
for identifying trees and road are lost. In contrast, our ControlStyle
generates an image that is aesthetically pleasing in both structure
and style. Particularly, InST fails to generate satisfactory results
and we speculate that this may be the result of using text inversion
for a target style image and stochastic inversion for style transfer.
Such design in InST is somewhat vulnerable to overfitting to the
spatial structure in the target style image, and thus poor samples
are generated when the semantics of content image and style image
are completely different.
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Figure 4: (a) We try to identify the most significant features
from the upsample blocks (i.e., UpBlock) in the auto-encoder
that would help ControlStyle preserve the spatial structure in
the presence of diffusion style regularization through feature
visualization. (b) Similar to [8], we apply optimization to
find out the latent code that minimizes LStyle for several
upsample blocks in the auto-encoder, and convert it back to
pixel space for visualization.

4.3 Analysis and Discussion

Feature Selection for Diffusion Regularizations. To facilitate
the training of our ControlStyle under unpaired setting, we devise
two diffusion regularizations to align the stylized image with the
content image and the style image in structure and style, respec-
tively. In these diffusion regularizations, features from the upsample
blocks in the auto-encoder of stable diffusion are utilized to measure
the discrepancy between the generated image and the content/style
image during training. In our experiments, indiscriminately ap-
plying the proposed diffusion regularizations to all the upsample
blocks leads to degraded performances. Hence, we conduct an anal-
ysis to identify the most significant upsample blocks in terms of
their features. For the diffusion content regularization, we visualize
the feature maps of different upsample blocks in Figure 4 (a), which

shows that UpBlock_3 effectively learns the most structure infor-

mation. For the diffusion style regularization, we minimize Llséfnle

computed over different sets of upsample blocks to transform a
randomly initialized latent code into the target style image. It can be
observed that involving more blocks leads to better reconstruction.
In our experiments, we remove the UpBlock_4 in diffusion style
regularization to avoid overlearning the structure of the style image,
which can alleviate some artifacts and lead to smoother images.

Perceptual Loss vs Diffusion Regularizations. Both percep-
tual loss [19] and our proposed diffusion regularizations can be
employed to encourage ControlStyle to align with the style of in-
puts. In this part, we compare these two different training strategies
and show some examples generated by these two training strategies
in Figure 5. Overall, the images generated by ControlStyle trained
with perceptual loss suffer from more artifacts than those generated
by the model optimized with our diffusion regularizations. These
results highlight the advantage of leveraging image priors from an
auto-encoder pre-trained on vast amounts of data in stable diffu-
sion. For the example of “a red bus stopped beside a side walk in
the city” in Row 2, more grid artifacts are observed in the image
generated by (ControlStyle +) Perceptual Loss compared with the
one generated by (ControlStyle +) Diffusion Regularizations.
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Figure 5: Example results obtained by training the modula-
tion network with Perceptual Loss [19] and our proposed
Diffusion Regularizations, respectively. It can be easily ob-
served that images generated by (ControlStyle +) Perceptual
Loss suffer from more artifacts than those produced by our
(ControlStyle +) Diffusion Regularizations.

Style Prompt Canny MultiControl

a beautiful anime
female character

a cute bag for
children

a dress with
creative design

Figure 6: Examples generated by combining our ControlStyle
and a pre-trained ControlNet [44] with Canny edge as an ad-
ditional condition. Please note that these results are achieved
without retraining our ControlStyle.

Generalizability. Whether the trained model can be applied
to styles unseen in the training dataset is a crucial factor in text-
driven stylized image generation. To evaluate this capability, we
compared our ControlStyle and several two-stage methods (i.e.,
AdalN, AdaAttN, StyTR-2, and CAP-VSTNet) on three different un-
seen styles: cyberpunk, anime, and Chinese ink style. Examples are
illustrated in Figure 7. AdaIN can robustly generate stylized images
somewhat similar to the input style image in style. However, severe
artifacts and structure distortions are introduced to these images.
Instead, our ControlStyle is able to produce more impressive results
than the other approaches, which demonstrates the strong general-
izability of our ControlStyle. Particularly, for the style “cyberpunk”
in Row 1-2, ControlStyle better aligns the painting colors with the
input style image and preserves better spatial structures.
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Figure 7: Examples generated of ControlStyle and AdalN in three styles unseen in the training data (i.e., WikiArt): cyberpunk

(Row 1-2), anime (Row 3-4), and Chinese ink style (Row 5-6).

4.4 Multiple Controls

Similar to ControlNet [44] that steers a pre-trained text-to-image
diffusion model, our ControlStyle can also be easily extended with
multiple controls in a training-free manner, leading to stronger
editability for content creation. Here, we combine our ControlStyle
and the pre-trained ControlNet with Canny edge as an additional
condition to explore the unleashed potentials of ControlStyle in
more interesting applications, such as costume or anime charac-
ter design. Technically, the features from the modulation network
in each diffusion model are weighted based on the corresponding
control weights and aggregated. Then, the fused features are in-
jected to the decoder of U-Net in the pre-trained stable diffusion.
The control weights for our ControlStyle and ControlNet are set
as 0.8 and 1.0, respectively. Some interesting examples are shown
in Figure 6. It is encouraging that even though our ControlStyle is
not retrained along with ControlNet, promising results are attained.
Particularly, both the input style image and the generated image
depict red highlights on the hair in Row 1.

5 CONCLUSION

In this paper, we develop a new task of text-driven stylized image
generation, which aims to generate stylized images that are both
semantically aligned with an input text prompt and consistent with
a style image in style. This new task eliminates the need for a
content image in stylized image generation and further enhances
the editability of diffusion models for content creation. To resolve
this task, we propose a new diffusion model, namely ControlStyle,
to stylize a pre-trained text-to-image diffusion model (e.g., stable
diffusion) with a trainable modulation network. To facilitate the
training of our ControlStyle under unpaired setting, two novel
diffusion regularizations are devised to enforce the target styles
and prevent severe structure distortions, respectively. Extensive
experiments are conducted to demonstrate the superiority of our
ControlStyle in text-driven stylized image generation compared
with a simple combination of a pre-trained text-to-image model
and a style transfer network/algorithm. Moreover, we upgrade
our ControlStyle by incorporating more controls in a training-free
manner, which shows its potentials in more practical applications.
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