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ABSTRACT
This paper presents a novel learning-based algorithm to investi-
gate the high-level shared semantic information between electroen-
cephalography (EEG) and electromyography (EMG) signals, for
understanding brain-muscle modulation during movement execu-
tion. The proposed algorithm incorporates a spatial encoder that
condenses spatial information obtained from EEG/EMG signals
into unified temporal tokens using a learnable correlation matrix.
These tokens are then encoded and decoded via a siamese temporal
encoder and classification head to extract joint semantic informa-
tion presented in cross-modal signals. Additionally, an analysis
pipeline is designed to examine brain-muscle modulation based on
the proposed algorithm. Experimental results from a self-collected
multimodal bio-signals dataset validate the efficacy of the proposed
algorithm in extracting and analyzing high-level latent semantic
information shared in EEG and EMG signals, outperforming the
state-of-the-art model by 5.35% in accuracy, 4.69% in precision, and
8.65% in recall. Notably, the designed analysis pipeline can also
reveal low-level relationships, such as those related to time and
space, between multimodal bio-signals. This research provides neu-
roscientists with a valuable tool for obtaining enhanced insights
into brain-muscle modulation.

CCS CONCEPTS
• Computing methodologies→ Cognitive science; • Human-
centered computing → Human computer interaction (HCI).

KEYWORDS
spatial-temporal representation learning, multimodal bio-signal
analysis, brain-muscle modulation

∗Xiao-Hu Zhou and Zeng-Guang Hou are the corresponding authors. xi-
aohu.zhou@ia.ac.cn, zengguang.hou@ia.ac.cn.

This work is licensed under a Creative Commons Attribution
International 4.0 License.

MM ’23, October 29-November 3, 2023, Ottawa, ON, Canada
© 2023 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0108-5/23/10.
https://doi.org/10.1145/3581783.3613794

ACM Reference Format:
Tian-Yu Xiang, Xiao-Hu Zhou∗, Xiao-Liang Xie, Shi-Qi Liu, Hong-Jun Yang,
Zhen-Qiu Feng, Mei-Jiang Gui, Hao Li, De-Xing Huang, and Zeng-Guang
Hou∗. 2023. Learning Shared Semantic Information from Multimodal Bio-
signals for Brain-Muscle Modulation Analysis. In Proceedings of the 31st
ACM International Conference on Multimedia (MM ’23), October 29-November
3, 2023, Ottawa, ON, Canada. ACM, New York, NY, USA, 9 pages. https:
//doi.org/10.1145/3581783.3613794

1 INTRODUCTION
Physical movements in individuals rely on a complex interplay
between the brain and muscular systems. In this process, neurons
generate electrical signals in the brain, which can be recorded us-
ing electroencephalography (EEG) [20]. Motor nerves then relay
these commands to the muscles, resulting in contractions that can
be characterized using electromyography (EMG) [8]. Understand-
ing this interaction is critical for rehabilitation engineering [17]
and human-machine interaction [31]. Despite the challenges in
investigating these interactions, examining multimodal bio-signals,
including EEG and EMG, offers valuable insights into the underly-
ing mechanisms.

Motivated by the potential to enhance the understanding of
brain-muscle modulation, numerous studies have explored this re-
lationship using multimodal electronic bio-signals. Investigations
have covered aspects like frequency properties [19, 32], temporal
properties [29], and spatial properties [33, 34]. However, these low-
level properties often rely on pre-defined statistical indices designed
for specific properties, which may not fully capture the intricate
modulation between brain and muscle systems [19, 29, 32–34]. Con-
sequently, their ability to reveal the complete complexity of the
relationship is limited. To address this issue, it is crucial to investi-
gate high-level properties, such as semantic relationships, to enable
more targeted analysis. This paper proposes a novel learning-based
algorithm to explore these high-level associations.

To analyze high-level semantic information in bio-signals, cur-
rent methods mainly focus on extracting spatial-temporal represen-
tations [5, 14, 21, 26, 28, 35, 40]. This can be achieved using statistical
algorithms like filter banks and common space filters [2, 5, 14], or
learning-based models such as convolutional and graph neural net-
works [14, 21, 26–28, 35, 38–40]. These methods face challenges
when attempting to simultaneously extract and analyze signals
from different sources, as they are primarily designed for single
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signal source analysis. However, to understand brain-muscle mod-
ulation, it’s important to jointly analyze bio-signals from the brain
and muscle system.

EEG and EMG signals exhibit significant shared semantic in-
formation during the execution of specific movements [4, 6, 18].
Previous studies have emphasized the shared semantic information
by designing separate decoders for EEG and EMG corresponding to
the same movement and demonstrating improved accuracy when
combining their performance. However, using separate decoders
prevents the extraction of joint EEG/EMG representations, which
hinders a more in-depth analysis of brain-muscle modulation. Al-
though EEG and EMG signals share similar semantic information
duringmovement execution, the corresponding components mainly
reside in the temporal dimension. The complex spatial properties of
bio-signals, arising from electrode distribution, make it difficult to
learn a shared representation space across these signals. This limi-
tation underscores the need for a more robust approach to jointly
learn shared semantic information from multimodal bio-signals,
which remains a challenging task.

To address the limitations, this paper introduces a novel algo-
rithm for learning shared semantic information between electroen-
cephalography (EEG) and electromyography (EMG), to investigate
brain-muscle modulation during movement execution. Multimodal
bio-signals are first transformed into unified temporal tokens using
a spatial encoder, which leverages a learnable correlation matrix
to capture the spatial information. These tokens are then further
encoded by a siamese temporal encoder to extract shared semantic
information. As the primary objective of the proposed method is to
learn shared semantic information, a motor classification problem
is employed as the proxy-downstream task. Experimental results
on a self-collected multimodal bio-signals dataset demonstrate the
effectiveness of the proposed approach.

In summary, this paper presents an algorithm for extracting
shared semantic information by learning unified temporal-spatial
representations of multimodal bio-signals. Additionally, an analy-
sis pipeline for brain-muscle modulation is designed, highlighting
the method’s ability to explore low-level relationships between
multimodal bio-signals. The contributions of this paper can be
summarized as follows:

• This paper proposes a novel algorithm for analyzing shared
semantic information in multimodal bio-signals. To the best
of our knowledge, this is the first study that demonstrates
the joint learning of spatially encoded EEG and EMG signals
using a siamese structure.

• Evaluation on a self-collected dataset demonstrates superior
performance compared to state-of-the-art models, with an
improvement of 5.35% in accuracy, 4.69% in precision, and
8.65% in recall for the EEG signal analysis.

• This work offers a learning-based tool for the neuroscience
community, enabling the analysis of both high-level and
low-level brain-muscle modulation during movement exe-
cution. This contribution has the potential to enhance the
understanding of brain-muscle modulation and support ad-
vancements in various applications.

2 RELATEDWORKS
This section discusses the related work in the areas of brain-muscle
modulation analysis and bio-signal decoding.

2.1 Brain-muscle Modulation Analysis using
Bio-signals

Analyzing brain-muscle modulation has garnered significant inter-
est due to potential applications in emerging fields such as rehabili-
tation engineering [17] and human-machine interaction [31]. The
methodology of existing bio-signals-based analysis often involves
an index for an interested property and subsequently investigating
relevant components based on the pre-defined index [19, 29, 32–34].
However, these methods face challenges in capturing the complex
relationship between brain and muscle systems due to their focus
on low-level relationships from limited perspectives. In contrast,
the proposed analysis pipeline in this work investigates both high-
level and low-level relationships, enabling a more comprehensive
understanding of brain-muscle modulation.

2.2 Bio-signal Decoding
Bio-signal decoding algorithms can be broadly described as pro-
cesses for extracting spatial-temporal representations. Among var-
ious methods, those based on statistical models generally exhibit
relatively lower performance [2, 5, 14], as they fail to extract joint
spatial-temporal representations. For instance, while the common
space filter [14] is an effective tool for extracting spatial information,
it contains minimal temporal features. Learning-based methods can
jointly learn spatial-temporal representations based on various
network structures, such as convolutional neural networks (CNN)
[26, 40], mixed CNN [10, 21, 38, 39], graph neural networks [27, 35],
and transformers [28, 36]. However, a primary limitation of existing
learning-based methods is their inability to effectively handle and
extract shared semantic information from multimodal bio-signals.
The proposed method, as the first of its kind, learns representations
for multimodal bio-signals in a joint space using a signal model, al-
lowing for the extraction of shared semantic information to further
advance the field.

3 METHODS
3.1 General Structure
The proposed model integrates two electronic bio-signals: EEG
(XEEG) and EMG (XEMG), as depicted in Figure 1. The design of the
structure is to capture the synchronous activation of certain brain
regions or muscles during specific operations and the cessation
of activation post-operation. This phenomenon is called Event-
Related Synchronization/Desynchronization (ERS/ERD) in EEG
studies [25].

It begins with a spatial encoder, which captures the spatial in-
formation of electrode placement while preserving the temporal
structure of the raw signals. This encoder creates unified temporal
representations with consistent dimensions for both signals:

TEEG = 𝛼 (XEEG) (1)

TEMG = 𝛽 (XEMG) (2)

6017



Learning Shared Semantic Information from Multimodal Bio-signals for Brain-Muscle Modulation Analysis MM ’23, October 29-November 3, 2023, Ottawa, ON, Canada

...

...

EEG spatial 
encoder

Shared 
weights

Similar
structure

EMG spatial 
encoder

Siam.  temporal 
encoder

Siam.  temporal 
encoder

Siam.  classif. 
head

Siam.  classif. 
head

Shared 
weights

...

......

......

+

+
......

......

......

EEG input

EMG input

Positional
embedding

tN-1t0t0 t1t1 t2t2

... tN-1t0t0 t1t1 t2t2

EEG token

EMG token

EEG 
representation

EMG 
representation

EEG prediction

EMG prediction

Ground
truth

LEMG

LEEG

Figure 1: Overall structure of the proposed algorithm.

where 𝛼 and 𝛽 are spatial encoders for EEG/EMG signals, and
TEEG/EMG refers to the encoded EEG/EMG tokens. Although 𝛼 and
𝛽 do not share parameters, they possess similar structures to encode
raw bio-signals in the same dimension. Furthermore, a temporal en-
coder is incorporated to extract additional temporal representation
from the EEG/EMG tokens. In order to capture the temporal order
of the tokens more effectively, a positional embedding is added to
each EEG/EMG token.

REEG/EMG = 𝑔(TEEG/EMG + P) (3)
where P denotes the positional embedding, REEG/EMG are deep
representations for EEG/EMG signals, and 𝑔 represents a siamese
temporal encoder, which shares for TEEG and TEMG. The siamese
temporal encoder is chosen for its ability to extract shared features
and temporal dependencies from both types of signals in a joint rep-
resentation space effectively. Notably, the temporal encoder and po-
sitional embedding are shared for both EEG and EMG signal streams.
To supervise the proposed framework, a proxy-downstream task is
utilized. For instance, in this study, a classification task is chosen as
an example, and a siamese classification head is applied to classify
the EEG/EMG representations.

ŷEEG/EMG = ℎ𝑐 (REEG/EMG) (4)

𝐿 = 𝐿EEG (y, ŷEEG) + 𝐿EMG (y, ŷEMG) (5)
where ℎ𝑐 is a siamese classification head which is shared for EEG
and EMG stream, ŷEEG/EMG is the prediction from EEG/EMG sig-
nals, y is the ground truth, and 𝐿 is the cost function. By minimizing
𝐿, the unified semantic information in EEG/EMG can be extracted.

3.2 Spatial Encoder
The spatial encoder focuses on the frequency and relationship
among electrodes while preserving the temporal structure. This
module consists of two steps: multi-scale feature extraction and
spatial feature fusion, as illustrated in Figure 2.

3.2.1 Multi-scale feature extraction. This step processes raw input
bio-signals using multiple 1D CNNs that act as dynamic filters. It
aims to capture high/low-frequency patterns within the signals.
The extraction of high/low-frequency features is accomplished by
varying the kernel length of the dynamic filters, with 𝑘 different
scales of filters employed in the module. These dynamic filters

Bio-signal input

×

Multi-scale feature 
extraction

Spatial feature 
fusion

...

C×C

t0 t1 t2 tn-1

Feature 
squeeze

Spatial
squeeze

Spatial
corelate

Output token

time

feature

electrode

time

feature

electrode

Figure 2: Structure of the spatial encoder for bio-signals.

with varied kernel lengths can be treated as filter banks, which are
commonly used for extracting high/low-frequency patterns present
in bio-signal feature extraction. Given that the maximum kernel
length is 𝐿, the multi-scale kernel lengths are set to 𝐿, 𝐿/2, 𝐿/4, ...,
𝐿/2(𝑘−1) . The filtered signals are subsequently concatenated for
further processing, creating a more comprehensive representation
of the input signals.

3.2.2 Spatial feature fusion. This step leverages the inherent re-
lationships among the electrodes in order to extract meaningful
spatial features from the bio-signals. As functional connection and
3D spatial structure inherent in the bio-signals are lost in the struc-
tured data, a learnable correlation matrix is introduced to describe
the relationships among different electrodes based on the multi-
scale features. This matrix enables an efficient feature fusion process
from the electrodes based on spatial correlations.
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The correlation matrix is learned from the multi-scale feature.
Firstly, a 1 × 1 CNN is employed to summarize the multi-scale
feature along the feature axis. Next, a max pooling operation is
performed to extract notable features along the time axis. In order
to fully investigate relationships among electrodes, two-layer fully
connected neural networks are utilized to obtain the correlation
matrix. To model the correlation between electrodes, the following
operation is conducted:

Msym =
1
2

(
M +M𝑇

)
(6)

where M denotes the correlation matrix generated by the neural
networks and Msym is the corresponding symmetric correlation
matrix, (M,Msym ∈ R𝐶×𝐶 ), with𝐶 being the number of bio-signals’
electrodes. The normalized correlation matrix ofMsym is computed
for enhancing the relationships among electrodes:

M̄ = I + D−1/2MsymD−1/2 (7)

where I is a identity matrix,D represents the degree matrix ofMsym,
M̄ is the normalized correlation matrix.

The feature squeeze operation is performed by a 1 × 1 CNN,
which models the relationships among the multi-scale features. The
spatial feature fusion is carried out by the matrix multiplication
operation between M̄ + I and the squeezed feature.

F𝑓 = (M̄ + I) × F𝑠 (8)

where F𝑠 is the squeezed feature and F𝑓 denotes fused feature. As I is
an identitymatrix, this operation can be regarded as either a residual
connection mentioned in ResNet [15], or as a self-connection where
the electrode with the highest weight is itself.

The electrode squeezing operation is accomplished by depthwise
convolution across the channels. This step simulates the traditional
electrophysiological signal feature extraction algorithm Common
Spatial Patterns (CSP) [14], initially utilized in EEGNet [21] and
widely adopted thereafter.

3.3 Siamese Temporal Encoder
Given the underlying physical processes of generating EEG and
EMG signals, it is evident that a time delay exists between the se-
mantic context encoded in these two signals. While EEG originates
from the brain and is closely related to the processes of percep-
tion and control, EMG reflects the resulting muscular movements
following such command.

To fully explore both the long-term global dependencies and
short-range local dependencies inherent in the bio-signals, a siamese
temporal encoder based on the long short-term memory networks
(LSTM) [16] and transformer [30] is formulated. The LSTM and
transformer structures are parallelized to encode EEG/EMG to-
kens with positional embedding, which adds information about
the position of the tokens within the sequence, allowing the model
to capture temporal relationships. While the LSTM is capable of
capturing short-range local dependencies, the transformer-based
structure aims to summarize long-term global dependencies.

The encoded tokens are concatenated as EEG/EMG representa-
tions. Notably, the EEG and EMG tokens share the same temporal
encoder to obtain deep representations. This siamese encoder is
implemented using a joint architecture, which enables the model
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Figure 3: Electrodes placement and data acquisition pipeline
used in the self-collected multimodal dataset.

to learn a unified representation in the same space that effectively
captures the inherent relationships between the two sources of
signals.

3.4 Proxy-downstream Task
The design of the proxy-downstream task depends on the research
objectives. Here, the primary aim is to investigate the shared high-
level semantic information between EEG and EMG signals during
motor execution which reflects movement types. Therefore, a motor
classification task is selected as the proxy-downstream task.

To build a model for the designated proxy-downstream task, a
two-layer fully connected neural network is formulated as the clas-
sification head. This classification head is placed after the siamese
temporal encoder to classify the EEG/EMG representations. It is
important to note that the EEG and EMG representations share
the same classification head in this study, emphasizing the joint
learning of both types of signals. This shared classification head
enables the model to learn a common representation space for both
EEG and EMG signals, which is useful for capturing the inherent
relationships between the two modalities.

Since the proxy-downstream task is a classification problem, the
smoothed cross-entropy loss [23] is applied as 𝐿EEG and 𝐿EMG to
mitigate the over-fitting that often occurs in bio-signal processing.
The smoothed cross-entropy loss is a variation of the standard cross-
entropy loss, which adds a smoothing term to the loss function
to regularize the model and prevent overfitting, particularly in
situations where the available data is limited or noisy.
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Table 1: Ablation study on the self-collected multimodal dataset under ‘Only EEG’ and ‘EEG-EMG’ training paradigms.

Structure ‘Only EEG’ ‘EEG-EMG’
SFF STE Accuracy Precision Recall Accuracy Precision Recall

× × 0.423 9.22% ↑ 0.420 10.71% ↑ 0.416 12.98% ↑ 0.446 6.05% ↑ 0.444 5.63% ↑ 0.437 12.13% ↑
✓ × 0.428 8.41% ↑ 0.427 8.90% ↑ 0.427 10.07% ↑ 0.447 5.82% ↑ 0.443 5.87% ↑ 0.437 12.13% ↑
× ✓ 0.441 5.22% ↑ 0.440 5.68% ↑ 0.452 3.98% ↑ 0.458 3.27% ↑ 0.456 2.85% ↑ 0.452 8.41% ↑
✓ ✓ 0.464 0.465 0.470 0.473 0.469 0.490

4 EXPERIMENTS AND RESULTS
4.1 Dataset Description
To investigate the brain-muscular modulation in participants during
performing specific movements, we have acquired a multimodal bio-
signal dataset, as illustrated in Figure 3. The dataset comprises 4, 000
EEG and EMG recordings from 10 participants, each performing
designated motor tasks. EEG data were collected using a 32-channel
Emotiv Epoc Flex EEG head cap with a sampling frequency of 128
Hz. Simultaneously, EMG data were acquired through an 8-channel
Oymotion Armband at a frequency of 500 Hz. The experimental
paradigm encompassed three distinct motor tasks executed by the
right hand/arm: (1) twisting the wrist, (2) opening the hand, and
(3) flexing the elbow. Each task was performed about 100 times by
the participants. Additionally, a resting state was recorded, serving
as an additional condition for analysis purposes.

4.2 Implementation Details
4.2.1 Experimental Setup. A 5 seconds time window of EEG and
EMG data is selected, sliced between 1 second before Cue 2 up to
Cue 3, as illustrated in Figure 3. The proposed approach is evalu-
ated through subject-dependent experiments. The entire dataset is
randomly split into three sets: training set (70% of trials), testing
set (20% of trials), and validation set (10% of trials) for each training
phase. The model is trained for 200 epochs and the final model
tested on the testing set is the one that exhibits the best perfor-
mance on the validation set. To ensure that all trials are evaluated,
a five-fold cross-validation on the whole dataset is conducted.

4.2.2 Preprocessing. The EEG signals are pre-processed by apply-
ing a band-pass filter with a range from 8 Hz to 30 Hz, focusing on
the most movement-relative frequency bands (alpha, beta), and a
notch filter at 50 Hz to eliminate powerline interference. Further-
more, an independent component analysis (ICA) is performed to
remove artifacts before analysis. The EMG signals are resampled at
a rate of 512 Hz. Prior to inputting the signals into the model, all
EEG and EMG signals in both datasets are normalized by setting
the mean to 0 and the standard deviation to 1.

4.2.3 Model Configuration. The model is implemented using the
TensorFlow framework and optimized by the Adamwoptimizer [22].
The learning rate is set to 1𝑒−4, while the batch size is set to 64.
To prevent overfitting, a dropout rate of 0.3 is applied. The kernel
length for the 1D CNN in the spatial encoder is set to 1 second
to correspond with the respective signals, which are 128 and 512
for EEG and EMG on the self-collected multimodal dataset. The
siamese temporal encoder consists of a 3-layer transformer and

Table 2: Comparison with other representative methods on
the self-collected multimodal dataset for EEG decoding

Method Accuracy Precision Recall

WT [5] 0.311 0.311 0.306
CSP [14] 0.333 0.334 0.332
FBCSP [2] 0.353 0.353 0.352
DeepNet [26] 0.428 0.424 0.450
EEGNet [21] 0.449 0.448 0.451
GraphEEG [35] 0.366 0.364 0.365
Conformer [28] 0.412 0.411 0.404
Ours (only EEG) 0.464 0.465 0.470
Ours (EEG-EMG) 0.473 0.469 0.490

LSTM. The hidden size for the forward layer in the transformer is
set to 256, the hidden units for the LSTM is 64, while the hidden
size for the general classifier is set to 32.

4.3 Experimental Results
As outlined in the Method section, the proxy-downstream task is
selected as the motor classification for extracting high-level seman-
tic information. The classification results are reported in Table 2.
Given that the accuracy of the classification results for EMG is
approximately 100%, this section focuses on the EEG results. Two
training paradigms of the proposed model are discussed:

• Only EEG: Both the training and inference rely solely on
EEG data (i.e., the EMG temporal encoder is not trained).

• EEG-EMG: The training process utilizes both EEG and EMG
signals, but the inference process employs only EEG data.

The proposed model are compared to both representative tradi-
tional methods [2, 5, 14] and learning-based methods [21, 26, 28, 35].
These methods are chosen due to their varied techniques for mod-
eling the temporal and spatial representations in the EEG signals:
wavelet transform [5], common spatial filter [14], filter bank com-
mon spatial filter [2], CNN [26], mixed-CNN [21], GNN [35], and
transformer [28]. The performance of the proposed model exceeds
the best model among the compared models by 3.34%/5.35% in
accuracy, 3.79%/4.69% in precision, and 4.21%/8.65% in recall under
the ‘Only EEG’/‘EEG-EMG’ training paradigms.

It is worth noting the significant improvement from ‘Only EEG’
to ‘EEG-EMG’ (1.94% in accuracy, 0.86% in precision, and 4.3%
in recall). The results indicate that the inclusion of EMG signals
enhances the model’s ability to decode EEG signals. These findings
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Figure 4: Visualization of the importance score 𝐼 for different
EEG electrodes under the (a) ‘EEG-EMG’ and (b) ‘Only EEG’
training paradigm.

EEG EMG

Figure 5: (a) Importance score 𝐼 for EEG and EMG signals
through time; (b) normalized envelope for average EEG and
EMG signals. The timeline of the figures begins after Cue 2
in Figure 3.

provide evidence that the proposed model can effectively encode
EEG and EMG signals into a joint representation space and extract
their shared semantic information.

4.4 Ablation Study
The ablation study investigates the impact of two primary mod-
ules in our proposed method: Spatial Feature Fusion (SFF) and
Siamese Temporal Encoder (STE). Under the ‘Only EEG’/‘EEG-
EMG’ training paradigms, the proposed method exhibits improve-
ments of 9.22%/6.05% in accuracy, 10.71%/5.63% in precision, and
12.98%/12.13% in recall, respectively, compared to the baseline
(without STE and SFF). These substantial improvements underscore
the effectiveness of the ablated components in learning the semantic
information from bio-signals in our proposed model.

5 ANALYSIS OF LOW-LEVEL RELATIONSHIPS
This section explores the application of the proposed algorithm in
examining the low-level relationships among multimodal signals.

The analysis pipeline is first outlined and validated on some well-
established low-level relationships. Comparisons of the analysis
results are presented for certain low-level relationships under the
‘Only EEG’ and ‘EEG-EMG’ paradigms. These comparisons show
the distinctions between representations space for joint EEG-EMG
and pure EEG, illustrating that the ‘EEG-EMG’ paradigm enables a
more comprehensive understanding of motor execution.

5.1 Analysis Pipeline
As with previous studies on EEG/EMG signals, the low-level rela-
tionships between time, space, and frequency are the main focus of
the investigation. Here a pipeline is outlined for analyzing these
low-level relationships based on the proposed algorithm. A func-
tion 𝑁 , which aims to remove a certain property of the raw signals,
is introduced in this pipeline. The impact of the removed content
on the model’s performance reflects the importance of the content
in learning shared semantic information, allowing for studying the
low-level brain-muscle modulation.

X
′
EEG/EMG (𝑡, 𝑠, 𝑓 ) = 𝑁 (XEEG/EMG, 𝑡, 𝑠, 𝑓 ) (9)

here, X′
EEG/EMG (𝑡, 𝑠, 𝑓 ) represents the modified data, where 𝑡 rep-

resents a range of time, 𝑠 represents a set of electrodes, and 𝑓

represents a certain range of frequencies. For time and space, when
interested in a specific time range or electrodes, the function 𝑁

replaces the interested signals with Gaussian noises that conform to
the same distribution as the original signals. For frequency, a notch
filter is implemented within function 𝑁 to remove the interested
frequency.

The modified data is then input into the trained model described
earlier in the study, and the predicted result is denoted by y′

EEG/EMG:

y
′
EEG = ℎ𝑐

{
𝑔

[
𝛼

(
X

′
EEG (𝑡, 𝑠, 𝑓 )

)
+ P

]}
(10)

y
′
EMG = ℎ𝑐

{
𝑔

[
𝛽

(
X

′
EMG (𝑡, 𝑠, 𝑓 )

)
+ P

]}
(11)

As the modified data suppresses the interested time, space, or fre-
quency in the EEG/EMG data, if one component is highly correlated
with another source of data, the encoded data in the EEG-EMG
representation space will change significantly and result in changes
in y

′
EEG/EMG. To evaluate the importance of certain time, space, or

frequency components, an evaluation function for the classification
results is defined. The expectation of the change in the evaluation
function between the original prediction and the prediction by the
modified data is treated as the importance score:

𝐼EEG/EMG (𝑡, 𝑠, 𝑓 ) = E
[
𝑒

(
ŷEEG/EMG, y

)
− 𝑒

(
ŷ
′
EEG/EMG, y

)]
(12)

where 𝑒 is the evaluation function, which is chosen as accuracy as
the downstream task is a classification problem, and 𝐼 represents
the importance score for a certain time (𝑡 ), space (𝑠), or frequency
(𝑓 ). This analysis pipeline allows for understanding the low-level
brain-muscle modulation based on the high-level representations.

5.2 Spatial Relationship
The main findings in the topographical map of the importance
score (Figure 4) indicate that the electrodes with high importance
are located around the central part of the brain and the parietal
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Figure 6: A comprehensive analysis of the importance score (𝐼 ) through temporal-spatial under the (a) ‘EEG-EMG’ and (b) ‘Only
EEG’ training paradigms. The timeline begins after Cue 2 in Figure 3.

EEG-EMG Only EEG

Figure 7: A analysis of the average importance score (𝐼 ) for different brain areas through temporal-spatial under the (a)
‘EEG-EMG’ and (b) ‘Only EEG’ training paradigms. Fp: pre-frontal; F: frontal; Fc: frontal-central; T: temporal; C: central; CP:
central-parietal; P: parietal; O: occipital. The timeline begins after Cue 2 in Figure 3.

lobe. These areas have been proven to be crucial for motor organiza-
tion [11, 12]. Additionally, the contralateral activation phenomenon
can be observed, with the left hemisphere of the brain exhibiting
a relatively higher importance score than the right. This can be
attributed to right-hand movements leading to more pronounced
characteristics in the left brain hemisphere, which is consistent with
existing neuroscience research [3] and practical applications [9].

When comparing the spatial relationship results under different
training paradigms, the electrodes with high importance scores
are more widely distributed under the ‘EEG-EMG’ paradigm in
the parietal lobe. This observation further supports the notion that
joint training with EEG and EMG signals can effectively extract
latent semantic information about movements. The parietal lobe
is closely associated with motor function, and electrodes in this
region are often manually selected for motor decoding [10].

5.3 Temporal Relationship
The temporal relationship analysis focuses on comparing EEG and
EMG signals under the ‘EEG-EMG’ training paradigm, as shown in
Figure 5. A notable observation is that the importance score for the
EEG signals increases much earlier than that of the EMG signals
(EEG at approximately 0.5 seconds after Cue 2 and EMG at 2.4
seconds). This significant time delay between EEG and EMG signals
can primarily be attributed to the visual cue carrying movement
instructions for participants. A more precise metric for evaluating
the time delay between brain and muscle activity is the interval
between the maximum importance scores in EEG and EMG signals,
as it reflects the most critical time related to motor execution in
both signal types. The time interval is approximately 100−200 ms,
which is consistent with previous studies [7, 19].

Comparing the importance score over time with the envelope
of the average EEG and EMG signals reveals another interesting
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Figure 8: Time-frquency analysis using importance score 𝐼 under the (a) ‘EEG-EMG’ and (b) ‘Only EEG’ training paradigm. The
timeline begins after Cue 2 in Figure 3.

phenomenon: both the importance scores of EEG and EMG signals
exhibit a more correlated trend with the EMG envelope. Although
the EEG envelope shows a significant pattern stimulated by the
visual cue at the beginning, it contributes little, as reflected by
the importance score 𝐼 . This observation not only supports the
assertion that the proposed model can extract shared semantic
information in the EEG and EMG signals related to movement
but also demonstrates the model’s ability to identify meaningful
temporal relationships from the data.

5.4 Spatial-Temporal Relationship
As shown in Figure 6, the topographical maps’ changes over time
provide valuable insights into the variations in spatial informa-
tion. For example, at 2 s after the Cue 2, the importance score in
the central and parietal lobes increases, highlighting their role in
movement organization [11, 12]. The frontal lobe, encompassing
the premotor cortex and the primary motor cortex, also exhibits a
high importance score during movement execution [24].

Furthermore, upon examining the average importance score for
different areas of electrodes (Figure 7), it is observed that under the
‘Only EEG’ paradigm, the pre-frontal lobe (Fp), temporal lobe (T),
and occipital lobe (O) exhibit slightly higher importance scores than
under the ‘EEG-EMG’ paradigm. However, these areas are more
connected with cognitive functions rather than direct movement
execution [1, 13]. Conversely, under the ‘EEG-EMG’ training para-
digm, the more significant areas are located around the central part
and parietal lobes. This observation indicates that the proposed
model can effectively focus on movement-related semantic infor-
mation by jointly training with EEG and EMG signals, which may
lead to a more accurate analysis of brain-muscle modulation.

5.5 Time-Frequency Relationship
As depicted in Figure 8, the frequency band with the highest impor-
tance score is within the range of 10 to 15 Hz, covering the sensori-
motor rhythm (a sub-band of ` and 𝛽 band, ranges between 12 to
15 Hz) that is phenomenologically associated with movements [37].

When comparing different training paradigms, it comes that
under the ‘EEG-EMG’ paradigm, the proposed model can better
concentrate on the movement-related frequency band in the EEG

signals. This improved focus can be attributed to the joint train-
ing with EEG and EMG signals, which allows the model to learn
and exploit the shared semantic information in both signal types.
This observation not only further supports the effectiveness of the
proposed model in capturing relevant information but also high-
lights its potential for better understanding the time-frequency
relationship of brain activities during movement execution.

6 CONCLUSION
This paper addresses the challenge of understanding the shared
semantic information between EEG and EMG signals during move-
ment execution. To this end, a novel learning-based algorithm is
designed, which contains a spatial encoder to generate EEG/EMG
tokens and a siamese temporal encoder and classification head to
learn the analogous semantic information inherent in these sig-
nals. Experiments conducted on a self-collected multimodal dataset
demonstrated the effectiveness of the proposed model in capturing
the shared semantic information between EEG and EMG signals.
The proposed analysis pipeline has been validated for investigating
brain-muscle modulation from multiple perspectives, offering valu-
able insights for neuroscience. The approach presented in this paper
holds promise for training general models applicable to various
bio-signals, with potential benefits for a wide range of applica-
tions, such as brain-computer interfaces, neurorehabilitation, and
prosthetics. In the future, we plan to further develop the model to
investigate brain-muscle modulation during more natural move-
ments, expanding its applicability and enhancing its impact on the
field.
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