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ABSTRACT
Offloading computing to edge servers is a promising solution to
support growing video understanding applications at resource-
constrained IoT devices. Recent efforts have been made to enhance
the scalability of such systems by reducing inference costs on edge
servers. However, existing research is not directly applicable to
pixel-level vision tasks such as video semantic segmentation (VSS),
partly due to the fluctuating VSS accuracy and segment bitrate
caused by the dynamic video content. In response, we present
Penance, a new edge inference cost reduction framework. By ex-
ploiting softmax outputs of VSS models and the prediction mecha-
nism of H.264/AVC codecs, Penance optimizes model selection and
compression settings to minimize the inference cost while meeting
the required accuracy within the available bandwidth constraints.
We implement Penance in a commercial IoT device with only CPUs.
Experimental results show that Penance consumes a negligible 6.8%
more computation resources than the optimal strategy while satis-
fying accuracy and bandwidth constraints with a low failure rate.

CCS CONCEPTS
• Information systems→Multimedia streaming.
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video analytics, edge offloading, video semantic segmentation

1 INTRODUCTION
Recent years have witnessed a growing demand for IoT video ana-
lytics. The global IoT video analytics market is projected to increase
from $5.32 billion in 2021 to $28.37 billion by 2029 [1]. Pixel-level
video labeling task such as video semantic segmentation (VSS) is at
the heart of IoT video analytics applications ranging from drones
[5, 9], video surveillance [17, 33, 37], augmented-reality [3], traffic
scene understanding [7, 15], to traffic safety [4, 11]. However, it
is noted that the widespread adoption of VSS will heavily rely on
deep learning techniques [32] and that the increasing computa-
tional complexity of deep neural networks (DNNs) poses a signif-
icant challenge for video understanding on resource-constrained
IoT devices.

∗Corresponding author.

An emerging solution is to offload the video analytics task to
edge/cloud servers. In typical edge-assisted VSS systems, IoT de-
vices stream encoded video segments to the server through a net-
work link with limited bandwidth. The server then performs VSS to
meet the users’ accuracy requirements. However, there are increas-
ing concerns over the scalability of such systems. The state-of-the-
art semantic segmentation models [44, 46, 54, 55] are computation-
ally expensive, even for edge/cloud servers [22, 25, 48]. Furthermore,
one server typically serves multiple users [25, 43], which amplifies
the computational overhead. Although efforts [12, 21, 25, 48] have
been made to reduce the edge inference cost by reusing cached
predictions, these methods cannot be applied to pixel-level vision
tasks as the pixel association varies greatly between frames, leading
to drastic degradation of accuracy [51].

A promising solution to mitigate edge inference costs is to switch
between multiple vision models with different costs. Specifically,
this approach selects the best combination of the vision model ver-
sion and compression settings to ensure minimal inference cost
while satisfying accuracy and bandwidth constraints. Despite its
success in image classification and object detection [22, 43, 53], ex-
ploiting this approach for edge-assisted VSS faces grand challenges
due to the following major issues.

(i) How to manage the fluctuating VSS performance caused by
dynamic video content? To switch between different models, the
priority is to monitor their runtime accuracy. However, our mea-
surements indicate that VSS models experience large accuracy fluctu-
ations over short time windows of tens of seconds due to the changes
of video contents. Recent works [25, 43, 53] adapt the accuracy func-
tion by exploiting cheap features such as object sizes and edges,
but they cannot be extended to VSS as semantic segmentation does
not have explicit and concentrated regions of interest (RoIs) [45].
Other works [21, 25, 49] reprofile the edge vision model periodically
(tens of minutes) and require raw frames fed to the edge server.
Increasing reprofile frequency will overwhelm the limited network
capacity and is computationally expensive.

(ii) How to tune the codec compression settings? Before being trans-
mitted over a limited network link, video segments must be com-
pressed with codecs such as H.264/AVC by adjusting compression
settings, including frame resolution and quantization parameter
(QP). Previous works [43, 53] map compression settings to segment
bitrate by assuming a fixed relationship between them, ignoring the
variation of video contents that can significantly affect the segment
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Figure 1: Showcase of the VSS accuracy fluctuation
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Figure 2: Bandwidth usage distributions
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bitrate as concluded in our measurements. Simply iterating and
encoding all possible compression settings would be computation-
ally infeasible. Though recent work [34] employs constant bitrate
(CBR) to compress video segments using given bitrates to bypass
this problem, it overlooks the trade-off between resolution and QP
in bitrate saving and cost reduction, which offers more space for
optimization.

(iii) How to configure video segments? Optimizing the configu-
ration of the VSS model version and compression settings is chal-
lenging. Previous works [22, 43, 53] formulate and solve the cost
reduction as a mixed-integer programming problem requiring ac-
curate configuration mapping to model accuracies. However, the
complex, context-dependent accuracy function of VSS makes accurate
modeling challenging, as mentioned above. Moreover, the optimiza-
tion is even more challenging due to the inherent conflict between
optimization goals of minimizing the inference cost and satisfying
the accuracy and bandwidth usage constraints.

Given the above practical issues, we present Penance, the first
content-aware and low-cost edge-assisted VSS system. First, to mon-
itor runtime VSS performance, Penance exploits the most recent
video frame’s predicted softmax probabilities, from where a deep
neural network (DNN) extracts an embedding that represents the
runtime edge model performance. Second, to estimate the fluctuat-
ing segment bitrate, another special DNN is devised by exploiting
the prediction mechanism of the H.264/AVC codecs to predict band-
width usage for each compression setting using raw video frames.
Finally, a deep reinforcement learning (DRL) model is presented
to optimize the configuration for each segment, considering the
accuracy and bandwidth constraints. Penance is designed to be
lightweight and can be deployed on general IoT devices equipped
with only CPUs.

Contributions. (i) We investigate the challenge and impact
of dynamic video content on edge-assisted VSS systems. (ii) We
propose Penance, the first low-cost edge-assisted VSS system for
resource-constraint IoT devices by adapting both compression set-
tings and edge model selection. (iii) We implement Penance on a
commercial IoT device with only CPUs and evaluate its performance
with baseline methods. The experiments show that our solution
significantly lowers the edge inference cost while strictly adhering
to all constraints.

The remainder of this paper is organized as follows. §2 introduces
our measurement studies that motivates the design of Penance. §3
introduces the key ideas on the system design. §4 presents the
implementation and evaluation of Penance. §5 gives a literature
review of related works, followed by a conclusion in §6.

2 MEASUREMENT AND MOTIVATION
2.1 Measurement Setup
2.1.1 Semantic Segmentation Networks. This paper adopts the pop-
ular PSPNet [55] with the ResNet-50 backbone as the original VSS
model. To obtain edge models with different inference costs, we
resort to the DNN pruning technique [13] and derive 4 models
from the original model with sparsity factors of 0.5, 0.75, 0.875, and
0.9375 respectively, whose computational overhead is inversely pro-
portional to their sparsity. For simplicity, we name them as model
0 to 4, respectively.

2.1.2 Dataset. We conduct our measurement on BDD100k [47],
a state-of-the-art large-scale diverse video dataset that contains
100K 1280x720 challenging videos with 40 seconds each, covering
different scenarios such as urban and rural areas, highways, tunnels,
etc. We first train and prune the 5 models with different sparsities
on the training set. Then we randomly choose 20 videos spanning
800 seconds from the test set to conduct our measurement. We
split the videos into 1-second segments with a frame rate of 15 fps
and compress them using standard H.264/AVC to obtain varying
bandwidth usages. We choose quantization parameter (QP) and
frame resolution as knobs to control video quality, which are typical
video encoding settings in video analytics [14, 45, 52]. Specifically,
we compress the original videos into 18 variances, with QPs ranging
from 20 to 30 and resolution scaling factors of 1, 0.75, and 0.5. We
call the combinations of edge model versions and compression
settings “configurations”. As there is only one frame annotated in
each video, we follow the practices of previous works [21, 49] and
regard predictions of the most expensive configuration (1280x720,
QP=20 and model 0) as ground truths. We use the standard mean
intersection over union (mIoU) metric to evaluate the performance
of VSS models.
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Figure 6: Penance Overview

2.2 Impact of Dynamic Video Contents
2.2.1 Impact on Model Performances. We first investigate the run-
time performances of the edge VSS models. In Fig. 1, we showcase
the accuracy fluctuation of one 40-second video. It can be seen
that the runtime model accuracy experiences drastic changes with
time. We can further observe that the relative ratio between the
accuracies of different models also changes with time. To handle
accuracy variance, existing works [21, 25, 49] re-profile using raw
video frames periodically to update the accuracy function. Follow-
ing this method, we profile one frame every 20 seconds and update
the accuracy function.We then calculate the distribution of its Mean
Absolute Error (MAE) with respect to the ground-truth accuracies
of the following 20 seconds in Fig. 3. As shown in the plot, in 50%
cases, the MAE surpasses 0.05. As a comparison, the average mIoU
difference of our adjacent model version is 0.042, indicating that
the accuracy estimation error starts to impact the model selection.
As such, it suggests that we need to handle the accuracy fluctuation
at segment granularity.

2.2.2 Impact on the Selection of Compression Settings. Before stream-
ing video frames to the edge/cloud server, we first need to decide
the compression settings for each segment to satisfy the bandwidth
constraint. Unfortunately, the encoded segments’ bitrate is not
solely decided by the compression settings but also by the video
contents. Fig. 2 shows the variation of segment bitrate of all possible
compression settings. It can be seen that the actual bitrate varies
drastically across segments, which indicates we need to consider
the impact of varying video contents when we estimate the segment
bitrate.

We further observe a trade-off between QP and resolution. First,
we evaluate their efficiency in trading accuracy for bandwidth sav-
ing. Specifically, we measured each segment’s bitrate efficiencies,
i.e., the ratio between bitrate saving and accuracy drop when tun-
ing to a lower quality. Higher bitrate efficiency implies that the
knob can trade less accuracy for the same bandwidth saving. In-
terestingly, as shown in Fig. 4, QP generally outperforms resolution,
proving its efficiency in compressing video volumes with minor accu-
racy drop. We also noted significant performance fluctuations on
both knobs, indicating a substantial impact from video content. In-
tuitive thought is that we can always choose to degrade QP instead
of a resolution to preserve accuracy as much as possible. However,
the degrading resolution provides an additional opportunity to reduce
the inference cost, as shown in Fig. 5. As such, the trade-off between
QP and resolution offers additional room for optimization.

3 DESIGN
3.1 System Overview
Fig. 6 shows the overall design of Penance. The proposed system
has three major components:

Bitrate Estimator.When a new raw video segment is ready, the
bitrate estimator predicts its bandwidth usage under all compres-
sion settings. Moreover, the bitrate estimator provides information
about the current scene dynamics to the CRL adapter.

Performance Encoder. On the server side, the performance
encoder utilizes the softmax probabilities to generate a performance
embedding, which is then fed back to the IoT client to aid the
decision-making process of the CRL adapter.

CRL Adapter. The CRL adapter is a DRL model that utilizes
estimated bandwidth usage, historical configurations, and perfor-
mance embedding to choose the compression settings and edge
model version for the upcoming video segment. This selection is
based on minimizing the inference cost while maintaining target
accuracy within the constraints of the available bandwidth.

3.2 Bitrate Estimator
In this section, we revisit the prediction scheme of H.264/AVC codec.
Then we elaborate on the design of the proposed bitrate estimator
and training method.

3.2.1 Dive into H.264/ACV Prediction Scheme. We start by review-
ing the encoding scheme of H.264/ACV. The encoder processes
video frames in units of macroblocks consisting of 16x16 or 4x4 pix-
els. It forms the basic units of the prediction scheme of H.264/ACV,
which exploits the content redundancy to save bitrates. As illus-
trated in Fig. 7, H.264/AVC adopts two types of prediction: intra-
prediction and inter-prediction. Intra-prediction is used to predict a
block of pixels within the same frame. It exploits the spatial correla-
tion between neighboring pixels within the same frame to predict
the current block. Inter-prediction is used to predict a block of
pixels from a previously encoded frame and uses motion estimation
to find a block of pixels in a previously encoded frame similar to
the current block. Once the reference list between macroblocks
is constructed, the encoder subtracts the prediction from the cur-
rent macroblock to form a residual, which consumes much fewer
bitrates after quantization and entropy encoding.

Above them, video frames can be categorized into I-frames, P-
frames, and B-frames. I-frames contain only macroblocks encoded
with intra-prediction, while P-frames and B-frames consist of both
macroblocks with intra-prediction and inter-prediction. Accord-
ingly, in Fig. 8, we plot the distribution of frame types for each frame
position with video segments encoded in §2.1.2. It shows that each
frame position has a unique frame type distribution. It indicates that
each frame position has a different status in the H.264/AVC prediction
scheme. For instance, the first frame is always an I-frame, which
means all of its macroblocks use intra-prediction. As opposed, the
tailing frame is always B-frame, which suggests it mainly consists
of macroblocks with inter-prediction.

We further investigate the motion estimation scheme, which
involves searching for the best match within a search window
around the current macroblock. Typically, the search window size
is limited by a max iteration time [2] for efficiency. We plot the
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Figure 7: Illustrations of H.264/AVC prediction scheme.
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Figure 10: Architecture of the bitrate estimator

distribution of the motion range in the x and y axis of both 1-second
and 2-second segments in Fig. 9. We can observe that the maximum
motion range for both segment lengths is below 100 pixels in 95%
of the cases. It indicates that instead of adopting a deep model with
a large reception field that covers the full picture (1280x720), a
relatively shallow network with a smaller reception field is sufficient
for capturing the bitrate fluctuation brought by video motion.

3.2.2 Model Design. Inspired by the above observations, we pro-
pose a lightweight model based on the convolutional neural net-
work (CNN) that accurately predicts segment bandwidth usage with
raw video frames. As depicted in Fig. 10, the bitrate estimator takes
in the raw video frames down-sampled by half and predicts the seg-
ment bitrate under all compression settings. Our bitrate estimator
has two unique designs. First, instead of using expensive 3D convo-
lution or sliding a single 2D convolution layer across all frames, we
use a group convolution layer (G Conv-N in Fig. 10, where N is the
segment frame number) that assigns dedicated weights to each frame
as the input layer. This design exploits the unique status of each
frame position as mentioned in §3.2.1. The dedicated convolution
kernel weights make learning distinct features from each frame po-
sition possible. Second, following the input layer are two MobileNet
blocks [39], where we additionally use dilated convolution on the
depth-wise convolution layers to expand the reception field. Then,
an average pooling layer with a kernel size of 8 summarizes the
features. Eventually, the output feature of the feature extractor has
a receptive field of 166 pixels on the original video frame, sufficient
to cover the motion estimation searching window.

The predict header is a stack of two fully connected (FC) layers
that is further divided into two branches. The first branch predicts
the base bitrate 𝑏, i.e., the bitrate of the most expensive compression
setting. The other branch predicts 𝑟 , the ratio between bitrates of
the rest configurations settings with respect to the base bitrate.

3.2.3 Model Training. As the prediction of segment bandwidth
usage is a regression problem, we use standard Mean Square Error
(MSE) to train the model:

𝜃𝐵𝐸 = argmin
𝜃

1
𝑁 (1 +𝑀 )

𝑁 −1∑︁
𝑖=0

[
(𝑏𝑖 − 𝑏𝑖 )2 +

𝑀−1∑︁
𝑗=0

(𝑟𝑖 𝑗 − 𝑟𝑖 𝑗 )2
]

(1)

Where 𝑏𝑖 and 𝑟𝑖 𝑗 are the ground-truth base size and size ratio of
segment 𝑖 under compression setting 𝑗 , 𝑏𝑖 and 𝑟𝑖 𝑗 are the corre-
sponding network prediction, respectively.

3.3 Performance Encoder
Knowledge about the current segmentation performance is cru-
cial for configuration adaptation in the runtime. Recent work [34]
designed for object detection leverages a YOLO-based [38] CNN
to predict the runtime accuracy function taking the raw video
frames. However, unlike object detection, a sophisticated CNN fea-
ture extractor is required to obtain a semantic understanding of
the current scenes, which cannot be deployed on general IoT de-
vices only equipped with CPUs. Instead, we shift this burden to the
edge server by extracting features about runtime model performances
directly from the edge model outputs of the last available prediction.

An intuitive approach to implement the performance encoder is
directly analyzing the pixel-level prediction confidence, i.e., maxi-
mum softmax probability. While this method works for classifica-
tion [19], it does not correlate well with themIoU of VSS predictions.
As shown in Fig. 11, the upper frame has a mIoU of 0.63 while the
lower frame has a mIoU of 0.80, even though they have similar
pixel confidence distributions. This is because unlike pixel accu-
racy, which treats every pixel equally, mIoU intrinsically weights
each pixel according to the number of pixels within the class it be-
longs to. The right side of Fig. 11 visually represents class IoU for
several classes. It can be observed that the IoU of the "car" and "sky"
classes significantly influence the overall mean IoU even though
they contain fewer pixels than the class "road".

As such, instead of solely analyzing the pixel confidence, the
performance encoder takes softmax probabilities of all classes as
its input, as shown in Fig. 12. The rationale behind this is three-
fold. (i) It provides class information that affects the final mIoU,
as mentioned above. (ii) It implies the object sizes in the scenes
which helps to explore the opportunity of degrading resolution. (iii)
It offers the encoder rich information about the candidate classes
whose probability is only second to the largest. For example, if the
difference between the probabilities of the first and second classes
is small, it may be useful to consider both classes as possible predic-
tions. Note that our method regards the edge VSS model as a black
box; it only needs the final softmax probability of model outputs.
Thus it can be applied to various VSS architectures without further
modifications.

We build the performance encoder with 5 MobileNet blocks
followed by an average pooling layer as illustrated in Fig. 12. We
rescaled the probabilities to Cx320x180 for all resolutions (C is the
number of classes), leading to a low inference cost < 0.5G FLOPs.
The flattened extracted features will be transmitted back to the IoT
device as performance embedding to aid the configuration adaption
process. This design leverages the rich GPU resource on the edge
server and avoids imposing demanding feature extraction on IoT
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Figure 11: Example demonstrates two frames with compara-
ble pixel confidence distributions but significantly different
mean Intersection over Union (mIoU) scores.
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Figure 12: Architecture of the performance encoder

devices. The encoder is optimized end-to-end along with the CRL
adapter, which will be introduced in section §3.4.

3.4 CRL Adapter
In this section, we elaborate on the design of the CRL Adapter.
We first formulate the problem theoretically and then describe the
details of our solution.

3.4.1 Problem Formulation. In Penance’s framework, the captured
raw video frames are encoded and streamed in segments of 𝑇 sec-
onds, which is the basic unit of configuration adaptation. When
segment 𝑖 is ready, the goal of the CRL Adapter is to choose the best
configuration that minimizes the edge inference cost of segment 𝑖
under the constraints of bandwidth and accuracy. We formulate it
into the following problem:

min
𝑟,𝑞,𝑣

𝐶 (𝑟, 𝑣)

s.t., 𝑏𝑖 (𝑟, 𝑞) ≤ 𝐵𝑖

𝜆𝑖 (𝑟, 𝑞, 𝑣) ≥ 𝐴𝑖

(2)

Where 𝐶 is the cost function. 𝑏𝑖 and 𝜆𝑖 are the segment bitrate
and average mIoU across frames in segment 𝑖 , respectively. 𝐵𝑖 is
the bandwidth of the following 𝑇 second at the uploading time of
segment 𝑖 , and𝐴𝑖 is the target accuracy set by the user. 𝑟 , 𝑞, 𝑣 is the
selected resolution, QP, and edge model version, respectively. If the
device fails to upload segment 𝑖 in 𝑇 seconds, it will drop segment
𝑖 and start to stream segment 𝑖 + 1 instead. This strategy avoids
draining the on-device video buffer and limits the queuing delay
[34]. The accuracy of the incomplete segment is zero, as the server
cannot decode it.

In some extreme cases, there is no solution to problem (2). For
instance, the target accuracy cannot be achieved when the band-
width is too low. In this situation, we hope to optimize the following
problem instead:

max
𝑟,𝑞,𝑣

𝜆𝑖 (𝑟, 𝑞, 𝑣)

s.t., 𝑏𝑖 (𝑟, 𝑞) ≤ 𝐵𝑖
(3)
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Figure 13: Architecture of the CRL adapter
It will maximize the inference accuracy under the constraint

of bandwidth instead of minimizing inference cost to ensure the
quality of serving.

3.4.2 State Space Design. In DRL, the state space represents the
environmental information that the policy can perceive at step 𝑖 .
In our solution, the state at step 𝑖 is defined as:

𝑠𝑖 = (𝐴𝑖 , 𝐵𝑖 , 𝑏𝑖 , 𝑝𝑖−1, 𝑎𝑖−1, 𝑥𝑖 ) (4)
Where 𝐴𝑖 and 𝐵𝑖 are the accuracy and bandwidth constraints.

𝑏𝑖 is the estimated bitrate of segment 𝑖 . 𝑝𝑖−1 is the performance
embedding extracted from the last frame of the latest predicted
segment (segment 𝑖 − 1, for instance). 𝑎𝑖−1 is the corresponding
configuration of segment 𝑖 − 1. It represents the resolution, QP, and
edge model version set to segment 𝑖 − 1. Including this term makes
it resistant to the dynamic of final performance encoding caused by
different configurations. Moreover, as the performance embedding
is extracted from the last frame of segment 𝑖 − 1, its effectiveness in
the decision of segment 𝑖 depends on how much the video contents
have changed in segment 𝑖 . Thus, we further append 𝑥𝑖 , the features
before decision layers of the bitrate estimator, into the state space.
As described in §3.2, the bitrate estimator captures the content
dynamics of segment 𝑖 , which makes the feature suitable as hints
to inform the policy of the current content dynamics.

3.4.3 Policy Design. The policy is the core component of reinforce-
ment learning. At step 𝑖 , the policy 𝜋 receives the current state 𝑠𝑖
and produces corresponding action 𝑎𝑖 . A policy can be either deter-
ministic or stochastic. A deterministic policy map states a single
action, while a stochastic policy map states a probability distribu-
tion over actions. We build a stochastic policy for its advantage
in highly dynamic environments with imperfect information [41].
Specifically, the policy maps 𝑠𝑖 to 𝑎𝑖 , a probability distribution of
all possible configurations. The action is sampled from the distri-
bution during the training phase, and the action with the highest
probability is selected during the testing phase.

Due to the high-dimensional continuous state space, we leverage
the powerful approximation ability of neural networks and repre-
sent our policy with it. As shown in Fig. 13 we build the policy
network with FC layers. Specifically, we first use separate FC layers
to extract local features, which are further concatenated and fed to
the following layers. The output of the policy network is a vector
representing the probability of all configurations.

3.4.4 Reward Design with Constraints. At step, 𝑖 , the predicted 𝑎𝑖
configures the segment 𝑖 . A corresponding reward 𝑟𝑖 is generated
by the reward function 𝑅, which evaluates the advantage of the
move 𝑎𝑖 on 𝑠𝑖 . The rewards will be used as supervisory signals to
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optimize the policy network. In standard reinforcement learning
settings, the optimization goal of the policy network is to maximize
the expected sum of discounted rewards 𝐽 (𝜋):

max
𝜋

𝐽 (𝜋 ) = max
𝑎∼𝜋,𝑠∼𝑃

[∑︁
𝑖

𝛾𝑖𝑟𝑖

]
(5)

where 𝑃 is probability of transitioning to state 𝑠𝑖+1 from 𝑠𝑖 when an
action 𝑎𝑖 is taken.𝛾 is the reward discount factor and 𝑟𝑖 is the reward
on taking 𝑎𝑖 given 𝑠𝑖 . However, considering the constraints in (2)
and (3), we need to extent Eq. (5) to the new form of constrained
reinforcement learning:

max
𝜋

𝐽 (𝜋 )

s.t., 𝐽 𝑐𝑖 (𝜋 ) ≤ 𝛽𝑖 ∀𝑖
(6)

where 𝐽𝑐𝑖 and 𝛽𝑖 represent the constraints to be met at each
step 𝑖 . A common way to solve Eq. (5) is to solve its Lagrangian
relaxation instead [6, 36]. However, these methods require careful
tuning of the Lagrangian parameters and are hard to optimize for
complex tasks [30]. We thus extend the self-competition reward
scheme in [30] to solve problem (2) and (3) and define the reward
at step 𝑖 as the following:

𝑟𝑖 = sgn(𝐶𝐸𝑀𝐴 − 𝐶𝑖 )𝛿𝑖 − 𝜉𝑖 (7)

where
𝛿𝑖 = 1𝑈𝐸𝑀𝐴≤0,𝑂𝐸𝑀𝐴≤0,𝑂𝑖 ≤0,𝑈𝑖 ≤0

𝜉𝑖 = max{1𝑈𝑖 ≥𝑈𝐸𝑀𝐴
,1𝑂𝑖 ≥𝑂𝐸𝑀𝐴

} (8)

𝐶𝑖 is the server inference cost.𝑈𝑖 and 𝑂𝑖 are 𝐴𝑖 − 𝜆𝑖 and 𝑏𝑖 − 𝐵𝑖
that indicates if the constraints are met. It also maintains their
exponential moving averages (EMA) as𝑈𝐸𝑀𝐴 , 𝑂𝐸𝑀𝐴 , and 𝐶𝐸𝑀𝐴 ,
respectively.

The intuition behind Eq. (7) is to force the policy beat its previous
behaviors based on EMA. Specifically, 𝛿𝑖 judges if the accuracy and
bandwidth constraints are satisfied. If so, the first term in Eq. (7) will
minimize the inference cost by beating its historical performance
𝐶𝐸𝑀𝐴 . Otherwise, the first term will be ignored, and the second
term 𝜉𝑖 will punish the policy if any constraints are violated. As
such, Eq. (7) only allows the policy to optimize for inference cost
when the constraints are consistently satisfied.

3.4.5 Policy Optimization. We have defined the state 𝑠𝑡 , action
𝑎𝑡 , and reward 𝑟𝑡 . The next step is to optimize the policy. First,
the policy will act as the CRL Adapter in Penance and roll out
trajectories, i.e., states, actions, and rewards sequences. Then we
use the actor-critic approach [31] to calculate the advantage of
actions. As shown in Fig. 13, a parameterized value function 𝑉𝜙
named critic network, which shares the same architecture with the
policy network, is used as a baseline. It takes the same input as the
policy network and predicts 𝑣𝑖 = 𝑉𝜙 (𝑠𝑖 ) as the expected reward
of 𝑠𝑖 . The advantage of step 𝑖 is then calculated as 𝐴𝑖 = 𝑟𝑖 − 𝑣𝑖 ,
and it evaluates how good the action is compared to the average
expected reward under 𝑠𝑖 . This design reduces variance in the policy
gradient and stabilizes the training process. 𝐴𝑖 essentially replace
𝑟𝑖 in Eq. (5).

Given the advantages, we then optimize the policy network and
𝑉𝜃𝑣 with Proximal Policy Optimization (PPO) algorithm [40] for
its sample efficiency and stability. Different from vanilla policy
gradient, PPO updates the policy network multiple times with the

same batch of collected trajectories using the clipped surrogate
objective function:

𝐿𝑝𝑜𝑙𝑖𝑐𝑦 (𝜃𝑘 , 𝜃 ) = min
(
𝑅𝑖 (𝜃𝑘 , 𝜃 )𝐴𝑖 , clip

(
𝑅𝑖 (𝜃𝑘 , 𝜃 ), 1 − 𝜖, 1 + 𝜖

)
𝐴𝑖

)
(9)

where

𝑅𝑖 (𝜃𝑘 , 𝜃 ) =
𝜋𝜃 (𝑎𝑖 |𝑠𝑖 )
𝜋𝜃𝑘 (𝑎𝑖 |𝑠𝑖 )

(10)

𝜃𝑘 is the old policy parameter before updated, 𝑅𝑖 (𝜃𝑘 , 𝜃 ) is the
probability ratio of action 𝑎𝑖 between old and new policy given
the same state 𝑠𝑖 . Through the clipping operation, Eq. 9 carefully
updates the policy 𝜋𝜃 while controlling the step by avoiding the
behavior of the new policy getting too far from where it starts. Here
𝜖 is a hyper-parameter that controls the bound of clipping. Then
the policy parameters are updated by maximizing the objective
function on a collection of trajectories:

𝜃 = argmax
𝜃

∑︁
𝑖

𝐿𝑝𝑜𝑙𝑖𝑐𝑦 (11)

At the same time, the value function 𝑉𝜙 is fitted by regression
on the reward 𝑟𝑖 :

𝜙 = argmin
𝜙

∑︁
𝑖

(
𝑉𝜙 (𝑠𝑖 ) − 𝑟𝑖

)2
(12)

4 EVALUATION
4.1 Experiment Setup
4.1.1 Dataset and Model Training. We randomly select 300 videos
totaling 200 minutes to build our training dataset. Following the
procedure in §2.1.2, we split the videos into 1-second segments
with a frame rate of 15 fps and compressed them using H.264/AVC
using 18 different settings. A test set of 60 random videos totaling
40 minutes is built and processed with the same procedure.

We first trained the bitrate estimator.We used a learning rate that
gradually reduced from 1e-4 to 1e-6 through cosine annealing, set
the weight decay to 1e-4, and continued with a 200-epoch training
process. Subsequently, we proceeded to jointly train the frozen
bitrate estimator, the CRL adapter, and the performance encoder.
At the beginning of each epoch, we uniformly sampled the target
accuracy and available bandwidth from {0.5, 0.55, . . . , 0.75, 0.80}
and [0.3, 1.0] MBps, respectively. We set the batch size to 32, 𝜖 to
0.2, and 𝛾 to 0.9, which means every action will be evaluated by the
performance of the future ten segments. We set the exponential
smoothing constant 𝛼 to calculate EMA to 0.2. The learning rates of
the policy and value function are both 1e-4. We trained the policy
for 2 million steps.

4.1.2 Implementation. The edge server is an Ubuntu workstation
equipped with Intel Xeon Gold 6226R CPU, 128 GB RAM, and a
Geforce RTX 4090 GPU. We use a Raspberry Pi 4B [28] as the IoT
device that embeds a 1.8 GHz quad-core CPU and 4 GB of RAM.
We recompile the H.264 codec in FFmpeg [42] to work with the
onboard video-core to accelerate video encoding. Note that the
onboard video-core is specially prepared for the codec, and all
computations of Penance are conducted using CPUs only. We use
the Traffic Control (TC) tool of Linux to control the bandwidth
between IoT devices and the edge server.
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Figure 14: Comparing Penance with baseline methods under
different bandwidths with target mIoU of 0.65.

4.1.3 Baselines. We compare Penance with the following baselines:
Periodically Profiling: This method streams the first frame

of each 40-second video to the server and profiles the accuracies
of all 90 configurations. Then it selects the best configuration for
the rest of the segments through an exhaustive search. We let it
access the ground-truth segment bitrate to cope with the bandwidth
constraints.

CASVA-C: CASVA [52] is a DRL video analytic framework that
maximizes inference accuracy under bandwidth constraints. It en-
codes each segment one more time and uses its bitrate as an indi-
cator of video content dynamics. We modified it to cope with our
cost-reduction task. It is similar to Penance but replaces the perfor-
mance encoder with the method above. We named this approach
as CASVA-C and trained it following the same procedure in §4.1.1.

DAO-C: DAO [34] uses a YOLO [38] based accuracy estimator
to predict runtime accuracy function with the first frame of each
segment. To cope with our settings, we instead trained a MobileNet-
based semantic segmentation network [50] on the training set of
BDD100k. Then we train the accuracy estimator with transfer learn-
ing following the procedure in [34]. At runtime, it uses the same
strategy of Periodic Profiling to find the best configuration.

Optimal: A perfect model can access every segment’s ground-
truth accuracy and bitrate. It always chooses the optimal configu-
ration and represents the upper bound of Penance’s performance.

4.2 Evaluation Results
4.2.1 Overall Performance. We first investigate the overall perfor-
mance of Penance by fixing the target mIoU to 0.65 and analyzing
the achieved mIoU under bandwidth ranging from 0.4 MBps to 0.8
Mbps. We plot the results in Fig. 14(a) where the bars report the
25th percentiles, and the error bars show the median and 10th to
better describe the skewed accuracy distribution. As demonstrated,
Penance is able to achieve the target accuracy under different band-
width conditions, with an average failure rate (averaged ratio of
segments that fail to achieve the target accuracy across bandwidths)
of 4.1%. Although the median accuracy of Periodic Profiling and
DAO-C surpass the target accuracy, they failed in 36.2% and 34.4%
cases, respectively, due to the inaccurate accuracy map estimation.
While CASVA-C use the same DRL framework as Penance, it has
a large average failure rate of 60.5%. This result suggests that the
correlation between encoded segment size and runtime mIoU is rel-
atively weak. While the segmentation difficulty of the video frames
only relates to the current frame contents, the encoded segment size
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Figure 15: Comparing Penance with baseline methods by
varying target mIoU with bandwidth limited to 0.6 MBps.

is additionally affected by the inter-frame similarity as illustrated
in 3.2.1, making it noisy to represent the frame complexity.

Despite the accuracy assurance, Penance additionally consumes
only 6.8% FLOPs compared with Optimal as illustrated in Fig. 14(b),
where the bars represent the averaged segment FLOPs normalized
by the cost of the most expensive model with full resolution inputs.
Though only one frame is profiled for every 40-second video, Peri-
odic Profiling is still very expensive and spends 36.7% more FLOPs
than the Optimal. While CASVA-C instead consumes fewer FLOPs
than Optimal, it violates the accuracy constraint. Though DAO-C
performs slightly better than the other two baselines in maintaining
accuracy, it consumes 10.7% more FLOPs than Optimal. It validates
the effectiveness of the feedback design of our performance encoder.
We can also observe that the FLOPs of Penance degrade with the
increasing bandwidth, indicating the internal balancing between
bandwidth consumption and inference cost reduction.

4.2.2 Varying Target Accuracy. We further evaluate the perfor-
mance of Penance given different accuracy requirements. In this
experiment, we fix the bandwidth to 0.6 MBps, vary the target
mIoU from 0.5 to 0.7, and plot the results in Fig. 15(a), where the
bars report the 25th percentiles, and the error bars show the me-
dian and 10th. As shown in the plot, Penance successfully catches
up with the varying target accuracy, with the failure rate of 3.6%,
3.9%, and 7.3%, respectively, while the other baselines either fail
to meet the target accuracy or consume a lot more FLOPs than
Penance. Interestingly, for the target mIoU of 0.5, DAO-C reduces
the inference cost aggressively, leading to a failure rate of 40.8%,
while CASVA-C becomes too conservative that it spends 122.9%
more FLOPs compared with Optimal. This result can be explained
by the fact that with the degradation of frame quality and model
complexity, the relationship between configurations and runtime
edge model accuracy is even harder to predict as the image noise
and model imperfection start to exert more influence on the model
outputs. On the contrary, by directly analyzing the final output
probabilities of edge models, Penance can still effectively monitor
the runtime performance.

4.2.3 Bitrate Estimation Performance. We then evaluate the per-
formance of the bitrate estimator. Here, we compare it with the
solution proposed in recent work [27]. Specifically, it predicts the
base bitrate with an autoregression (𝐴𝑅) model and uses an offline-
learned ratio table to derive the bitrates of the rest compression
settings. We adopt the first-order autoregressive model (𝐴𝑅(1)) as
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Table 1: Performance of segment bitrate estimation
Setting Algorithm Mean 𝑃25% Median 𝑃75%

1s-15fps AR 25.07% 16.39% 23.71% 30.41%
Ours 17.22% 6.24% 12.96% 24.31%

1s-30fps AR 28.67% 19.39% 27.16% 35.87%
Ours 16.72% 6.76% 12.19% 22.18%

2s-15fps AR 31.25% 14.38% 24.73% 37.19%
Ours 20.54% 6.50% 14.00% 21.77%

Table 2: Overhead of Penance on Raspberry Pi 4B
Bitrate Estimator CRL Adapter Total

Runtime (ms) 202.44 20.69 223.13
FLOPs (M) 45.79 5.50 51.29

it outperforms other order settings and regresses the ratio table on
the same training set used by the bitrate estimator. We demonstrate
the relative bitrate error statistics in the first row of Table 1. The
results show that our method outperforms the baseline method.
This is because the AR method cannot faithfully forecast the future
bitrate when large dynamics exist in the video scenes. Instead, our
method predicts per-segment bitrate consumption directly based
on the raw video frames aware of the prediction mechanism of
H.264/ACV codecs, making it robust to content dynamics.

To further investigate the generalization ability of the bitrate
estimator, we additionally train and evaluate its performance by
varying fps and segment duration and show the results in Table
1. As expected, our method maintains its performance in different
encoding settings. Note that even when the segment duration is
doubled, which means more scene changes are involved, the perfor-
mance of our method does not change much. This result is aligned
with our observation in §3.2 that our network design is sufficient
to handle the bounded motion distance.

4.2.4 Computation Overhead on the IoT Device. This section evalu-
ates our IoT device’s computation overhead Penance. We measure
the runtime and FLOPs of the two core parts in Penance, i.e., bitrate
estimator and CRL adapter, on 1s-15 fps segments (the input data
shape is 15x640x360). As illustrated in Table 2, Penance takes ∼ 50
M FLOPs, and the total runtime is below 300 ms. Considering that
Penance runs once for each 1s segment, it is able to be deployed on
general IoT devices.

5 RELATEDWORKS
Video Semantic Segmentation:Themost straightforwardmethod
for VSS is to apply image semantic segmentation models to each
frame of the videos, as image semantic segmentation [44, 46, 54, 55]
does. To fully exploit the relationship between frames, another
stream of works uses optical flow or other motion cues to propagate
information between frames to improve accuracy [10, 16, 23, 35]
or inference speed [20, 26, 29, 56]. Penance is orthogonal to these
works as it is agnostic to the details of the VSS model. One can
easily conjunct Penance with any VSS model and use it as a plug-in
to further reduce the inference cost.

Cost Reduction by Prediction Reusing:Much effort has gone
into reducing the computation cost of video analytics on edge

servers. One stream of works aims to filter frames without harming
the overall accuracy of vision tasks. For instance, FilterForward
[8] and Noscope [24] adopt cheap neural detectors to determine
whether the frame should be offloaded. Reducto [25] leverages low-
level image features to enable on-device filtering. Infi [48] proposes
an end-to-end learnable filtering framework. Glimpse [12] prop-
agates the cached bounding box on-device to future frames with
optical flow. FoggyCache [18] exploits cross-device data similarity
between IoT devices to minimize redundant computation. However,
none of these works investigates pixel-level labeling tasks like VSS
for severe accuracy degradation [51]. While the recent work EdgeIS
[51] reused the instance segmentation results with contour calibra-
tion, it is optimized for Mask-RCNN and can only trace stationary
objects. Instead, Penance is a general edge-assisted VSS framework
agnostic to the underlying VSS model.

Joint Data and Model Adaptation: In the realm of image clas-
sification and object detection, a few works have been proposed
to balance between data versions to minimize the inference costs
while satisfying accuracy and bandwidth constraints. For instance,
JCAB [43, 53] jointly optimizes bandwidth allocation and object
detection model selection. It models the analytic accuracy as a
periodically updated function of frame resolution and sampling
rate. 𝐴2 [22] minimizes the inference cost while meeting accuracy
and latency requirements with an offline-generated accuracy map.
Unfortunately, these works adopt fixed or heuristic accuracy func-
tions specially designed for object detection or image classification,
which can not be applied to handle the accuracy fluctuation of VSS
models.

6 CONCLUSION
This paper presents Penance, a lightweight DRL-based low-cost
edge-assisted VSS framework that adapts segment-level configura-
tions to minimize edge inference cost while satisfying the accuracy
and bandwidth constraints by leveraging output softmax probabili-
ties and H.264/ACV encoding schemes. Experiment results showed
the superiority of Penance over baseline methods.
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