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ABSTRACT
Cross-network node classification aims to leverage the abundant
knowledge from a labeled source network to help classify the node
in an unlabeled target network. However, existing methods as-
sume that label sets are identical across domains, which is easily
violated in practice. Hence, we attempt to integrate network embed-
ding with universal domain adaptation, which transfers valuable
knowledge across domains without assumption on the label sets,
to assist in node classification. Nonetheless, the complex network
relationships between nodes increase the difficulty of this universal
domain adaptive node classification task. In this work, we propose
a novel Universal Domain Adaptive Network Embedding (UDANE)
framework, which learns transferable node representations across
networks to succeed in such a task. Technically, we first adopt
the cross-network node embedding component to model compre-
hensive node information of both networks. Then we employ the
inter-domain adaptive alignment component to exploit and relate
knowledge across domains, learning domain-invariant represen-
tation for knowledge transfer. In addition, the intra-domain con-
trastive alignment component is proposed to learn discriminative
representations beneficial for classification by sufficiently utilizing
unlabeled data in the target domain. Extensive experiments have
been conducted on real-world datasets, demonstrating that the pro-
posed UDANE model outperforms the state-of-the-art baselines by
a large margin.

CCS CONCEPTS
•Mathematics of computing→ Graph algorithms; • Comput-
ing methodologies → Learning latent representations.
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1 INTRODUCTION
Node classification is a central task in various network scenarios,
such as social networks [1], citation networks [16], and protein-
protein interaction networks [5]. However, labeled data is scarce
in the real world, making it hard to train an effective classifier
for node classification. To address the label scarcity issue, cross-
network node classification [4, 32, 33] is proposed. This task, which
aims to transfer valuable knowledge from a labeled source network
to help predict node labels in an unlabeled target network, has
received careful attention owing to its cost-effectiveness [11].

Researchers have recently attempted to achieve cross-network
node classification by learning transferable node representations.
These methods are based on a strong assumption that the label
sets of two networks are identical. However, practical scenarios
are far more complicated, and this assumption is easily violated.
For example, in citation network scenarios, given a source network
from computer vision (CV) field and a target network from natural
language processing (NLP) field, whose node represents an article
and label indicates its research topic. As shown in Figure 1, both
networks have not only common classes (e.g., “image caption,” “text-
image retrieval”) shared by two label sets but also private classes
(e.g., “object detection,” “machine translation”). In this case, the
assumption that label sets of two networks are identical is not valid,
and existing methods would yield unsatisfactory performance.

Universal domain adaptation (UniDA) [43], which transfers knowl-
edge across domains without assumption on the label sets, aiming
not only to perform adaptation by reducing the large feature dis-
tribution discrepancy between domains but also to separate target
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Figure 1: An example of the relationship between two net-
work label sets. Both networks have shared common classes
and unique private classes.

samples from private and common classes. Hence, UniDA is more
applicable to practical scenarios. Currently, studies of UniDAmainly
concentrate on CV field [6, 8, 30] and have been attempted from
different aspects. For example, UAN [43] and SUDA [19] employ
weighted adversarial networks to discover the common classes
between domains and promote adaptation for common classes.
DANCE [29] designs a neighborhood clustering objective to move
each target sample to its neighbor, extracting clustered features for
cross-domain classification. Even with good performance in vision
domains, existing UniDA methods cannot be directly applied to
network analysis. In these methods, each data sample is consid-
ered independent and identically distributed. Nonetheless, nodes in
the network are connected with edges representing their relations.
As such, it should be essential to consider the complex network
relationships between nodes for network analysis.

In this work, we consider a universal domain adaptive node clas-
sification task. Given a source network with fully labeled nodes and
a target network without labeled nodes, there are no assumptions
about the relationship between the label sets of the two networks.
When performing label prediction on the target network, if a node
belongs to common classes, we should classify it correctly; oth-
erwise, mark it as "unknown" (i.e., private classes of the target
network are gathered as one unknown class). Since network em-
bedding [13, 28, 36] is a powerful means to model the network
structural information, we attempt to incorporate UniDA technique
into network embedding for achieving universal domain adaptive
node classification.

Nevertheless, developing a universal domain adaptive frame-
work for node classification suffers from two crucial challenges:
(1) How to learn domain-invariant node representations so that valu-
able knowledge can be effectively transferred across domains? In
vision tasks, representation learning is only associated with each
sample’s absolute position in the feature space. However, network
embedding requires preserving the relative position of all node
pairs simultaneously. The relationships of node pairs increase the
difficulty of learning domain-invariant node representations. In this
circumstance, existing UniDA methods, which lack discriminability
for separation and neglect the sample category during adaptation,
are inadequate to exploit and relate the knowledge across domains

to learn domain-invariant representations. Therefore, an effective
model is called for this challenge. (2) How to learn discriminative
node representations so that target semantics can be fully explored to
assist in classification? In the UniDA setting, supervision from the
source domain only ensures partial knowledge transfer. This creates
aligned and unaligned sub-distributions of the target domain, which
cause the intra-domain discrepancy, lowering the classification ac-
curacy. Even worse, the complex relationships between nodes exac-
erbate the discrepancy. However, existing methods overly rely on
source supervision and do not consider target semantic information.
This makes it difficult to generate discriminative representations
for the target domain to reduce the intra-domain discrepancy. As
such, how to utilize the rich unlabeled target data for discriminative
representation learning is a crucial challenge.

To conquer the above challenges, we propose a novel Univer-
sal Domain Adaptive Network Embedding (UDANE) framework
for universal domain adaptive node classification. Our framework
first models the comprehensive information of each node in cross-
network scenarios. On this basis, two significant components are
proposed to learn transferable node representations for classifi-
cation. On the one hand, the Inter-Domain Adaptive Alignment
component is proposed to learn domain-invariant node represen-
tations for knowledge transfer. Specifically, a discriminative scor-
ing scheme with a finer separation strategy is designed to divide
target data. Then this component reduces the inter-domain dis-
tribution discrepancy using prototype contrastive learning and
entropy regularization. Consequently, the unlabeled target distribu-
tion adaptively aligns with the labeled source distribution to make
representations domain-invariant. On the other hand, the Intra-
Domain Contrastive Alignment component is proposed to learn
discriminative node representations, which explores target seman-
tics beneficial for classification. This component first generates two
representations for each unlabeled node. Afterward, the alignment
of representations of the same node helps to generate better target
clusters. This enables discriminative representation learning for
the target domain, minimizing intra-domain discrepancy in a self-
supervised way. By composing the two above components, UDANE
achieves better universal domain adaptive representation learning.

Our main contributions can be summarized as follows:
• We propose a novel universal domain adaptive framework
UDANE for node classification. As far as we know, we are
the first work to investigate universal domain adaptive node
classification.

• We design a new way to learn domain-invariant and discrim-
inative node representations using two alignment compo-
nents. UDANE encourages class information transfer across
networks in an adaptive and self-supervised manner.

• We evaluate our method on real-world datasets. Extensive
experimental results demonstrate the superiority of UDANE
over state-of-the-art baselines by a large margin, and further
model analyses verify the effectiveness of UDANE.

2 RELATEDWORK
2.1 Single-Network Embedding
Network embedding is aimed at mapping the vertices of a net-
work into a low-dimensional vector space to facilitate a range of
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learning tasks, such as node classification [42] and network visual-
ization [35]. Existing methods can be categorized as transductive
and inductive methods. Transductive methods usually apply matrix
factorization [3, 18] or Skip-Gram model [28, 36] to optimize the
representation vectors directly. Inductive methods learn functions
that take the structural information and node attributes as input
and output their representation vectors. They usually model the
mapping function via graph convolutional networks (GCN) [16]
or follow-up works such as GraphSAGE [13]. However, the single-
network-based attributed network embedding algorithms without
addressing domain discrepancy would have limited performance
in cross-network learning scenarios.

2.2 Cross-Network Node Classification
Domain adaptation (DA) [21, 22, 25] aims to learn machine learning
models transferable on different but relevant domains sharing the
same label sets. Several network embedding algorithms combined
with DA have been proposed for cross-network node classification.
These methods can be categorized as statistic-based and adversarial-
based. On the one hand, statistic-based methods [33, 40, 41, 47]
incorporate the Maximum Mean Discrepancy (MMD) metric [10]
into deep neural networks to match distributions across domains.
On the other hand, motivated by the idea of GAN [9], adversarial-
based methods [4, 44] utilize an adversarial loss to minimize the
domain discrepancy. For example, ACDNE [32] utilizes two feature
extractors to jointly preserve attributed and topological proximities
between nodes. UDA-GCN [39] jointly exploits local and global con-
sistency for feature aggregation and uses an attention mechanism
to produce a unified representation. Nevertheless, these methods
assume that the label sets of two considered networks should be
identical, which is easily violated in practice. Therefore, this paper
designs a novel universal domain adaptive framework for node
classification without any assumption on the label sets.

2.3 Universal Domain Adaptation
Universal domain adaptation (UniDA) is a challenging DA task
that removes assumptions about the relationship between source
and target label sets. In recent years, UniDA has already attracted
much interest from CV field [6, 30, 45]. For example, UAN [43] and
SUDA [19] design metrics to divide target samples into common
or private classes and employ adversarial networks to promote
adaptation. DANCE [29] employs an entropy strategy to separate
target samples while clustering target samples to their neighbor to
consider alignment with the source. DCC [17] introduces a consen-
sus clustering to discover discriminative clusters on common and
private classes, then aligns common clusters from both domains.
Nonetheless, these methods cannot be directly applied to network
analysis. Thus, it should be essential to consider the complex net-
work relationships for node classification.

3 METHODOLOGY
3.1 Problem Definition
Let 𝐺 = (𝑉 ,𝐴,𝑋 ) denote an attributed network where 𝑉 is the
node set (𝑛 = |𝑉 |). 𝐴 ∈ R𝑛×𝑛 is the adjacency matrix to represent
the network topological structure of 𝐺 , where 𝐴𝑖 𝑗 = 1 if nodes 𝑖
and 𝑗 are connected; otherwise 𝐴𝑖 𝑗 = 0. 𝑋 ∈ R𝑛×𝑤 is the node

attribute matrix with𝑤 as the number of node attributes in 𝐺 . For
the node classification task, each network 𝐺 has a corresponding
label matrix 𝑌 ∈ R𝑛×𝑐 with 𝑐 as the number of label categories.
Moreover, the domain of𝐺 can be defined as 𝐷 = {𝐺, 𝑓 (𝐺)}, which
includes 𝐺 and a function 𝑓 (𝐺) to predict node labels.

In the universal domain adaptive node classification prob-
lem, we have a fully labeled source network 𝐺𝑠 = (𝑉 𝑠 , 𝐴𝑠 , 𝑋𝑠 )
with associated label matrix 𝑌 𝑠 and an unlabeled target network
𝐺𝑡 = (𝑉 𝑡 , 𝐴𝑡 , 𝑋 𝑡 ), where 𝑛𝑠 = |𝑉 𝑠 | and 𝑛𝑡 =

��𝑉 𝑡 ��. Then, we denote
the source and the target network domain as 𝐷𝑠 and 𝐷𝑡 , respec-
tively. Note that the source data are sampled from distribution 𝑝
while the target data from distribution 𝑞. We use C𝑠 and C𝑡 to de-
note the label set of 𝐷𝑠 and 𝐷𝑡 , respectively. Afterward, we denote
the common label set shared by both domains as C = C𝑠 ∩ C𝑡 and
the private label set for two domains as C𝑠 = C𝑠\C and C𝑡 = C𝑡\C,
respectively. Hence, 𝑝C is used to denote the distribution of source
data with labels in C. Similarly, 𝑞C , 𝑞C𝑡

for target distributions
with labels in C, C𝑡 , respectively.

Our goal is to distinguish between target data coming from C
and target data coming from C𝑡 (i.e., "unknown" class), as well as
to learn a classification model 𝐹 to minimize the target risk in C,
i.e., minE(x,y)∼𝑞C [𝐹 (x) ≠ y]. Note that 𝐺𝑡 is fully unlabeled and
C𝑡 is inaccessible in training.

3.2 Overall Framework
To enable universal domain adaptation node classification, we pro-
pose UDANE to learn low-dimensional feature representations
shared across domains. As shown in Figure 2, our frameworkmainly
contains the following three components:

• Cross-Domain Node Embedding. To learn the compre-
hensive representation of each node, we utilize a GCN with
shared weight architecture to project the nodes into a shared
embedding space while preserving the cross-network struc-
tural similarity.

• Inter-Domain Adaptive Alignment. We first design a
discriminative scoring scheme based on two signals with a
finer separation strategy to divide target samples into differ-
ent classes. Then we employ prototype contrastive learning
to reduce the inter-domain discrepancy of common classes.
Meanwhile, an entropy regularization is adopted to enforce
a better separation between common and private classes.

• Intra-Domain Contrastive Alignment. We propose to
use instance contrastive learning to utilize the rich unlabeled
data in the target domain. In this, we get two representations
of the unlabeled target nodes using GCN and MLP. By en-
suring consistent prediction for these two representations of
the same node, we minimize the intra-domain discrepancy
to generate better target clusters for classification.

3.3 Cross-Network Node Embedding
Due to the complex network relationships between nodes, it should
be necessary to incorporate network structures, node attributes,
and node labels in a principled way to model the comprehensive
information of each node from two distinct networks.

Under the structural equivalence hypothesis in complex net-
work theory [12, 15], two nodes that have similar local network
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Figure 2: The overall framework of the proposed UDANE. The input consists of networks from source and target domains. Our
UDANE model contains three components: (1) Cross-Network Node Embedding, (2) Inter-Domain Adaptive Alignment, and (3)
Intra-Domain Contrastive Alignment.

neighborhoods can be considered structurally similar even if they
are from two different networks. Therefore, we adopt a GCN with
shared weight architecture to model network structures and node
attributes jointly, and the proximities between nodes within and
across networks can be captured. In the shared weight GCN, given
input adjacency matrix 𝐴 and node attribute matrix 𝑋 , the output
of the 𝑖-th hidden layer is constructed as:

𝑍 (𝑖 ) = 𝜎
(
𝐷− 1

2𝐴𝐷− 1
2𝑍 (𝑖−1)𝑊 (𝑖 )

𝑔

)
, (1)

where𝐴 = 𝐴+𝐼𝑛 is the normalized adjacencymatrix with a self-loop
at each node (𝐼𝑛 is the identity matrix), and 𝐷𝑖𝑖 =

∑
𝑗 𝐴𝑖 𝑗 . 𝑍 (𝑖−1)

is the output of the (𝑖-1)-th layer with 𝑍 (0) = 𝑋 . 𝜎 denotes the
activation function and𝑊 (𝑖 )

𝑔 are trainable parameters associated
with the 𝑖-th hidden layer of GCN. After performing the shared
weight GCN, we obtain node representations 𝑍𝑠 and 𝑍 𝑡 for𝐺𝑠 and
𝐺𝑡 , respectively.

3.4 Inter-Domain Adaptive Alignment
In this component, the node representations 𝑍𝑠 and 𝑍 𝑡 , in turn,
are fed to a node classifier 𝐹 . It is noteworthy that 𝐹 outputs the
label prediction over C𝑠 , thus we get 𝑌 𝑠 = 𝐹 (𝑍𝑠 ) ∈ R𝑛𝑠×|C𝑠 | and
𝑌 𝑡 = 𝐹

(
𝑍 𝑡

)
∈ R𝑛𝑡×|C𝑠 | , respectively.

To make node representations discriminative for the source do-
main, we use the cross-entropy error over all the labeled nodes in
𝐷𝑠 as the supervised loss:

L𝑐 = L𝐶𝐸
(
𝑦𝑠𝑖 , 𝑦

𝑠
𝑖

)
. (2)

Here 𝑦𝑠
𝑖
and 𝑦𝑠

𝑖
denote the 𝑖-th row of 𝑌 𝑠 and 𝑌 𝑠 , respectively. L𝐶𝐸

is the cross-entropy loss.

3.4.1 Scoring Scheme. To discover the common and private classes
of𝐷𝑡 , the scoring scheme, which estimates whether a target sample
is from C, is needed.

We adopt the assumption made by [43]: target samples in C
have lower uncertainty than target samples in C𝑡 . Accordingly, a
well-defined scoring scheme should distinguish different degrees
of uncertainty. Then we can rank the uncertainty of target samples
and mark the samples with higher uncertainty as "unknown." To
this end, for a sample 𝑥 with the predicted label 𝑦, we define a
scoring scheme consisting of two signals: (1) the confidence of 𝑦
(i.e., max(𝑦)). (2) the entropy of 𝑦, denoted as 𝐻 (𝑦).

These two signals are used to quantify the uncertainty of 𝑦. On
the one hand, the predictions on the source samples are more cer-
tain. Meanwhile, samples from 𝑝C and 𝑞C are semantically similar.
Naturally, confidence is higher for samples in C and lower for
samples in C𝑡 . Hence, it is reasonable to suppose that

E𝑥∼𝑝C max(𝑦) > E𝑥∼𝑞C max(𝑦) > E𝑥∼𝑞C̄𝑡 max(𝑦) . (3)

On the other hand, entropy measures the smoothness of the class
distribution. Similarly, we hypothesize that

E𝑥∼𝑞C̄𝑡 𝐻 (𝑦) > E𝑥∼𝑞C𝐻 (𝑦) > E𝑥∼𝑝C𝐻 (𝑦). (4)

According to the research by [6], confidence and entropy are
complementary to cover both smooth and non-smooth class dis-
tributions, which is more discriminative for uncertain predictions.
Thus, the scoring scheme for a target sample 𝑥 can be defined as:

𝑠 (𝑥) = max(𝑦) − 𝐻 (𝑦)
log |C𝑠 |

, (5)
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where the entropy is normalized by its maximum value (log |C𝑠 |) so
that it is restricted into [0,1]. Also, the sample scores are normalized
into [0,1] in each mini-batch.

3.4.2 Separation Strategy. Based on sample scores, current UniDA
methods regard samples with scores lower than a certain threshold
as "unknown." Nonetheless, simply dividing target samples into
common and unknown sets is sub-optimal, readily recognizing hard
samples (i.e., those with scores near the threshold) as the incorrect
class, leading to negative transfer [19].

As such, we additionally set a "buffer area" for hard samples,
called the uncertainty set, to reduce the high risk of negative trans-
fer during the early training. Specifically, let 𝐵𝑡 represent the set
of target nodes’ indices in the mini-batch. For all nodes 𝑣𝑖 that
𝑖 ∈ 𝐵𝑡 , 𝑠 (𝑣𝑖 ) denotes the sample score corresponding to 𝑣𝑖 . We
group target samples into three sets, including the common set 𝐵𝑐𝑜𝑡 ,
uncertain set 𝐵𝑢𝑐𝑡 and unknown set 𝐵𝑢𝑘𝑡 . The separation strategy is
as follows:

𝑖 ∈


𝐵𝑐𝑜𝑡 , 𝑠 (𝑣𝑖 ) − \ > 𝛼

𝐵𝑢𝑐𝑡 , |𝑠 (𝑣𝑖 ) − \ | < 𝛼
𝐵𝑢𝑘𝑡 , \ − 𝑠 (𝑣𝑖 ) > 𝛼

, (6)

where \ and 𝛼 are the separation thresholds. On this basis, we
calculate subsequent loss functions for different sets.

3.4.3 Prototype Contrastive Loss. To learn domain-invariant node
representations in UniDA, distributions of the two domains should
be aligned but limited to common classes. Consequently, we propose
to use prototype contrastive learning.

The principle behind our method is to move each target point of
the common set 𝐵𝑐𝑜𝑡 to a class centroid (prototype) in 𝐷𝑠 . Specifi-
cally, we represent the prototype from 𝐷𝑠 belonging to class 𝑘 as
the mean of node representations, which can be written as

`𝑠
𝑘
=

∑
𝑖∈𝐵𝑠 1{argmax(𝑦𝑠𝑖 )=𝑘}𝑧

𝑠
𝑖∑

𝑖∈𝐵𝑠 1{argmax(𝑦𝑠𝑖 )=𝑘}
. (7)

Here𝐵𝑠 is the source nodes’ indices set inmini-batch,1{ ·} is an indi-
cator function, 𝑧𝑠

𝑖
is the 𝑖-th node representation in𝑍𝑠 . We maintain

a memory bank (`𝑠 =
[
`𝑠1, `

𝑠
2, . . . `

𝑠
𝐾

]
with 𝐾 = |C𝑠 |) to store the

source prototypes of each class. After that, we compute the similar-
ity distribution vector between 𝑧𝑠

𝑖
and `𝑠 as 𝑃𝑠

𝑖
=

[
𝑃𝑠
𝑖,1, 𝑃

𝑠
𝑖,2, . . . 𝑃

𝑠
𝑖,𝐾

]
,

with

𝑃𝑠𝑖, 𝑗 =

exp
(
`𝑠
𝑗
· 𝑧𝑠
𝑖
/𝜏
)

∑𝐾
𝑟=1 exp

(
`𝑠𝑟 · 𝑧𝑠𝑖 /𝜏

) , (8)

where 𝜏 is a temperature value that determines the concentration
level.

To align the inter-domain distribution, we cluster the unlabeled
target nodes to the prototypes. Similarly, we compute that

𝑃𝑡𝑖, 𝑗 =

exp
(
`𝑠
𝑗
· 𝑧𝑡
𝑖
/𝜏
)

∑𝐾
𝑟=1 exp

(
`𝑠𝑟 · 𝑧𝑡𝑖 /𝜏

) . (9)

As explained by [19], pseudo-labels can be an effective tool when
training a network in UniDA. Our approach is to use pseudo labels
only on 𝐵𝑐𝑜𝑡 , i.e., high-confidence target nodes that are likely to be
in C. These target nodes are assigned to the confident pseudo-label

𝑦𝑡
𝑖
, which is the 𝑖-th row of 𝑌 𝑡 . Then the inter-domain prototype

contrastive loss can be written as:

L𝑝 =
∑︁
𝑖∈𝐵𝑠

L𝐶𝐸
(
𝑃𝑠𝑖 , 𝑦

𝑠
𝑖

)
+

∑︁
𝑖∈𝐵𝑐𝑜𝑡

L𝐶𝐸
(
𝑃𝑡𝑖 , 𝑦

𝑡
𝑖

)
. (10)

3.4.4 Entropy Regularization. The prototype contrastive loss en-
courages target nodes from C to become well-clustered, but we still
need to keep nodes from C𝑡 away from source clusters.

Accordingly, we introduce an entropy regularization to decrease
the network’s confidence for samples likely to be from 𝐵𝑢𝑘𝑡 , i.e.,
low-confidence target nodes that are likely to be "unknown." For
all 𝑖 ∈ 𝐵𝑢𝑘𝑡 , the regularization can be written as

L𝑒 = −
∑︁
𝑖∈𝐵𝑢𝑘𝑡

𝐻
(
𝑦𝑡𝑖
)
. (11)

Bymaximizing the entropy of𝑦𝑡
𝑖
, we lower the scores for "unknown"

samples according to Eq. (5). That is, the regularization enforces
a better separation between the scores of nodes from the private
and common classes, which pushes "unknown" samples away from
the decision boundary while improving the discriminability of the
scoring scheme.

3.5 Intra-Domain Contrastive Alignment
Recent works on contrastive learning [14, 24, 34] show that stable
and correct cluster cores can be formed by contrasting positive and
negative samples in the target domain.

In light of this, we perform contrastive alignment to reduce
the intra-domain discrepancy for the target domain. Specifically,
we first take 𝑍 𝑡 as anchor embedding [23] and generate semantic
embedding via a target domain Multi-Layer Perceptron (MLP). This
removes widely used data augmentation and discriminator from
previous graph contrastive learning methods [27, 38, 46], leading to
an efficient model. Then alignment of these two representations of
the same node is beneficial to learn discriminative representations
for classification.

3.5.1 Target Domain MLP. Due to the scarcity of labels in 𝐷𝑡 , ex-
isting methods cannot extract discriminative node representations
for 𝐺𝑡 . In UDANE, we take advantage of the rich unlabeled data in
the target domain through contrastive learning to benefit discrimi-
native representation learning. To this end, we first adopt an MLP
on 𝑋 𝑡 to generate embedding with semantic information of nodes,
and this encoder is given by:

𝑍 (𝑖 ) = 𝜎
(
𝑍 (𝑖−1)𝑊 (𝑖 )

𝑚 + 𝑏 (𝑖 )𝑚
)
, (12)

where 𝑍 (0) = 𝑋 𝑡 represents the input attribute matrix of 𝐺𝑡 ,𝑊 (𝑖 )
𝑚

and 𝑏 (𝑖 )𝑚 denote the learnable weight and bias parameters, respec-
tively. After obtaining the semantic embedding 𝑍 𝑡 , we feed it into
subsequent instance contrastive learning.

3.5.2 Instance Contrastive Loss. Afterward, we employ instance
contrastive learning to learn discriminative representations for
classification, minimizing the intra-domain discrepancy.

For all 𝑖 ∈ 𝐵𝑡 , given the node representations 𝑍 𝑡 and 𝑍 𝑡 as the
input, the instance contrastive loss is defined as:
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L𝑖 = − 1
|𝐵𝑡 |

∑︁
𝑖∈𝐵𝑡

log
ℎ (𝑧𝑖 , 𝑧𝑖 )∑ |𝐵𝑡 |

𝑟=1 ℎ (𝑧𝑖 , 𝑧𝑟 ) +
∑ |𝐵𝑡 |
𝑟=1 1{𝑟≠𝑖 }ℎ (𝑧𝑖 , 𝑧𝑟 )

, (13)

where ℎ (𝑧𝑖 , 𝑧𝑖 ) = exp (sim (𝑧𝑖 , 𝑧𝑖 ) /𝜏). We choose sim(·) as the dot
product between a pair of normalized outputs. 𝑧𝑖 , 𝑧𝑖 are representa-
tions of the 𝑖-th node in 𝑍 𝑡 , 𝑍 𝑡 , respectively.

By minimizing Eq. (13), we ensure that these two representations
of the same node are closer to each other while the rest of the nodes
in 𝐵𝑡 are pushed apart. As a result, by ensuring consistent predic-
tion for different representations of the same node, the decision
boundary of the classifier lies in the low-density region, which is
necessary for learning discriminative node representations.

Both prototype and instance contrastive losses are vital to im-
proving model performance. On the one hand, the prototype con-
trastive loss reduces the inter-domain distribution discrepancy of
common classes but fails to learn discriminative representations
for the global target domain. On the other hand, the instance con-
trastive loss ensures that unlabeled target samples are consistent
and are in the high-density region. However, it cannot learn the
domain-invariant node representations. Hence, they are comple-
mentary to achieving universal domain adaptive representation
learning.

Overall Objective. The overall objective is as follows:

Ltotal = L𝑐 + _
(
L𝑝 + L𝑒 + L𝑖

)
, (14)

where _ is the same balance hyper-parameter for L𝑝 , L𝑒 and L𝑖 ,
reducing the number of hyper-parameters.

Finally,L𝑐 ,L𝑝 ,L𝑒 andL𝑖 are jointly optimized via our objective
function in Eq. (14), and all parameters are optimized using the
standard backpropagation algorithms.

In the testing phase, we determine whether to categorize the
sample 𝑥 as "unknown" or one of the common classes based on the
score 𝑠 (𝑥) calculated by Eq. (5). With the separation threshold \
defined in Eq. (6), the class 𝑦 (𝑥) can predicted by 𝑦 (𝑥) w.r.t. \ :

𝑦 (𝑥) =
{
unknown, 𝑠 (𝑥) < \
argmax(𝑦), 𝑠 (𝑥) ≥ \

. (15)

4 EXPERIMENTS
4.1 Experimental Setup
4.1.1 Datasets. Following [33], we evaluate our proposed method
on three real-world attributed networks, which are widely used
in cross-network node classification tasks. The statistics of the
experimental datasets are shown in Table 1.

Citationv1, DBLPv7, and ACMv9 are three paper citation net-
works from different original sources and contain papers published
in different periods. In our experiments, we consider them as undi-
rected networks, with each edge representing a citation relation
between two papers. We evaluate our proposed model on these
three network domains through six cross-domain learning tasks,
including C→D, A→D, D→C, A→C, D→A, and C→A, where C,
D, A denote Citationv1, DBLPv7, and ACMv9, respectively.

To split categories in each dataset, we comply with the widely
used rules defined in [43]. Specifically, since there are 5 classes
across domains, we use the first 2 classes as the common label set
C, the next 2 classes as C𝑠 , and the rest as C𝑡 .

Table 1: Statistics of the experimental datasets.

Dataset #Nodes #Edges #Attributes #Labels

Citationv1 8935 15113 6775 5
DBLPv7 5484 8130 6775 5
ACMv9 9360 15602 6775 5

4.1.2 Evaluation metrics. We use two metrics, i.e., average class
accuracy (AA) [43] and H-score (HS) [6], to evaluate the per-
formance of existing methods. The first is the mean of per-class
accuracy over common and unknown classes. The second one is
the harmonic mean of the accuracy on common classes (𝑎𝑐𝑐𝑐𝑜 ) and
unknown class (𝑎𝑐𝑐𝑢𝑘 ) as:

𝐻𝑆 = 2 × 𝑎𝑐𝑐𝑐𝑜 × 𝑎𝑐𝑐𝑢𝑘
𝑎𝑐𝑐𝑐𝑜 + 𝑎𝑐𝑐𝑢𝑘

. (16)

In our experiments, we report the averaged results of five runs.

4.1.3 Baselines. We compare the proposed UDANE with node
classification methods in single-domain (GCN [16] and Graph-
SAGE [13]) and cross-domain (ACDNE [32] and UDA-GCN [39]),
as well as the state-of-the-art UniDAmethods (UAN [43], SUDA [19]
and DANCE [29]).

To make the baselines applicable to the universal domain adap-
tive node classification task, we perform the following processing:
(1) For the single-domain methods, we extend them to the cross-
domain scenarios by training on the source domain and testing the
target domain. (2) For cross-domain node classification methods, we
extend them to the UniDA setting by confidence thresholding [43].
(3) For UniDA methods, we replace their feature extractors with
shared weight GCN adopted in this paper to make them adapted to
networked data.

4.1.4 Implementation Details. All our experiments are performed
using Pytorch [26]. The dimension of node representations for com-
pared methods is all set to 128 for a fair comparison. In UDANE,
the shared weight GCN and the target domain MLP are both con-
structed with two hidden layers. We use SGD with a momentum
of 0.9 and a batch size of 200. The learning rate is initialed as 0.02
with the decay strategy proposed by [7]. We fixed the following
hyper-parameters for all experiments: \ = 0.5, 𝛼 = 0.2, 𝜏 = 0.1, _ is
progressively increased from 0 to 1.

4.2 Node Classification Results
The node classification results are shown in Table 2. UDANE out-
performs all the compared methods on both evaluation metrics. In
particular, we have some key observations:

(1) The proposed UDANE model consistently beats all the base-
lines on six cross-domain tasks by a large margin. This ver-
ifies that the proposed UDANE can better achieve univer-
sal domain adaptation node classification by performing
comprehensive information embedding, valuable knowledge
transferring, and target semantics exploring in a unified,
adaptive, and self-supervised learning framework.
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Table 2: Node classification results (%) comparisons on six cross-domain tasks.

Methods A→C A→D C→A C→D D→A D→C Average
AA HS AA HS AA HS AA HS AA HS AA HS AA HS

GCN 59.25 60.57 62.27 62.29 53.27 54.80 64.86 64.96 54.17 55.79 61.14 62.90 59.16 60.22
GraphSAGE 63.43 63.78 63.48 62.81 53.38 56.41 65.02 65.57 54.50 56.62 61.43 63.21 60.21 61.40
ACDNE 47.61 46.79 44.89 45.60 50.15 49.28 52.50 51.10 50.52 51.43 51.98 52.50 49.61 49.45

UDA-GCN 50.83 49.07 47.55 48.40 51.08 50.72 57.63 55.66 50.92 51.66 49.45 48.68 51.24 50.70

UAN 55.43 56.60 54.27 56.11 60.57 62.29 59.39 61.07 59.36 60.50 68.64 68.97 59.61 60.92
SUDA 58.69 59.54 59.10 58.43 56.43 55.06 66.97 64.80 59.37 60.29 60.98 60.86 60.26 59.83
DANCE 68.87 69.67 67.67 67.04 63.32 64.89 72.15 71.58 64.19 65.22 71.88 73.08 68.01 68.58

UDANE (Ours) 77.83 78.35 76.12 73.59 67.24 68.29 77.14 76.01 68.22 68.89 78.07 78.67 74.10 73.97

Table 3: Node classification results (%) comparisons between UDANE variants on six cross-domain tasks.

Methods A→C A→D C→A C→D D→A D→C Average
AA HS AA HS AA HS AA HS AA HS AA HS AA HS

UDANE¬𝑒𝑛𝑡 75.69 77.26 75.46 73.74 67.09 68.17 76.14 75.70 67.50 68.89 76.25 78.09 73.00 73.64
UDANE¬𝑐𝑜𝑛 74.62 76.65 74.52 73.16 67.69 68.49 75.48 75.55 67.66 69.15 76.47 78.58 72.74 73.60

UDANE¬𝑝 73.25 72.44 69.86 67.24 63.36 63.90 72.01 69.92 63.45 64.44 71.71 72.39 68.94 68.39
UDANE¬𝑒 68.62 70.52 70.62 71.24 61.75 63.32 70.16 70.69 61.46 62.84 68.16 69.31 66.80 67.98
UDANE¬𝑖 74.17 74.43 72.57 70.20 64.68 65.83 73.08 72.65 65.20 66.45 72.91 74.31 70.43 70.64

UDANE 77.83 78.35 76.12 73.59 67.24 68.29 77.14 76.01 68.22 68.89 78.07 78.67 74.10 73.97

(a) confidence (b) entropy (c) final score

Figure 3: Distributions of different components of the scor-
ing scheme on three sample groups: source samples in 𝑝C
(blue), target samples in 𝑞C (orange) and target samples in
𝑞 C̄𝑡 (green).

(2) Existing node classification methods (GCN, GraphSAGE,
ACDNE, UDA-GCN) have a worse performance among base-
lines. The reason is that these methods cannot deal with the
varied label sets across domains. The discrepancy of label
sets would lead to negative transfer, which occurs when in-
correctly applying the knowledge from the source domain to
the target domain, thus lowering the classification accuracy.

(3) After integrating with network embedding, existing UniDA
methods (UAN, SUDA, DANCE) achieve better performance
than existing node classification methods, which shows that
these methods can deal with the negative transfer. How-
ever, these methods are far inferior to UDANE. The reason
behind the poor performance is that these methods align
the representations of the source distribution with the tar-
get distribution without considering the sample category

Figure 4: Classification results at different parameter settings
(i.e., \ and 𝛼) from Citationv1 to DBLPv7.

and the target domain-specific structure, failing to generate
discriminative representations.

4.3 Analysis of UDANE
4.3.1 Hypothesis Justification. To justify the validity of the hypoth-
esis in Section 3.4.1, we plot the estimated probability density func-
tion for different components of 𝑠 (𝑥) from DBLPv7 to Citationv1.
As show in Figure 3(a), the hypothesis in Eq. (3) w.r.t. confidence
of 𝑦 is successfully verified. Similarly, we analyze the entropy of 𝑦
in Figure 3(b), validating the hypothesis in Eq. (4). Finally, in Fig-
ure 3(c), we present the final sample score 𝑠 (𝑥). The results show
that target samples with higher scores are typically from C, ex-
plaining why the scoring scheme can correctly distinguish between
target samples.
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(a) GCN (b) UAN (c) ACDNE (d) UDANE

Figure 5: Visualization of the learned node representations for the target domain dataset using t-SNE [37] (The source domain
is ACMv9 and the target domain is Citationv1).

4.3.2 Ablation Study. In this section, we conduct ablation studies
to investigate the significance of UDANE’s unique design.

First of all, to analyze the effectiveness of the scoring scheme, we
compare UDANE with its variants. UDANE¬𝑒𝑛𝑡 and UDANE¬𝑐𝑜𝑛
are the variants without integrating the entropy and confidence
into the scoring scheme defined in Eq. (5), respectively. The results
in Table 3 show that UDANE beats UDANE¬𝑒𝑛𝑡 and UDANE¬𝑐𝑜𝑛
onmost tasks, indicating both entropy and confidence are necessary
and complementary to improve the discriminability of the scoring
scheme.

One step further, we go deeper into the importance of the de-
signed loss functions by performing an ablation study that evaluates
variants of our method. UDANE¬𝑝 , UDANE¬𝑒 , and UDANE¬𝑖 are
variants without using L𝑝 , L𝑒 and L𝑖 , respectively. As shown
in Table 3, the accuracies of UDANE¬𝑒 are significantly dropped,
which reflects that the entropy regularization is beneficial to im-
prove the discriminability and reliability of the scoring scheme.
Also, the worse performance of UDANE¬𝑝 demonstrates that the
prototype contrastive loss can effectively yield domain-invariant
node representations, essential for reducing inter-domain discrep-
ancy. Moreover, compared with UDANE, UDANE¬𝑖 verifies that the
instance contrastive loss can ensure the decision boundary of the
classifier lies in the low-density region, which is crucial to generate
discriminative node representations.

4.3.3 Parameter Analysis. Next, we investigate the impact of \ and
𝛼 in Eq. (6) with different settings. We conduct node classification
on UDANE by varying \ in the range of [0.35, 0.65] and 𝛼 in the
range of [0, 0.3]. In this paper, we only present the visualization
results from Citationv1 to DBLPv7, and similar tendencies can be
observed in other settings. Results reported in Figure 4 show that
our proposed UDANE consistently achieves significant performance
while \ lies in the range of [0.45, 0.6] and 𝛼 lies in the range of [0.15,
0.25]. In addition, UDANE’s accuracies vary by about 2% w.r.t. 𝛼 ,
verifying that our finer separation strategy mitigates the harmful
effect of negative transfer.

4.4 Network Visualization
An important application of network analysis is network representa-
tion visualization [35]. In this section, we visualize the learned node

representations for the target domain. To better display visualiza-
tion results and perform a thorough evaluation, we evaluate the ex-
periment under the Open-set Domain Adaptation (OSDA) [2, 20, 31]
setting, a particular case of UniDA that requires no data from the
source private label set. Specifically, for 5 classes across domains,
we set |𝐶 | = 3,

��𝐶𝑠 �� = 0 and
��𝐶𝑡 �� = 2.

Figure 5 compares the visualization results of different repre-
sentative methods, including GCN, UAN, ACDNE, and UDANE.
Different colors correspond to different node labels. On the one
hand, we can observe that the node representations learned by GCN
and UAN lack discriminative, where the boundaries of most clusters
are hard to be found and the clusters are overlapped. On the other
hand, the visualization using ACDNE is not very meaningful, where
many nodes belonging to the same class are separated into two
clusters. For our proposed UDANE method, the target nodes are
well-clustered and the decision boundaries lie in the low-density re-
gion. It confirms that the node representations learned by UDANE
are sufficiently discriminative and meaningful.

5 CONCLUSION
In this paper, we study the universal domain adaptive node clas-
sification and propose a novel Universal Domain Adaptive Net-
work Embedding (UDANE) to handle this task. Technically, we
first model the network structure information in cross-network
scenarios. Then we design a new scoring scheme along with a
finer separation strategy to discover the common classes. On this
basis, prototype-level contrastive learning and entropy regulariza-
tion are used to reduce the inter-domain discrepancy adaptively.
Therefore, we can learn domain-invariant node representations for
facilitating valuable knowledge transfer across domains. Moreover,
an instance-level contrastive learning method is incorporated to
minimize the intra-domain discrepancy in a self-supervised way,
learning discriminative node representations beneficial for classifi-
cation. Experimental results on real-world datasets demonstrate the
superior performance of UDANE over state-of-the-art algorithms
and verify the effectiveness of UDANE.
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