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ABSTRACT
This workshop aims to design advanced empathic user interfaces
for in-vehicle displays, particularly for high-level automated vehi-
cles (SAE level 3 or higher). Incorporating model-based approaches
for understanding human emotion regulation, it seeks to enhance
the user-vehicle interaction. A unique aspect of this workshop is
the integration of generative artificial intelligence (AI) tools in the
design process. The workshop will explore generative AI’s potential
in crafting contextual responses and its impact on user experience
and interface design. The agenda includes brainstorming on vari-
ous driving scenarios, developing emotion-oriented intervention
methods, and rapid prototyping with AI tools. The anticipated out-
come includes practical prototypes of affective user interfaces and
insights on the role of AI in designing human-machine interac-
tions. Through this workshop, we hope to contribute to making
automated driving more accessible and enjoyable.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and
models.
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empathic vehicles; emotions; affective computing; interaction de-
sign; ChatGPT

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
AutomotiveUI ’23 Adjunct, September 18–22, 2023, Ingolstadt, Germany
© 2023 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0112-2/23/09.
https://doi.org/10.1145/3581961.3609828

ACM Reference Format:
Mungyeong Choe, Esther Bosch, Jiayuan Dong, Ignacio Alvarez, Michael
Oehl, Christophe Jallais, Areen Alsaid, Chihab Nadri, and Myounghoon
Jeon. 2023. Emotion GaRage Vol. IV: Creating Empathic In-Vehicle Interfaces
with Generative AIs for Automated Vehicle Contexts. In 15th International
Conference on Automotive User Interfaces and Interactive Vehicular Applica-
tions (AutomotiveUI ’23 Adjunct), September 18–22, 2023, Ingolstadt, Germany.
ACM, New York, NY, USA, 3 pages. https://doi.org/10.1145/3581961.3609828

1 INTRODUCTION
The advent of automated vehicles (AVs) promises a future where
road safety is significantly improved, and passengers can spend
their travel time more leisurely and productively. Considering not
only their navigational capabilities but also the nuances of inter-
action between occupants and vehicles is critical. An emotionally
intelligent in-vehicle system can provide a more personalized [2]
and reassuring user experience [1], contributing significantly to
building trust [7, 12], a crucial factor in the widespread acceptance
of automated vehicles. Therefore, the emotion-aware design of in-
vehicle agents in AVs is not a luxury, but a necessity, because it
is an important aspect that can substantially enhance user experi-
ence, safety, and trust in this new technology. Given the importance
of empathic displays in automated vehicles, we organized three
previous workshop iterations on this topic.

In the first iteration of the workshop, we studied emotion detec-
tion methods, gauged the difficulty of detecting emotions across dif-
ferent channels, identified key emotions and theorized on emotion
changes during driving, and prototyped solutions for emotionally
challenging road situations [3]. During the second iteration, we
discussed the benefits of empathic vehicle displays with automotive
experts. As vehicle automation advances and drivers become pas-
sengers, mobility becomes accessible to a broader audience. Hence,
experts suggested that empathic display designers should go be-
yond just catering to the average user, but also consider age-specific
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user needs, as younger and older users would encounter unique
challenges. Furthermore, empathic displays could also benefit vul-
nerable users [9]. In the third iteration of the workshop, researchers
and practitioners brainstormed empathic interface designs for ve-
hicles with different levels of automation, created prototypes of
empathic displays that can intervene with drivers’ emotions, and
discussed the design flow for their empathic displays considering
different emotions, driving scenarios, and the potential impact on
drivers’ emotions [6, 8].

The rapid development of Artificial Intelligence (AI) has precip-
itated a paradigm shift across multiple sectors, catalyzing trans-
formative changes in the ways people interact with technology.
One such promising avenue is generative AI for in-vehicle agent
interaction design. Our proposed workshop will investigate the pos-
sibilities and implications of large language model incorporation
within human-vehicle interaction. The workshop will facilitate an
in-depth discourse on AI’s contextual responses, the distinction
between AI-generated and human-crafted responses, and the conse-
quent impact on user experience and interface design. By shedding
light on this significant yet underexplored aspect of user-vehicle
interaction design, we hope to contribute to the ongoing efforts
toward making automated driving more enjoyable and widely ac-
cepted.

2 GOAL
The overarching goal of this workshop is to facilitate the design
and development of an advanced affective in-vehicle user interface.
By bringing together experts from academia and industry, we in-
tend to collaborate and generate ideas on intervention methods
to achieve this goal. Central to this initiative is incorporating of
emotion dimensions and model-based approaches such as sensory
[11] and cognitive level emotion regulation methods [5]. These
approaches are pivotal in fostering a nuanced understanding of
human emotions and promoting more effective interaction between
the user and the automotive displays. Moreover, our workshop will
delve into the situation where the vehicle is primary responsible
for driving; we will specifically focus on automated vehicles of SAE
level 3 or higher [4]. This focus will allow us to explore and develop
interfaces compatible with highly automated vehicles, which pro-
vide a different driving experience than traditional manual driving.
Therefore, research on interaction design that reflects the char-
acteristics of automated driving is considered crucial. Finally, we
aim to add a unique dimension to this workshop by incorporating
generative artificial intelligence (AI) tools, such as ChatGPT [10],
into our rapid prototyping process. By integrating AI as one of the
participants, we will see the potential of utilizing AI in designing
interactions between user and system. Our goal is to facilitate an
innovative, collaborative space wherein we can make meaningful
strides in affective user interface design for the automotive industry,
ultimately enhancing human-machine interaction.

3 TOPICS
This workshop aims to create affective user interfaces designed
for high-level automated vehicles. By merging the expertise of
academia and industry, we will engage in a collaborative session to
brainstorm driving scenarios that may arise in highly automated

driving environments and discuss the emotions drivers may experi-
ence in those situations. Based on this discussion, we will develop
intervention methods using model-based approaches and AI tools.
Participants will have the opportunity to craft storyboards and
engage in rapid prototyping of practical user interfaces, aligning
this workshop with the scope of the conference.

4 OUTCOME
The anticipated outcomes of this workshop will be as follows:

• Generate ideas for in-vehicle situations and respective emo-
tional responses of drivers or passengers in highly automated
vehicles.

• Develop empathic intervention methods using model-based
(e.g., sensory or cognitive) approaches to enhance drivers’
driving experience.

• Create practical prototypes of empathic user interfaces to
provide participants with a tangible understanding of the
design process and potential solutions.

• Facilitate discussions and foster hands-on experience with
potential usefulness of the integration of generative AI tools
for designing human-machine interaction.

A catalog of these points and the results of the rapid prototyping
activity will be compiled. Based on a qualitative analysis of insights
gained from the workshop session, a report will be prepared and
presented at the upcoming AutoUI conference.

5 SCHEDULE
This half-day workshop will bring together experts from academia
and industry in the fields of automotive user interfaces, interactive
design, artificial intelligence, and human factors. The workshop
will consist of the following sessions:

• Introduction (20 min): We will briefly introduce the organiz-
ers of this workshop and provide a summary of what has
been done during the previous three iterations. Then, the
participants will be introduced to what they will do in this
workshop and the distinctions from the previous iterations.

• Icebreaking (15 min): Participants will be asked to form small
groups of 4 - 5 people. They will then engage in an “Emotion
Charades” activity to break the ice and get to know each
other.

• Decision for Scenario (1 hour): Participants in each group
will discuss and decide on which level of automated vehicle,
ranging from AV levels 3 to 5, they want to focus on. They
will also discuss the potential use cases that can arise from
the chosen level of automated driving and, based on this,
decide emotions that are relevant to the situation.

• Coffee break (15 min)
• Tutorial (10 min): Organizers will give a short tutorial for
using generative AI tools such as ChatGPT before starting
the rapid prototyping. They will also give an introduction to
emotion models and model-based common emotion regula-
tion and intervention methods.

• Prototyping (1 hour): Based on the selected level of AV and
the derived use cases and emotions, participants will rapid
prototype empathic user interfaces. During this activity, par-
ticipants will be welcomed to use any other type of AI tools
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such as ChatGPT, DALL·E 2, and BERT as one of their group
members or prototyping tools.

• Presentation and discussion (50min): Each groupwill present
their prototyping results to the other participants. We will
share our experiences using generative AI tools and discuss
insights and implications.

• Closing (10 min): We will close the workshop by discussing
the lessons and the possible collaboration opportunities, in-
cluding future workshops or journal special issues.
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