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ABSTRACT
In this paper, we propose a new ant colony optimization algo-
rithm, called learning-based neural ant colony optimization (LN-
ACO), which incorporates an "intelligent ant". This intelligent ant
contains a convolutional neural network pre-trained on a large set
of instances which is able to predict the selection probabilities of the
set of possible choices at each step of the algorithm. The intelligent
ant is capable of generating a solution based on knowledge learned
during training, but also guides other ‘traditional’ ants in improv-
ing their choices during the search. As the search progresses, the
intelligent ant is also influenced by the pheromones accumulated
by the colony, leading to better solutions. The key idea is that if
tasks or instances share common features either in terms of their
search landscape or solutions, then information learned by solving
one instance can be applied to substantially accelerate the search on
another. We evaluate the proposed algorithm on two public datasets
and one real-world test set in the path planning domain. The results
demonstrate that LN-ACO is competitive in its search capability
compared to other ACO methods, with a significant improvement
in convergence speed.

CCS CONCEPTS
• Computing methodologies→ Search methodologies.

KEYWORDS
Ant colony optimization, swarm intelligence, intelligent ant, deep
learning
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1 INTRODUCTION
Ant colony optimization (ACO) algorithms have proved successful
in numerous optimization tasks [2, 27] such as travelling salesman
problems [9], vehicle routing [30] and internet routing, as well as
allocation and scheduling [6, 11]. Numerous variations of the basic
ACO method [4, 10] have been proposed. For example, Elite AS
methods [5] use information recorded from the best journeys found
so far to modify the pheromone update step in order to accelerate
convergence. MAX-MIN approaches [22] try to avoid premature
stagnation by limiting the pheromone concentration to a fixed
range, reinitializing the pheromone if the search enters a dormant
state, and also modifying the update step of the pheromone matrix.
In recent years, several new ACO algorithms have been proposed.
PF3SACO [31] dynamically adapts the system parameters while
FACO [21] attempts to reduce the difference between a newly con-
structed solution and a previous one, resulting in a more focused
search. GSACO [15], based on an adaptive greedy strategy, contin-
uously adjusts and changes the algorithm’s parameters to increase
the diversity of the population. Additionally, an enhanced heuristic
ant colony optimization (EH-ACO) [13] algorithm has also been
proposed. Other methods (e.g. [18, 19]) have attempted to create
a pre-initialized pheromone distribution matrix. However, these
methods fail to incorporate experiences from previous problem in-
stances or modify the route choices made in subsequent iterations.
Despite this range of modifications, many ant colony algorithms
generally still suffer from slow convergence and issues with so-
lution accuracy. Furthermore, like many other population-based
search algorithms, ant colony approaches are typically initialized
randomly each time a new instance needs to be solved and all infor-
mation learned during the search to solve the instance is discarded
once a solution is found. Given that many instances may contain
shared features — for example, the shape and size of obstacles —
there is a missed opportunity for a colony solving an instance to em-
ploy information learned from previously solving other instances.
There have been some attempts in this direction. For example, [24]
uses a machine learning (ML) method to predict the termination
point for an unseen instance using a model trained on landscape
features derived from a set of training instances. Other methods use
ML to improve the initial search pheromone matrix [14, 23]. More
specifically, the former approach concentrates on the orienteering
problem, while the latter aims to address personalized journey route
planning on multimodal public transport networks.

Our proposed method combine ML with ACO to reduce the
computational time of the ant colony search and find high-quality
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solutions by introducing an intelligent ant into a ‘traditional colony’.
We utilize a deep learning approach to learn a brain module for
the intelligent ant: the brain consists of a convolutional neural
network which is pre-trained on a large set of instances with data
describing environmental information and accumulated pheromone
information of a colony. The trained brain module, which effectively
integrates global and local distance information, guides ant towards
the most promising direction by predicting the selection probabili-
ties of potential choices during the search process. In contrast to
state-of-the-art methods that focus on pheromone optimization,
the proposed approach results in an improvement of several orders
of magnitude in the time taken to find a solution in some cases.
We term the ant colony algorithm mixed with intelligent ant(s)
learning-based neural ant colony optimization (LN-ACO).

The contributions of this paper are as follows:

• The first attempt to construct an intelligent ant with the
ability to predict the selection probabilities of feasible nodes
from a given state for a new instance. The intelligent ant
contains a brain module consisting of a trained convolu-
tional neural network that captures the historical experi-
ence of an ant colony solving many previous instances.

• A hybrid ant colony model that combines ‘traditional’ and
‘intelligent’ ants, benefiting from the exploration capabili-
ties of the ‘traditional’ ants and the exploitation capability
of the ‘intelligent’ ant.

• A comprehensive evaluation demonstrates that LN-ACO is
able to obtain similar solutions to existing methods using
only half the number of ants and iterations.

The paper is structured as follows. In Section 2, we introduce
relevant literature. Next, in Section 3, we describe the classical
ACO algorithm. Then, in Section 4, we present the framework and
training process of LN-ACO. Additionally, in Section 5, we compare
LN-ACO to other ant colony optimization algorithms and present
findings from an ablation study. Finally, we conclude the paper in
Section 6 and discuss potential directions for future research.

2 RELATEDWORK
Within the field of ACO, significant effort has been devoted to en-
hancing the core components of ACO algorithms. This has led to a
series of improved ACO algorithms, such as modifying hyperpa-
rameters, updating pheromone strategies, and improving ants’ local
search [20] and action transfer probability strategies [16, 17]. Other
researchers have focused on directly optimizing the information in
the global pheromone matrix, e.g. by restricting the range of val-
ues [22] or by initializing the pheromone matrix before search [18].
Luo et al. [18] suggested an unequal allocation of initial pheromones
based on the relative distance of nodes and optimizing the state
transition rule to solve local optima and slow convergence. In addi-
tion, they utilized the optimal and worst solutions to improve the
method for updating global pheromones. Other approaches aim to
integrate ACO with other traditional methods [8, 20, 25]. However,
in all of these works, information learned from solving one instance
cannot be re-used on new instances. The ants thus fail to learn from
the colony’s historical experience and from previously encountered
features in the environment.

Sun et al. [23] proposed a machine learning model to initialize
the initial pheromone matrix for meta-heuristic ACO to boost its
performance. Instances are solved using a generic exact solver
(CPLEX) to generate a training set. An ML model is then trained
to classify edges either as part of optimal route. Similarly, He et
al. [14] proposed using a machine learning based Max-Min Ant
System (ML-MMAS) to learn a pheromone function that directly
predicts global pheromone trails for the initial pheromone matrix
to solve a multi-criteria journey planning problem.

In contrast to previous work, we attempt to improve the search
capability of an individual, through predicting the selection proba-
bility of feasible nodes based on different environmental states,
and utilizing this intelligent individual to further enhance the
group’s search. In comparison to the strategy of only initializing
the pheromones of the colony, an intelligent ant participates in
the entire search phase of the colony, forming a hybrid colony
with traditional ants. The intelligent ant accelerates convergence
by efficiently locating good solutions. Meanwhile, in order to avoid
falling into local optima, traditional ants explore a broader space.
The intelligent ant further improves its performance based on the ac-
cumulated pheromone information as the search progresses. Thus,
we propose that the hybrid colony will be more effective and effi-
cient by combining exploration of traditional ants with exploitation
of intelligent ants.

3 PRELIMINARIES
The basic ACO description is given as this is used to create datasets
to train the intelligent ant (see Section 4.3). In the first iteration,
ants randomly choose the next step from the set of feasible actions,
each of which has the same probability. The pheromone concentra-
tion is updated when all the ants have finished their search at the
end of each iteration. The pheromone update formula is given by
Equation (1):

𝜏𝑖 𝑗 = (1 − 𝜌) · 𝜏𝑖 𝑗 +
𝑚∑︁
𝑘=1

Δ𝜏𝑘𝑖 𝑗 , 0 < 𝜌 < 1 (1)

where the maximum number of ants is𝑚, 𝜌 is the volatility factor
of the pheromone, 𝜏𝑖 𝑗 is the pheromone between node 𝑖 to 𝑗 and
Δ𝜏𝑘

𝑖 𝑗
denotes the amount of pheromone left by each of ants on route

𝑖 → 𝑗 .

Δ𝜏𝑘𝑖 𝑗 =

{
𝑄/𝐿𝑘 , 𝑖 𝑓 𝑎𝑛𝑡 𝑘 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 𝑒𝑑𝑔𝑒 (𝑖, 𝑗) 𝑖𝑛 𝑖𝑡𝑠 𝑡𝑜𝑢𝑟

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(2)

where 𝑄 is a hyperparameter and 𝐿𝑘 is the path length conducted
by ant 𝑘 .

In the following iterations, the ants choose the search direction
based on a selection mechanism influenced by the pheromones left
by the previous ants. Assuming that when ant 𝑘 is located at node
𝑖 , the set of feasible nodes of node 𝑖 is 𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝑘 denoting the nodes
around node 𝑖 that can be visited by ant 𝑘 , the probability of going
to node 𝑗 is given by:

𝑝𝑘𝑖 𝑗 =


𝜏𝛼
𝑖 𝑗
·𝜂𝛽

𝑖 𝑗∑
𝑙 ∈𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝑘

𝜏𝛼
𝑖𝑙
·𝜂𝛽

𝑖𝑙

, 𝑖 𝑓 𝑗 ∈ 𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝑘

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3)
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The solutions and pheromone trails 
(𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔,𝝅𝝅) of traditional ant colony The solutions of LN-ACO

Intelligent Ant

Brain Module

𝜑𝜑𝑛𝑛𝑛𝑛𝑛𝑛

Ant Colony

Intelligent Ant

𝜑𝜑(𝑠𝑠𝑡𝑡, 𝑎𝑎𝑗𝑗) � τ(𝑎𝑎𝑖𝑖 , 𝑎𝑎𝑗𝑗) � 𝜂𝜂(𝑎𝑎𝑖𝑖 , 𝑎𝑎𝑗𝑗)

Hybrid Ant Colony

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝜋𝜋,𝜑𝜑𝑛𝑛𝑛𝑛𝑛𝑛 = −
1
𝑏𝑏
�
𝑖𝑖

𝑏𝑏

𝜋𝜋𝑇𝑇 log𝜑𝜑𝑛𝑛𝑛𝑛𝑛𝑛

① Generating the training 
dataset based on 
instances ③ Mixing well-trained 

intelligent ant into 
the colony

④ Testing the performance of the hybrid 
colony  on the new instances

② Training

τ(𝑎𝑎𝑖𝑖 , 𝑎𝑎𝑗𝑗) � 𝜂𝜂(𝑎𝑎𝑖𝑖 , 𝑎𝑎𝑗𝑗)
Traditional Ant

[ 3 × 3 Conv+ReLU ]
[ 1 × 1 Conv+ReLU ]

[ FC + log_softmax ]
[Reshap]

Figure 1: The framework of the LN-ACO algorithm. ① The traditional ant colony solves instances and produces data in the
format (𝑠𝑡𝑎𝑡𝑒, 𝜋). 𝑠𝑡𝑎𝑡𝑒 represents environmental information and provides input to the brain module. 𝜋 is the pheromone
distribution of the colony. ② The training process is performed through cross-entropy loss of the predicted selection probability
𝜑 and the pheromone distribution 𝜋 , as shown in Equation (6). The intelligent ant learns the solution (𝑠𝑡𝑎𝑡𝑒, 𝜋) and evolves the
ability to predict the selection probability. ③ Following training, a hybrid ant colony consisting of intelligent ant(s) with a
trained brain module and traditional ants is formed . ④ LN-ACO solves the new instances (detailed in Section 4.1).

Algorithm 1: LN-ACO algorithm.
Input :Problem instances.
Output :The near-optimal path.

1 Initialization:The problem environment, problem instances
and the ant colony;

2 for 𝑖𝑡𝑒𝑟 ← 1 to𝑀𝑎𝑥𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 do
3 for 𝑘 ← 1 to𝑀𝑎𝑥𝑁𝑢𝑚𝑏𝑒𝑟𝐴𝑛𝑡 do
4 if IntelligentAnt then
5 if 𝑎𝑙𝑙𝑜𝑤𝑘 ≠ ∅ ∧ 𝑎𝑐𝑡𝑢𝑎𝑙_𝑛𝑜𝑑𝑒 ≠ destination then
6 Well-trained intelligent ant (in Section 4.4)

𝑎𝑛𝑡𝑘 predicts selection probability of the
next movements;

7 Select the next move according to
Equation (5);

8 end
9 else
10 if 𝑎𝑐𝑡𝑢𝑎𝑙_𝑛𝑜𝑑𝑒 ≠ destination then
11 𝑎𝑛𝑡𝑘 selects the next move based on the

result of Equation (3);
12 end
13 end
14 Record the path of 𝑎𝑛𝑡𝑘 ;
15 end
16 Update pheromones on each iteration according to

Equation (1);
17 end

where 𝛼 and 𝛽 are hyperparameters to control the relationship
between the pheromone and the heuristic function; 𝜂 is a heuristic

function, expressed as the reciprocal of the distance between node
𝑖 to node 𝑗 , which is given by:

𝜂𝑖 𝑗 = 1/𝑑𝑖 𝑗 (4)

𝑑𝑖 𝑗 means the distance of node 𝑖 and node 𝑗 .

4 LN-ACO
Figure 1 presents the framework of LN-ACO, which consists of four
steps. Firstly, a training dataset to train the brain module of the
intelligent ant is defined using solutions obtained from solving a
large set of instances using traditional ACO (as described in Section
3). As previously noted, ants select the next move in the traditional
method based on pheromone concentration and distance between
nodes 𝑎𝑖 and 𝑎 𝑗 , as shown in Equation (3). Secondly, using the
dataset described in step (1), the brain module of the intelligent
ant is trained to predict the probability distribution of pheromone
trails for a given instance. With training, the brain module becomes
more discriminative, and consequently, the intelligent ant predicts
the probability of node selection more accurately. Thirdly, after
training, the trained intelligent ant is combined with a traditional
ant colony to establish a hybrid ant colony. Finally, the performance
of the hybrid ant colony is evaluated on new instances that were not
included in the training dataset. The intelligent ant selects its next
move based on its predicted selection probability, the concentration
of pheromone accumulated by the colony, and the distance between
nodes, as shown in Equation (5).

The significant difference between LN-ACO and traditional ACO
is that the ants in traditional ACO move based on the pheromone
concentration and distance between nodes 𝑎𝑖 and 𝑎 𝑗 , while LN-
ACO adds trained intelligent ants that can predict the selection
probability of nodes, therefore making a more informed decision.

3
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In the initial stages of LN-ACO, the well-trained intelligent ant
obtains better quality solutions than the traditional ant, which can
accelerate the convergence speed of the colony in these early stages.
To avoid the problem of falling into local optima, LN-ACO retains
the functionality of traditional ants to improve the exploration
ability of the hybrid ant colony. As the iterations progress, the
intelligent ant and the traditional ants collectively promote the
convergence of pheromones and eventually find a near-optimal
solution to the problem.

The inference process of the LN-ACO algorithm is described
in Algorithm 1. The hybrid ant colony of LN-ACO combines an
intelligent ant and traditional ants. The intelligent ant explores the
solution space based on the prediction results and previously accu-
mulated pheromones (lines 3-7). Traditional ants follow their search
process as outlined in lines 9-11. Ants’s results are used to update
the pheromone matrix (line 15). The intelligent ant guides tradi-
tional ants to find near-optimal solutions faster, while traditional
ants explore more extensively than the intelligent ant.

4.1 Intelligent ant with brain module
The transfer probability of intelligent ant from node 𝑖 to node 𝑗 is:

𝑎 𝑗 ∼ 𝑝𝑘𝑖 𝑗 =


𝜑𝑖 𝑗 ·𝜏𝛼𝑖 𝑗 ·𝜂

𝛽

𝑖 𝑗∑
𝑙 ∈𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝑘

𝜑𝑖𝑙 ·𝜏𝛼𝑖𝑙 ·𝜂
𝛽

𝑖𝑙

𝑖 𝑓 𝑗 ∈ 𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝑘

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

(5)

where 𝛼 and 𝛽 are hyperparameters; 𝑗 is one of the feasible nodes
of node 𝑖; 𝑘 is the number of ant; 𝑝𝑖 𝑗 is the transfer probability from
node 𝑖 to node 𝑗 ; 𝜏𝑖 𝑗 is the pheromone concentration accumulated
by the colony; 𝜑𝑖 𝑗 is the selection probability of feasible nodes
predicted by intelligent ant 𝑎𝑛𝑡𝑘 ; and 𝜂𝑖 𝑗 is the reciprocal of the
distance from node 𝑖 to node 𝑗 .

The value of the initialized pheromone is set as 1. For cases when
the number of ants and search iterations in LN-ACO are both 1, the
algorithm is referred to as LN-ACO-1-1. In the LN-ACO-1-1 algo-
rithm, the single intelligent ant calculates the transfer probability
denoted by 𝑝𝑖 𝑗 . It is based on the predicted selection probability by
the brain module and the distance between nodes. By default, all ex-
periments using LN-ACO have one intelligent ant in the colony. The
intelligent ant combines pheromones left by the other ants during
the search process. This combination aims to further optimise the
predicted results, which in turn guides the colony to find a better
solution. If required, this method can be generalised to include mul-
tiple intelligent ants. Specifically, during the initial search stages,
the initialized pheromone provides little guidance with respect to
the best search direction. The traditional ants search randomly,
while the intelligent ant predicts the selection probability of the
feasible choices. As a result, the intelligent ant guides the colony
to find the solution more efficiently. The intelligent ant has more
influence on the colony during the early part of the search. As the
number of iteration increases and pheromone accumulates, tradi-
tional ants continue to search a broader space, while the intelligent
ants modify their predicted results using accumulated pheromone
trails. Eventually, under both traditional and intelligent ants, the
colony finds a near-optimal solution. The search process of hybrid
ants can be interpreted as the emergence of heterogeneous swarm
intelligence.

( W, H, 32 ) ( W, H, 128 )( W, H, 64 ) ( W, H, 4 )

(4×W×H ) (W×H )

𝒑𝒑

( W, H, 64 )Input

𝑺𝑺𝒕𝒕

Input

𝟑𝟑 × 𝟑𝟑 Conv+ReLU 𝟏𝟏 × 𝟏𝟏 Conv+ReLU

Reshape FC + Softmax 

Output

Figure 2: The architecture of the brain module.

4.2 Brain module architecture
The architecture of the brain module is illustrated in the “LN-ACO”
framework of Figure 2. 𝑆𝑡 is the environment information and the
input of the brain module. 𝑝 is the output of the module, which
represents the selection probability. The brain module follows the
typical architecture of a convolutional network. It consists of three
3× 3 convolutions, a 1× 1 convolution, each followed by a rectified
linear unit (ReLU), and a fully connected layer. The brain module
takes an input S ∈ R𝑊 ×𝐻×4 (detailed in Section 4.3), and outputs
a vector p ∈ R𝑍×1, where Z equals𝑊 × 𝐻 . Specifically, the input
feature S travels through three convolutions to extract the local
features in S. In this process, the features are transformed into a
higher dimensional space to discover more expressive features. Sub-
sequently, the channel number is gradually reduced and reshaped
to the expected input size of the fully connected layer. Lastly, a fully
connected layer is used to fuse the global information.

It is worth noting that the brain module is more lightweight than
other potential network models such as the Transformer [12] and
DeepLab [7] networks which are commonly used for visual tasks.
As the input feature map of our task is more structured than the
typical input feature map used in visual tasks, a lightweight model
is shown to be sufficient.

Algorithm 2: Training process of brain module.
Input :Training dataset (𝑄) of instances.
Output :Brain module.

1 Initialization: Initialize the parameters of brain module 𝑓𝜃 ;
for 𝑗 ← 1 to 𝜁 do

2
{
𝑄𝑖 = (𝑠𝑖 , 𝜋𝑖 ) | 𝑖 = 1, . . . , 𝑏

}
← Sample-data (𝑄);

3 𝜑 ← BrainModule (𝑠);
4 𝑙𝑜𝑠𝑠 ← LossFounction (𝜋 , 𝜑);
5 𝑓 ′

𝜃
← TrainingBrain (𝑙𝑜𝑠𝑠);

6 end

4.3 Training data
We evaluate the performance of LN-ACO on the path planning prob-
lem [1, 18, 26, 29]. An environment is represented as a grid in which
it is possible to move in eight directions from a given point. The dis-
tance from each node to nearby nodes is either 1 or

√
2 depending

on the direction of a move. We use AS (as described in Section 3)
to obtain training solutions and the accumulated true pheromone
concentration in the𝑊 ×𝐻 environment map. The resulting near-
optimal paths are converted to(S, 𝜋) format and form part of the
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ground truth (training) dataset. (S, 𝜋) is constructed from the state
environment S and the information from accumulated pheromone 𝜋 .
The input state consists of four channels, S ∈ R𝑊 ×𝐻×4, 𝑠𝑖 𝑗 ∈ {0, 1}.
The first channel represents the origin’s location of the instance; the
second represents the destination; the third represents the current
location of the ant and the location of the nodes on the historical
route; the fourth represents the location of all obstacles on the
map. The ant with the brain module (intelligent ant) predicts the
selection probability of nearby nodes based on the input S. In the
training stage, the ant’s predicted selection probability 𝜑 is com-
pared with the true distribution of pheromone concentration 𝜋

using cross-entropy loss calculation. The details of training process
are given in Section 4.4.

4.4 Training process
The training process of an intelligent ant is shown in Algorithm 2.
𝜁 is the iterations of training process (line 1). A mini-batch of data
(𝑠𝑖 , 𝜋𝑖 ) is sampled from the training datasetQ (line 2). 𝑠𝑖 is the input
to the brain module, and 𝜋𝑖 is the ground truth label of state 𝑖 . The
brain module outputs the prediction 𝜑 based on the input 𝑠𝑖 (line
3). The loss of 𝜑 and 𝜋 is calculated according to the loss function
Equation (6) (line 4). Finally, the parameters 𝜃 of the brain module
are updated (line 5). The training proceeds until the end condition
is reached (line 6).

Cross-entropy is chosen as the loss function:

𝑙𝑜𝑠𝑠 = − 1
𝑏

𝑏∑︁
𝑖=1

𝜋𝑖
𝑇 log 𝜑𝑖 (6)

where 𝑏 is the number of samples. The network parameters 𝜃 are
adjusted based on the loss of Equation (6) to maximise the similarity
between the predicted 𝜑𝑖 and the ground truth 𝜋𝑖 .

5 EXPERIMENTS
5.1 Datasets
5.1.1 Various Obstacles (VO) Dataset. We created ten 10 × 10 en-
vironment maps with different layouts for training the LN-ACO
algorithm, denoted as the VO (various obstacles) dataset. The VO
dataset includes one obstacle-free map, five maps representing five
different obstacles and four mixed obstacle maps. The training and
validation sets are generated from the first eight environment maps,
while the last two mixed obstacle maps were used for the test set.
We further increased the diversity of the maps using data augmen-
tation methods, such as horizontal and mirror rotation. In detail,
maps are rotated by angles of 90, 180 and 270, and flipped hori-
zontally and vertically during the training process. As a result, the
dataset contains 80,000 training data samples, 10,000 validation and
10,000 test data samples.

5.1.2 Motion Planning (MP) Dataset. This collection of grid-world
environments was proposed by [3, 28]. It consists of 24 maps. We
generated the training and validation sets from the first 18 maps,
and the test set from the last six maps. We resized these maps
to 20 × 20 to complete the experiment in a reasonable amount
of time. We also increased the diversity of these maps using the
same data augmentation methods as on the VO dataset. As a result,
320,000 training data examples, 40,000 validation and 40,000 test

data samples were generated. Following usual protocols from ma-
chine learning, the datasets are created such that the data in the
training and test sets have different layouts, and the beginning and
end of instances in the same maps are different, so the training and
test sets do not overlap.

5.2 Experimental setups
We employed PyTorch to code all algorithms in Python 3.7 and
trained them on a high performance computing server with two
GeForce RTX 3090 GPUs and two 4-core dual-threaded CPUs 3.80
GHz. The inference phase of LN-ACO and the other experiments
were performed on a personal computer with an Intel Core i7-8700
@ 3.20GHz CPU and an RTX 2080 SUPER GPU.

We used AS, described in Section 3, to generate the data for
training the brain module. The parameters of AS on the VO dataset
are set as follows: the number of ants is 30, and the number of search
iterations is 20 (denoted "AS-30-20"). We denoted the different ant
colony algorithms by "algorithm name - population size - number
of search iterations". The parameters of AS on the MP dataset are
set as follows: the number of ants is 50, and the number of search
iterations is 50 ("AS-50-50"). 𝛼 is 0.1, and 𝛽 is 3. The pheromone
evaporation rate is set to [0.1, 0.4), and the hyperparameter𝑄 is 20.
We parallelised the process of collecting traditional ACO data to
accelerate the training process. After 6 hours of training on the VO
dataset, the loss of LN-ACO converged.

To assess the performance of the LN-ACO algorithm on the path
planning problem, we used four ant colony algorithms as base-
lines, including AS, Elite AS, MMAS and the PPACO (as described
in [18]). The performance of LN-ACO is evaluated by comparing
the average path length (AP), average time consumption for each
instance (Time), and the percentage of successfully solved instances
(Success) in a group of 100 random instances. A smaller average
path length reflects a better solution quality of the algorithm. The
average time consumption is defined as the average of the time
ratio of the time taken by the two algorithms across n instances,
revealing the difference in the time taken by the algorithms. We
also analysed the standard deviation of path lengths (SD-P) and
time consumption (SD-T). We employed the Mann Whitney U test
as a significance test to determine the mean difference between the
experimental results for algorithms. The significance level is set to
0.05.

5.3 Results and discussion
5.3.1 Training results. We utilized LN-ACO-1-1 to evaluate the
performance of the intelligent ant in the training process. We ran-
domly selected a test group of 100 instances from each validation
and test set. We evaluated the training results of the LN-ACO by
four metrics. The loss quantifies the error produced by the model.
A high loss value usually means that the model’s output differs
significantly from the true label, while a low loss value indicates
that the model produces a result with a small error compared with
the ground truth. The success ratio is the number of instances in
which an algorithm is able to find a reasonable solution. The path
ratio is the mean ratio of LN-ACO-1-1’paths versus the AS’paths.
The time ratio is the average of the ratios of the LN-ACO-1-1’time
consumption to the AS’time consumption for n instances. Smaller
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Figure 3: Training results of LN-ACO on the VO and MP datasets. Figures a, b, c and d show the variation of the brain module’s
loss value during the training process (Loss), the percentage of successfully solved instances among total instances (Success
Ratio), the path length of LN-ACO-1-1 in comparison to the AS algorithm (Path Ratio) and the average time consumption ratios
of LN-ACO and AS for 100 instances (Time Ratio) during the training iterations on the VO dataset. Similarly, figures e, f, g and
h present the variation of the loss, success ratio, path ratio and time ratio on the MP dataset.

values of the path and time Ratio indicate that LN-ACO outperforms
AS.

Figures 3(a), 3(b), 3(c) and 3(d) show the training results of LN-
ACO on the VO dataset. Figure 3(a) shows the loss value of LN-
ACO on the training and validation sets. The loss values decrease
significantly in the first 500 iterations, and then start to converge.
Figure 3(b) shows the increase of the success ratio of LN-ACO on
the training and test sets. The success ratio increases as the number
of training iterations increases. The success ratio reaches 1.0 on the
training set, and 0.9 on the test set. Figure 3(c) shows the path ratio
on the training and test sets. The path ratio on the training and
test sets gradually converges to 1. This shows that the length of
LN-ACO is almost the same as that of AS after the training process.
Figure 3(d) shows the variation of the average time ratio. This result
shows that LN-ACO takes much less time than AS — by a factor
of almost one thousand. Figures 3(e), 3(f), 3(g) and 3(h) show the
training results of LN-ACO on the MP dataset. Figure 3(e) shows
the loss value of LN-ACO on the training and validation sets. The
loss values decrease significantly in the first 1000 iterations before
converging. Figure 3(f) shows the growth of the success ratio of
LN-ACO on the training and test sets. The success ratio for the
training set reaches 0.93; and the success ratio for the test set is 0.80.
Figure 3(g) shows the path ratio of LN-ACO in the training and test
sets. The intelligent ant’s path length at the beginning of training is
about 5 times longer than AS. Finally, it gradually converges to 2.32
on the training set and converges to 3.47 on the test set. Figure 3(h)
shows the time ratio of LN-ACO. The time consumption of LN-ACO
is much less than that of AS: in fact, it is almost one ten-thousandth
of AS.

These experimental results on the VO and MP datasets show
that the training process of LN-ACO-1-1 is effective, and its per-
formance significantly improves. The initial LN-ACO-1-1 solves
instances with low success ratios and poor solution quality. In

Figures 3(b) and 3(f), the initial success ratios of LN-ACO-1-1 are
typically less than 0.2, which means that the initial LN-ACO cannot
solve most of the instances. However, its success ratios and path
ratios improve dramatically after training. In Figures 3(b) and 3(f),
its solution length before training is about five times longer than
AS, and eventually shrinks to the same as that of AS. Figures 3(a)
and 3(e) indicate that both the training and the validation loss are
reduced and stabilized. Futhermore, the time ratios before and after
training (Figures 3(d) and 3(h)) indicate that the search process of
LN-ACO-1-1 is significantly faster than traditional ACO.

5.3.2 Comparisons with the baselines. Table 1 shows the results
of LN-ACO on the VO and MP datasets. One hundred instances
with different starting and destinations are randomly selected as
a test group. This experiment compares the performance of LN-
ACO with other competitor algorithms in terms of the average
path length (AP), average time (Time) of each instance, percentage
of successfully solved instances (Success), the standard deviation
of path length (SD-P) and time (SD-T), and significance results
(p-value).

On the VO dataset, amongst the competitor methods, PPACO-
30-20 has the best AP (6.55), followed by Elite AS (AP = 6.56). Their
APs have little difference from the other algorithms with the same
number of populations and iterations. AS-30-20 had the longest
average time consumption for each instance, taking 14.76𝑠 . In con-
trast, Elite AS has the lowest time consumption, taking only 6.56𝑠 .
This is likely due to the fact that Elite AS records the best journey
found so far to modify the update steps of the pheromone, which
accelerates the convergence. Unlike other methods, LN-ACO bal-
ances path length and time consumption well. The average path
length of LN-ACO-1-1 is 6.47, which is less than that of Elite AS.
Additionally, the average time consumption for each instance of
LN-ACO-1-1 is only 6𝑚𝑠: in contrast, Elite ACO consumes nearly
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Table 1: Results of algorithms on the VO and MP datasets,
including the average path length (AP) of each algorithm, av-
erage time consumption (Time) of each instance, percentage
of successfully solved instances (Success (%)), the standard
deviation of path length (SD-P) and time (SD-T), and signifi-
cance results (p-value). The best APs are highlighted in bold.

VO Dataset

AP Time (s) Success (%) SD-P SD-T p-value

AS-15-10 8.06 3.257 100 4.30 2.91 0.001
AS-30-20 6.60 14.768 100 3.20 10.73 0.222

Elite AS-30-20 6.56 6.273 100 3.13 6.95 0.254
MMAS-30-20 6.59 8.914 100 3.17 7.93 0.233
PPACO-30-20 6.55 9.038 100 3.12 9.92 0.258

LN-ACO-1-1 6.47 0.017 92 6.43 0.31 0.002
LN-ACO-8-5 6.40 0.754 100 3.75 0.53 0.331

LN-ACO-15-10 6.25 2.836 100 3.52 1.59 -

MP Dataset

AP Time (s) Success (%) SD-P SD-T p-value

AS-25-25 20.17 66.156 100 12.52 40.28 0.008
AS-50-50 19.21 259.243 100 12.76 155.48 0.017

Elite AS-50-50 16.21 129.537 100 10.37 87.85 0.493
MMAS-50-50 16.35 133.436 100 10.42 91.62 0.470
PPACO-50-50 16.24 137.117 100 10.35 193.90 -

LN-ACO-1-1 26.02 0.045 87 54.51 0.38 0.000
LN-ACO-8-8 18.87 7.328 100 11.54 4.57 0.045

LN-ACO-25-25 17.52 66.125 100 10.75 39.11 0.396

1,000 times more than LN-ACO-1-1, and AS takes nearly 540 times
longer. LN-ACO-15-10 has lower average path length and aver-
age time consumption than other traditional ACO algorithms with
30 ants and 20 iterations. Furthermore, the AP and average time
of LN-ACO-15-10 are better than those of AS-15-10. In addition,
the SD-P of LN-ACO-15-10 is similar to that of other traditional
ACO algorithms with 30 ants and 20 iterations, while the SD-T of
LN-ACO-15-10 is better than theirs. On the MP dataset, LN-ACO-
25-25 has a significantly lower average time consumption than
the baselines with 50 ants and 50 iterations. Among the baseline
methods, PPACO-50-50 has the best average path length of 16.24.
Note PPACO is specifically designed for path planning problems
and uses various methods, including adaptive adjustment of the
ratio of deterministic and random choices and introducing optimal
and worst solutions to improve global pheromone updates. The
average time for each instance of PPACO-50-50 is 137.117𝑠 . The
average time for each instance of LN-ACO-1-1 is 45𝑚𝑠 , while Elite
ACO consumes nearly 3,000 times more than LN-ACO: the average
path length of LN-ACO-1-1 is 26.02, which is only 1.60 times that
of Elite AS. The average path length of LN-ACO-8-8 is lower than
that of AS-50-50, and its time consumption is only 2.8% of AS-50-50.
Further, LN-ACO-25-25 produces a better solution than LN-ACO-8-
8 and AS-50-50. The AP of LN-ACO-25-25 is comparable to that of
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Figure 4: (a) represents the AP versus time (s) on VO dataset.
(b) represents the AP versus time (s) on MP dataset.

PPACO-50-50, but its time value is half of PPACO-50-50. The SD-P
of LN-ACO-25-25 is generally consistent with that of traditional
ACO algorithms with 50 ants and 50 iterations. These results show
that LN-ACO can achieve comparable or superior performance
to the traditional ACO using a smaller population size and fewer
iterations. However, since the intelligent ant can visit each node
in the map only once, the success ratio of LN-ACO-1-1 is lower
than that of other LN-ACO algorithms. Mann Whitney U tests were
performed to obtain the results between the algorithm with the
best AP (shown in bold italics) and each baseline. In Table 1, we
marked the results in bold whenever two results were not signifi-
cantly different with a significance level of 0.05. On the VO dataset,
LN-ACO-15-10 is determined to be the best method. The results
of the significance test show that there is no significant difference
between AS-30-20, Elite AS-30-20, MMAS-30-20, PPACO-30-20 and
LN-ACO-8-5. Similarly, on the MP dataset, PPACO-50-50 is the best
method, while there is no significant difference between PPACO-
50-50, Elite AS-50-50, MMAS-50-50, and LN-ACO-25-25. On both
the VO and MP datasets, LN-ACO performed comparably to tra-
ditional ACOs while using half the number of ants and iterations.
The experiments show that LN-ACO is more efficient in its search
than other algorithms and can achieve the same results as other
algorithms with only half the number of ants and iterations.

As shown in Figures 4a and 4b, the traditional ACO algorithms
are distributed in the lower right corner, which means that the
traditional ACO trades off solution quality against time. LN-ACO
focuses on a speed/accuracy trade-off which is distributed in the
lower left corner, particularly LN-ACO-15-10 on the VO dataset and
the LN-ACO-8-8 and LN-ACO-25-25 on the MP dataset. Overall, LN-
ACO outperforms the baselines in terms of time consumption and
path quality and improves the trade-off between path optimality
and search efficiency.

5.3.3 Test on real-world environment maps. This section further
verifies the generality of the LN-ACO algorithm by randomly select-
ing real-world maps containing different types of obstacles from
Google Maps. As shown in Figure 5, we compare the planning re-
sults and the convergence speed between LN-ACO, AS, Elite AS,
MMAS, PPACO [18] and LN-PPACO. PPACO algorithm focuses on
the path planning problem. It optimizes the results from several
aspects based on domain knowledge, while LN-ACO only optimizes
the AS algorithm using intelligent ants to improve the search pro-
cess. Therefore, we constructed LN-PPACO for further comparison
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Figure 5: The convergence curves (Figures (a), (b) and (c))
and path planning results (Figures (d), (e) and (f)) of five
algorithms run on a real world environment maps.

with PPACO. LN-PPACO is an improved PPACO algorithm. Its
ant colony consists of one intelligent ant and traditional ants. The
search of these ants follows the process of PPACO. Its ant colony
consists of 30 ants, and its search iteration is 30. Figures 5(a), 5(b)
and 5(c) show the convergence curves. Figures 5(e), 5(f) and 5(g)
show the path planning results. Figure 5 (a) represents the length
of the optimal paths searched by each ant colony algorithm during
their search iterations on the map (Figure 5(d)) with the starting
(19, 5) and the destination (0, 18), and the path planning results
are shown in Figure 5(d). Figures 5(b), 5(e) and Figures 5(c), 5(f)
show the instances from(0, 18) to (16, 7) and from (0, 0) to (17, 14),
respectively. As shown in Figures 5(a), 5(b), and 5(c), the ant colony
of LN-ACO obtained shorter paths than the baselines after the first
iteration. Moreover, LN-ACO converges earlier than AS, Elite AS
and MMAS, while the length of the optimal path of LN-ACO is the
best among them. The paths generated by the LN-ACO algorithm
have fewer turning points, and appear more reasonable compared
to those of the baselines, as shown in Figures 5(d), 5(e) and 5(f).
Moreover, the path of LN-PPACO can achieve identical performance
as the PPACO, and the path length also has less fluctuation dur-
ing operation. This experiment demonstrates that the convergence
speed and the global optimal search capability of LN-ACO have
greatly improved compared to the original algorithm and are better
than Elites AS and MMAS. Moreover, the comparison of LN-PPACO
to PPACO indicates that the intelligent ant promotes the colony to
search more purposefully and makes the colony converge faster.

Table 2: Ablation study. Performance comparison of the intel-
ligent ant working in different roles in ant colony on the MP
dataset, including the average path length (AP) of each algo-
rithm, the average time consumption (Time) of each instance,
the percentage of successfully solved instances (Success (%)),
the standard deviation of path length (SD-P) and time (SD-T).

AP Time (s) SD-P SD-T Success (%)

LN-ACO-8-8 21.83 7.52 10.42 2.75 100
IP LN-ACO-8-8 27.13 7.04 17.11 2.85 100

LN-ACO-25-25 19.38 65.75 8.91 22.11 100
IP LN-ACO-25-25 24.13 67.46 14.70 24.01 100

5.3.4 Ablation study. We performed an ablation study to compare
the performance of two configurations: LN-ACO and IP LN-ACO.
The ’IP’ LN-ACO is configured to use the intelligent ant only to
generate the initial pheromone (IP) matrix. This intelligent ant’s
purpose is to generate a reasonably initialized pheromone concen-
tration distribution that can guide future iterations. On the other
hand, LN-ACO utilizes the intelligent ant in every iteration during
the search process. Experiments were conducted on ten instances
randomly selected from the MP dataset. We showed the results of
the experiments in Table 2. Although LN-ACO and IP LN-ACO use
nearly the same amount of time to solve the instances, LN-ACO
has superior results in terms of AP, SD-P and SD-T. These results
indicate that LN-ACO produces better and more stable results than
IP LN-ACO. This approach’s effectiveness is attributable to the in-
telligent ant’s decision-making process, which is influenced by the
pheromones accumulated by the colony. As a result, this improved
method produces superior results overall.

6 CONCLUSION
This paper proposed a novel ant colony algorithm, LN-ACO, which
integrates an intelligent ant trained on extensive datasets to pre-
dict selection probabilities for potential solutions accurately. The
experimental results indicate that the proposed LN-ACO approach
outperforms other ACO methods in terms of both convergence
speed and solution quality. It demonstrates that the colony is capa-
ble of learning from historical information gleaned from solving
past instances, and that this information can be exploited by the in-
telligent ant to improve convergence speed. The proposed approach
contributes to a growing trend in optimization to develop methods
that are capable of learning and reusing past information. Future
research will be directed toward exploring the integration of the
proposed brain module into other swarm intelligence algorithms.
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