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#### Abstract

This study investigates the influence of several bound constraint handling methods ( BCHMs ) on the search process specific to Differential Evolution (DE), with a focus on identifying similarities between BCHMs and grouping patterns with respect to the number of cases when a BCHM is activated. The empirical analysis is conducted on the SBOX-COST benchmarking test suite, where bound constraints are enforced on the problem domain. This analysis provides some insights that might be useful in designing adaptive strategies for handling such constraints.
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## 1 INTRODUCTION

For most real-world optimisation problems, the optimum should be searched in a region limited by a boundary because outside this region the objective function might not be evaluable. Ensuring that the search is conducted within the bounds requires strategies for dealing with the candidate solutions which are outside the bounds,

[^0]strategies which are commonly called bound constraint handling methods (BCHM) ${ }^{1}$. The influence of a BCHM on the performance of different population-based metaheuristics has been studied in several works (Covariance Matrix Adaptation Evolutionary Strategy [3, 28], Particle Swarm Optimisation [12, 14, 20], Differential Evolution [2, 4, 5, 16, 17, 21]). The importance of considering BCHM as a specific algorithmic component that could interfere with the behaviour of the metaheuristic algorithm has recently been acknowledged in $[16,18]$ where the specification of the used BCHM is considered critical for the unambiguous reproducibility of the results.

Despite the rather large number of BCHMs analysed in the papers mentioned above, the current knowledge on the role of a BCHM is rather limited, and it is not yet clear to which extent a BCHM has also a guidance role in the search process, beyond just bringing back the candidate solutions to the feasible region. The influence of a BCHM on the optimisation process depends, at least, on how frequently it is applied and on how its way of action interferes with the variation operators of the search algorithm. The frequency of applying a BCHM depends on the number of infeasible candidate solutions, which is related, in its turn, to several factors: fitness landscape, location of the optima, problem dimensionality and size of the search neighbourhood defined by the variation operators. On the other hand, some BCHM mechanisms preserve the current population distribution and/or the search direction induced by the variation operators, while other BCHM mechanisms generate elements that, otherwise, could not be easily generated by the variation operators [18].

Due to all these entangled factors, it is not easy to decipher the reasons why a BCHM is effective or not in conjunction with some search algorithms for some optimisation problems. With some exceptions [1, 13], most studies are empirical, based on public benchmarking suites such as CEC [23] and BBOB [11]. Most analyses use CEC test functions, e.g. CEC2006 [15], CEC2017 [4, 16, 19], CEC2020 [16] and only a couple of them use BBOB [5, 18]. This might be explained by the fact that in the original BBOB test suite, for most of the function instances, the optimum is not near the boundary; thus the BCHM is activated only in the first stages of the search, thus having only a transient effect. The newly proposed

[^1]SBOX-COST variant of $\mathrm{BBOB}^{2}$ is characterised by the fact that it allows the generation of function instances with the global optimum arbitrarily close to the boundary, unlike the original BBOB where all functions except linear slope $(F 5)$ have a wide outside perimeter free of optima on all possible instances. However, it should be mentioned that such modification has not been implemented for functions $F 4, F 5, F 8, F 9, F 19, F 20, F 24$ in SBOX-COST - their optima locations are kept in $[-4,4]^{n}$ (as in BBOB). Domain of all functions in SBOX-COST is identical to BBOB, $[-5,5]^{n}$.

The aim of this paper is to investigate the influence of several bound constraints handling methods on the search process specific to Differential Evolution. The empirical analysis is conducted on the SBOX-COST suite and addresses the following questions:

- Which SBOX-COST functions are characterised by a landscape that favours the search near the boundary, i.e. generation of infeasible solution candidates (Section 4)?
- Is it beneficial to preserve, by the bound constraint handling method, some DE search characteristics, e.g. population mean and variance, search direction (Section 5)?
- Is it beneficial to incorporate into the BCHM information from some feasible reference elements, e.g. best element in the population, mean of the population (Section 5)?
- How can a pool of BCHMs be constructed in the context of adaptive selection of the correction (Section 6)?


## 2 FRAMEWORK OF THE ANALYSIS

The analysis is carried out in the context of minimising a function $f: D \subset \mathrm{R}^{n} \rightarrow \mathrm{R}$, with $D=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \times \ldots \times\left[a_{n}, b_{n}\right]$, $a_{i}<\infty, b_{i}<\infty$, under the assumption that all candidate solutions should belong to $D$. As the behaviour of a BCHM is correlated with the search metaheuristic, we will focus on only one metaheuristic, e.g. Differential Evolution.

### 2.1 Differential Evolution variants

There is an established jargon when it comes to describing the DE framework and its variants [22]. As in an evolutionary algorithm, in DE , a set of $N n$-dimensional candidate solutions $x^{j}(j=1,2, \ldots, N)$, called individuals, form a population. In the generational loop, for each $j^{t h}$ individual, called target, a trial individual, $\mathrm{y}^{j}$, is constructed by mutation and crossover. Once all trial individuals are constructed, each of them will replace the corresponding target individual if it has a smaller value of the objective function than that of the target individual. Mutation consists in linearly combining existing individuals. Many implementations exist for this operator; see [8] for details. All established mutation operators require a scale factor $F \in[0,2]$ and are characterised by the notation $A / B$. Here, A can be the target individual (or current), the best so far solution, a randomly chosen individual from the population (i.e., rand), or a computed vector of the kind current-to-best, etc. To move A within the search space, a number $B$ of 'difference vectors' (usually $B=1$ or $B=2$ ) is computed as the $(F-)$ scaled difference between different randomly chosen individuals and added to A. Subsequently, a crossover operator $C$ is fed with the target and mutant individuals to generate a trial. Note that the mutant might contain infeasible components (the mutation in DE is the only operator

[^2]that can generate infeasible solutions). As some of these can be transferred to trial during the crossover/recombination process, a BCHM is needed. Therefore, a complete DE variant can be indicated with the notation $D E / A / B / C-B C H M$. The most widely used crossover operators for DE are referred to as bin and exp strategies, which stand for binomial and exponential, respectively. Note that a prefixed value for the 'crossover rate' parameter $C R \in[0,1)$ is needed in both crossover strategies. However, $C R$ assumes a significantly different meaning when $\mathrm{C}=\mathrm{bin}$, where it determines the probability of exchanging each component and when $C=\exp$, where $n$ and $C R$ decide the length of a burst of consecutive components to be exchanged [7]. In the latter case, the probability of exchanging the next component follows a geometrical progression, thus decaying exponentially. We refer to $[8,22]$ for more details on crossover strategies.

The DE/rand/1/bin- $\star$ (with $\star$ indicating a generic BCHM ) configuration represents the original DE framework. Advances in DE have produced modern variants that feature new variation operators, additional operators, hybrid algorithmic components, and, most importantly, various self-adaptation mechanisms for the control parameters $F$ and $C R$, as well as for adjusting the population size $N$. Achieving the optimal self-adaptive algorithm is still an open question in heuristic optimisation, and it is key in DE , given its sensitivity to the parameter setting (despite having a reasonably small number of parameters with respect to other heuristics).

The current state-of-the-art is represented by self-adaptive DE frameworks such as the Success-History based Adaptive DE (SHADE) [24], and its successor L-SHADE [25], which builds on the success of SHADE by adding a linear rule to reduce the size of the population during the optimisation process. In this light, while the first algorithm only self-tunes $F$ and $C R$, the second algorithm dynamically changes $N$ during the optimisation process from an initial suggested value of $N=18 \cdot n$. Apart from this difference, these two advanced DE algorithms use the same 'current-to-pbest/1' mutation strategy proposed in [29] for the popular JADE algorithm (where the pbest vector is selected from the $p \%$ best individuals in the population), as well as a memory-based system to adapt the control parameters. The latter consists of storing both the weighted Lehmer average of successful $F$ values and the weighted arithmetic average of successful $C R$ values from previous generations. When needed, such values are randomly selected from the memory. Note that the value of $p$ is not prefixed as in JADE, but is generated randomly. This mutation operator is usually followed by the binomial crossover. Therefore, the structure of these algorithms can be seen as a DE/current-to-pbest/1/bin algorithm with a memorybased adaptation system for control parameters and, in the case of L-SHADE, a population size reduction mechanism (which is shown to be beneficial in previous DE variants such as [6]). Despite these simple ideas, SHADE and L-SHADE have shown great performances in several benchmark problems compared to other DE algorithms.

### 2.2 Bound constraint handling methods

An infeasible trial individual, $y$, contains at least one out-of-bounds component (i.e. $\left.\exists i \in\{1, \ldots, n\}: y_{i} \notin\left[a_{i}, b_{i}\right]\right)$. A bound constraint handling method transforms all out-of-bounds components (in the case of component-wise methods) or all components, including the

Table 1: Bound constraint handling methods ( $c_{L}$ denotes correction for components violating the lower bound; $c_{U}$ denotes correction for components violating the upper bound; $c$ denotes a correction which does not depend on the violated bound).

| Method | Corrected <br> component/element | Application <br> level | Type | Characteristics |
| :---: | :---: | :---: | :---: | :---: |
| Saturation | $c_{L}\left(y_{i}\right)=a_{i}$ <br> $c_{U}\left(y_{i}\right)=b_{i}$ | component | deterministic | set on the violated bound |
| Mirror | $c_{L}\left(y_{i}\right)=2 a_{i}-y_{i}$ | component | deterministic | a larger violation leads to a larger correction |
| Uniform | $c_{U}\left(y_{i}\right)=2 b_{i}-y_{i}$ | $c\left(y_{i}\right) \sim \mathcal{U}\left(a_{i}, b_{i}\right)$ | component | stochastic |
| Beta | $c\left(y_{i}\right) \sim a_{i}+\operatorname{Beta}\left(\alpha_{i}, \beta_{i}\right)\left(b_{i}-a_{i}\right)$ | component | stochastic | aims to preserve population mean and variance |
| ExpC | $c(y)=\alpha y+(2)-\alpha) R$ | component | stochastic | it uses a reference point |
| Vector | $\alpha \in(0,1)$ as in Eq.(4) | vector | deterministic | (when $R=x$ it preserves the pearch direction) |

feasible ones (in the case of vector-wise methods) in such a way that the resulting individual becomes a feasible one.

There are various ways of transforming an infeasible individual into a feasible one. These are different with respect to what information about the infeasible individual they use (e.g. which bound is violated, how large is the violation of the bound) and with respect to the nature of the strategy of generating values inside the bounding box (e.g. deterministic or stochastic). There are more than fifteen BCHMs that have been included in various empirical studies. Unfortunately, the terminology is not standardized, thus the same BCHM is referred to by using different names (e.g. the BCHM replacing the infeasible component with the closest bound is mentioned as projection [4, 15, 19], clipping [16], saturation [17]).

The BCHMs included in the current analysis are summarized in Table 1, where besides some of the popular strategies (saturation/ projection/ clipping, mirror/ reflection, uniform/ reinitialization) a stochastic method is included which is designed based on the particularities of DE population distribution (Beta) and variants of some previously proposed methods: exponentially confined [21] and a vector-wise 'scaled mutant' [19]. These new variants are described more in detail in the following.
2.2.1 Correction based on Beta distribution. Starting from the result presented in [1] which states that the distribution of the population of feasible DE trial elements (obtained by using DE/rand/1 mutation) can be approximated using a Beta distribution (with values in $[0,1]$ ), one can design a BCHM that generates feasible elements following this distribution. The main idea behind the Beta correction is to generate feasible components having the same mean and variance as the current population. To satisfy this condition, the parameters $\alpha_{i}$ and $\beta_{i}(i \in\{1, \ldots, n\})$ of the Beta distribution are calculated based on the mean $\left(\operatorname{Mean}\left(X_{i}\right)\right)$ and the variance $\left(\operatorname{Var}\left(X_{i}\right)\right)$ of the current population (computed along the infeasible component), as described in Eq. 1, where $m_{i}=\left(\operatorname{Mean}\left(X_{i}\right)-a_{i}\right) /\left(b_{i}-a_{i}\right)$ and $v_{i}=\operatorname{Var}\left(X_{i}\right) /\left(b_{i}-a_{i}\right)^{2}$. In the case where $m_{i}=0$ or $m_{i}=1$ (which could happen if the optimum is at the boundary), then $m_{i}$ is replaced with $\epsilon$ or $1-\epsilon$, respectively ( $\epsilon>0$ is a small value, for example, $\epsilon=0.1$ ).

$$
\begin{equation*}
\alpha_{i}=m_{i}\left(\frac{m_{i}\left(1-m_{i}\right)}{v_{i}}-1\right), \quad \beta_{i}=\alpha_{i} \frac{1-m_{i}}{m_{i}} \tag{1}
\end{equation*}
$$

2.2.2 Exponentially confined correction. This BCHM was proposed in [21] as a stochastic correction for which the deviation with respect to the violated bound is computed using an exponential distribution. The calculation details are described in Eq. 2 where $y_{i}$ denotes the infeasible component, $r \sim \mathcal{U}[0,1], r_{i}^{L} \sim \mathcal{U}\left[\exp \left(a_{i}-\right.\right.$ $\left.\left.R_{i}\right), 1\right], r_{i}^{U} \sim \mathcal{U}\left[\exp \left(R_{i}-b_{i}\right), 1\right]$, and $R_{i}$ is the $i^{t h}$ component of a feasible reference vector $R$.
$c\left(y_{i}\right)= \begin{cases}a_{i}-\ln \left(1+r\left(e^{a_{i}-R_{i}}-1\right)\right)=a_{i}-\ln r_{i}^{L} & y_{i}<a_{i} \\ b_{i}+\ln \left(1+(1-r)\left(e^{R_{i}-b_{i}}-1\right)\right)=b_{i}+\ln r_{i}^{U} & y_{i}>b_{i},\end{cases}$
The variant proposed in [21] corresponds to the case where $R$ is the target individual. In this paper, we also consider variants when the reference vector is the pbest element (as defined in the SHADE algorithm) or is the midpoint of the current population (mean of the population elements). These three variants are referred to as ExpTarget, ExpBest, and ExpMidpoint, respectively.
2.2.3 Vector-wise corrections. In the context of DE, a correction acting on all components (including feasible ones) as illustrated in Eq. 3 has been proposed in [19] under the assumption that $R=0$ and this null vector belongs to the feasible region.

$$
\begin{equation*}
c(y)=\alpha y+(1-\alpha) R \tag{3}
\end{equation*}
$$

In Eq.3, $y$ is the infeasible trial individual (corresponding to the target individual, $x$ ), $R$ is a reference element from the feasible domain, and $\alpha=\min _{i=1}^{n} \alpha_{i} \in[0,1]$ with $\alpha_{i}$ defined in Eq. 4.

$$
\alpha_{i}= \begin{cases}\left(R_{i}-a_{i}\right) /\left(R_{i}-y_{i}\right) & \text { if } y_{i}<a_{i}  \tag{4}\\ \left(b_{i}-R_{i}\right) /\left(y_{i}-R_{i}\right) & \text { if } y_{i}>b_{i} \\ 1 & \text { if } a_{i} \leq y_{i} \leq b_{i}\end{cases}
$$

In the analysis presented in [4] a variant is used in which $R$ is the middle point of the bounding box, i.e. $R=(a+b) / 2$. However, the reference vector $R$ can be anywhere in the feasible domain, as the corrected individual is on the point where the line that joins the infeasible mutant $y$ and the reference point intersects the bounding box $\left[a_{1}, b_{1}\right] \times \ldots \times\left[a_{n}, b_{n}\right]$. Once again, the reference vector can be the target individual (VectorTarget), the best (or $p$ best) individual (VectorBest), the population mean (VectorMidpoint), or an arbitrary individual in the population (not considered in this study). It should be remarked that if $R$ is the target individual, $x$,
then the search direction is preserved through correction, since $\cos (y-x, c(y)-x)=\cos (y-x, \alpha(y-x))=1$.

## 3 RELATED WORK

Several authors analyzed the behaviour of different sets of BCHMs in conjunction with various DE variants leading to various conclusions. Some of these studies are shortly reviewed in the following. Arabas et al [2] compared the performance of several strategies, including saturation, toroidal, uniform, and mirroring, and found that the choice of the BCHM could affect the DE performance depending on the characteristics of the problem, such as the position of the optimum and the size of the problem. They observed that saturation and mirroring worked well when the optimum was close to the bounds. They also remarked that for small size problems, the DE performance was not significantly influenced by the used BCHM while for larger size problems, saturation and mirroring were more effective than uniform.

Padhye et al [21] investigated the effects of two groups of BCHMs, depending on whether the correction is performed vector-wise or component-wise, further divided into deterministic and nondeterministic methods on particle swarm optimisation, genetic algorithms, and differential evolution. They argue that deterministic methods such as saturation tend to reduce population diversity, while non-deterministic methods such as uniform may discard valuable information contained in the current population. On the other hand, when the optimum is located near the center of the feasible domain, no significant differences between different BCHMs were reported, while when it is located close to the boundary of the feasible domain, a vector-wise strategy, referred to as inverse-parabolic, performs the best.

The currently most extensive study on the influence of BCHMs on DE performance was presented in [4]. Biedrzycki et al analysed the impact of different correction methods on the dynamics of the population, convergence speed, and global optimisation efficiency. They found that the choice of the method could significantly influence the mean and variance of the mutant population distribution, especially for high-dimensional problems. They also observed that adaptive DE variants were less sensitive to the choice of strategy than non-adaptive ones. The best behaviour was induced by strategies midpoint (the corrected component is in the range defined by the corresponding component of the target/base vector and the violated limit) and mirroring. This motivated us to include in the analysis BCHM variants based on a reference vector identical to the target individual.

In [19], Kreischer et al recommend mirroring and projection to an interior point of the feasible region, followed by midpoint target as strategies which perform well when coupled with DE , in terms of the number of successful runs and the quality of the solutions obtained, in the case of CEC 2017 benchmark. Martinez et al [9] present results on nine different strategies (including midpoint target, mirroring, and projection) applied in the case of four real-world constrained optimisation problems. The main finding is that the effectiveness of the BCHMs depends on the problem, but, in general, projection on the bounds was the most effective.

In [5], Boks et al. investigated the effect of BCHMs on the performance of DE with a wide range of mutation operators and crossover
methods using the BBOB benchmark. They found that no single BCHM was optimal for all configurations and function groups, but recommended reinitialization at least in the case of binomial crossover. Resampling was found to be successful in the majority of the cases considered. This remark motivated us to include in the analysis a method which preserves characteristics of the population distribution, i.e. the proposed Beta correction (see Section 2.2.1).

Addressing the problem that none of the investigated BCHMs is able to deal with particularities of various landscapes and search strategies, in [15], Castillo et al proposed an interesting adaptive scheme for selecting the BCHM that is appropriate for a specific search landscape and search stage.

Unlike most of the previous works, which focus on the competition between the analysed methods, the current paper aims to also identify similarities between BCHMs as well as grouping patterns with respect to search behaviour.

## 4 BOUND CONSTRAINT VIOLATION PATTERNS

The aim of this section is to present an analysis of the similarities between functions belonging to the benchmarking test suites SBOXCOST and BBOB with respect to the number of cases where a BCHM is activated.

### 4.1 Quantification of bound constraint violation

The number of cases where a BCHM is activated and interferes with the search process is related to: (i) the ratio of infeasible trial individuals, i.e. the number of individuals obtained by DE mutation and crossover that contain at least one component which is outside the bounding box, divided by the total number of trial individuals; (ii) the ratio of mutated components (included in trial individuals) that are generated out of the bounding box; this ratio is considered in the following as an approximation of the bound violation probability. In the case of component-wise methods, the amount of BCHM activation depends on the bound violation probability, while in the case of vector-wise methods, it is related to the ratio of infeasible elements.

### 4.2 Experimental setup

To identify bound violation patterns and groups of test functions with similar characteristics, we used the following setup:

- Test functions: all 24 functions $(n=20)$ from instances 1-5 and 101-110 of the SBOX-COST and BBOB test suites;
- Methods: DE/rand/1/bin-none $(N=50, F=0.5, C R=0.5)$; L-SHADE-none ( $N_{\text {init }}=18 n, p \in\left[2 / N_{c r t}, 0.2\right]-p b e s t ~ i s ~ s e l e c t e d ~$ between the first $p \%$ top-ranked individuals, archive size of 6 [25]);
- Stopping condition: $n_{f e}=10000 n$.

The information collected during the experiments ${ }^{3}$ is the ratio of infeasible components (estimation of bound violation probability, obtained as average on five independent runs). Since the purpose of the experiment is to analyse the characteristics of the test functions and not of the BCHMs, all infeasible elements have been discarded, i.e. similar to the death penalty method and the dismiss strategy

[^3]

Figure 1: Dendrograms corresponding to agglomerative clustering with complete linkage on cosine similarities between the bound violation probabilities corresponding to all test functions of the suite. Methods: DE/rand/1/bin (left column) and LSHADE (right column) on SBOX-COST (top row) and BBOB (bottom row) benchmark suites. Instances: 1-5.
in [7]. In the case of SBOX-COST this is implicitly ensured by the DE selection, as fitness value of infeasible elements is infinite.

### 4.3 Results

Figure 1 illustrates how the functions of the first 5 instances of the SBOX-COST and BBOB suites can be grouped with respect to the evolution of the probability of bound violation. The grouping is based on the application of agglomerative clustering on the cosine similarities between the vectors obtained by concatenating the bound violation probability values collected during the number of generations corresponding to the allocated $n_{f e}$ budget. Functions that are typically clustered together, based on the L-SHADE behaviour (see Fig. 2), are: (i) $\{F 5, F 16, F 23\}$ - the ratio of infeasible components has a nonmonotonous evolution, being around 0.1 after 1000 generations; this would mean that around $10 \%$ of the trial components are transformed by a BCHM; (ii) $\{F 19, F 20, F 24\}$ - for these functions, the bound violation probability decreases quickly to values smaller than $10^{-2}$, then, during the remaining generations, an infeasible individual is occasionally generated; (iii) $\{F 3, F 4\}$ after a quick decrease, the bound violation probability increases, reaches a maximum in the range $0.03-0.06$, then decreases to 0 by 500 -th generation; (iv) $\{F 12, F 13, F 14\},\{F 17, F 18\}$ - the bound violation probability is non-zero in the first 100-150 generations and after that no infeasible individuals are generated.

The grouping patterns identified for the bound violation probabilities can also be observed for the performance values (see the error values for all functions and all analysed BCHMs in Fig. 3).

## 5 CONVERGENCE BEHAVIOUR PATTERNS

A desirable behaviour of DE is when the population convergence is synchronised with the convergence to the optimum, e.g. the population concentrates on the optimum. This means that when the population diversity becomes small enough, the best element in the population is close enough to the optimum. The case when the population lost all diversity before reaching the optimum corresponds to premature convergence, while the case when the solution is not localised even if the population is still diverse is caused by the inability of the search process to progress toward the solution (one of these behaviours corresponds to stagnation).

### 5.1 Experimental setup

To identify the type of behaviour induced by BCHMs when combined with L-SHADE (with the configuration specified in Section 4.2) on SBOX-COST functions, we collected results corresponding to the following cases (all reported results are averages over 5 independent runs):

- Good behaviour (GB). The difference between the best element value in the population and the optimal value is smaller than $10^{-6}$ and the population variance calculated per component is smaller than $10^{-8}$. This means that the population converged and the solution was localised.
- Solution found (SF). The error is smaller than $10^{-6}$, but the population is not convergent (variance greater than $10^{-8}$ ).
- Premature convergence (PC). The variance is smaller than $10^{-8}$ but the error is larger than $10^{-6}$.


Figure 2: Empirical estimation of bound violation probabilities averaged over 30 runs of L-SHADE (with infeasible individuals discarded) in the case of SBOX-COST functions (instances 1-5).

- Bad behaviour (BB). Both the variance of the population and the error are greater than the thresholds.


### 5.2 Results

Figure 4 illustrates the behavioural differences between the BCHMs analysed together with the test functions. One remark is that the vector-wise BCHMs using the population mean or that using a pbest element are more prone to premature convergence. On the other hand, for the first 14 functions (F1-F14), at least one BCHM leads to the solution, while for the last ten, except for F17, none of the cases is successful.

## 6 TOWARDS ADAPTIVE BCHM

The variability in the behaviour of BCHMs for different fitness landscapes makes their choice in the general setting rather difficult. As in the case of other algorithmic components or control parameters, the idea of adaptive selection seems natural. A first approach in this direction was proposed in [15] where for each infeasible individual, a method is selected from a pool of four BCHMs. The selection is stochastic, being based on a probability distribution adjusted every 25 generation by using the success ratio of each of the BCHMs in the pool. The design of an adaptive BCHM requires: (i) a diverse enough pool of methods; (ii) an adaptive selection strategy. Figure

5 illustrates the cosine similarities between different BCHMs computed using various characteristics (ratio of infeasible components, the evolution of the best-so-far values and the population variance). It can be seen that the results are in line with the particularities of the BCHMs . For example, with respect to the probability of bound violation, Sat is in the same group as vector-wise methods (all of which lead to corrected elements on the boundary). On the other hand Beta correction is in the same group as Dismiss both with respect to the bound violation probability and with respect to population variance (since both aim to preserve the current distribution of the population). As a first step toward the design of an adaptive BCHM, we selected from the groups generated using the best-sofar values (middle dendrogram in Fig. 5) the following methods: VectorBest (because of its atypical behaviour and the best performance for $F 8, F 22$, and $F 23$ ), ExpBest (best performance for $F 4, F 7, F 9, F 10, F 14$, and $F 24$ ), Sat (best performance for $F 5, F 12$, F15), VectorTarget (best performance for F11, F17, F18), Beta (best performance for $F 19, F 20, F 21$ ). The performance is assessed by ranking, for each test function, all BCHMs using Glicko2 rating [26] from the IOHAnalyzer platform [27] with 50 games. The adaptation of the probability distribution used for selection is based on that proposed in [15]. Preliminary results revealed an average performance of the adaptive variant (see Figure 4, last column in each subfigure), suggesting that more analysis is necessary to design an effective adaptive variant.


Figure 3: L-SHADE error values ( $\log$ scale, averaged over 30 runs, $n_{f e}=5000 \mathrm{n}$ ). SBOX-COST functions F1-F24, instance 1.


Figure 4: Comparison of BCHMs with respect to the convergence behaviour of L-SHADE on instances 1-4 (left to right): GB (in yellow) means solution localized and convergent population; SF (in green) means solution localized and non-convergent population; PC (in blue) means convergent population but solution not localized, i.e. premature convergence; BB (in violet) means solution not localized and still diverse population.


Figure 5: Dendrograms corresponding to agglomerative clustering with complete linkage on cosine similarities between the vectors corresponding to the evolution of (i) estimated bound violation probability (ratio of infeasible components) (ii) best-so-far values; (iii) population variance. Method: L-SHADE; test suite: SBOX-COST (first 5 instances).

## 7 CONCLUSIONS

The conducted analysis revealed the following remarks: (i) for most of the SBOX-COST functions, infeasible individuals are generated only in the first generations, leading to a negligible impact of BCHMs (e.g. F9); (ii) there are functions (e.g. F16, F23) with non-zero bound violation probability even after 1000 generations; (iii) the guiding role of the BCHM, ensured by using a reference
vector, is important (ExpBest, ExpTarget, VectBest, VectTarget led to best results in half of the SBOX-COST functions); (iv) preservation of the DE population or search characteristics (specific to Beta and VectTarget) proved to be useful for some functions (F21; $F 11, F 17, F 18$ ). Finally, when considering BCHMs as algorithmic components of search metaheuristics, we believe that identifying
guidelines for the design of adaptive correction methods is a path to follow.
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[^1]:    ${ }^{1}$ BCHM is also referred to as a strategy of dealing with infeasible solutions (SDIS) [18].

[^2]:    ${ }^{2}$ accessible through IOHProfiler [10]
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