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ABSTRACT
A Content-based Time Series Retrieval (CTSR) system is an informa-

tion retrieval system for users to interact with time series emerged

from multiple domains, such as finance, healthcare, and manufac-

turing. For example, users seeking to learn more about the source

of a time series can submit the time series as a query to the CTSR

system and retrieve a list of relevant time series with associated

metadata. By analyzing the retrieved metadata, users can gather

more information about the source of the time series. Because the

CTSR system is required to work with time series data from diverse

domains, it needs a high-capacity model to effectively measure the

similarity between different time series. On top of that, the model

within the CTSR system has to compute the similarity scores in an

efficient manner as the users interact with the system in real-time.

In this paper, we propose an effective and efficient CTSR model that

outperforms alternative models, while still providing reasonable

inference runtimes. To demonstrate the capability of the proposed

method in solving business problems, we compare it against alterna-

tive models using our in-house transaction data. Our findings reveal

that the proposed model is the most suitable solution compared to

others for our transaction data problem.

CCS CONCEPTS
• Information systems→ Information retrieval;Datamining;
• Computing methodologies→ Neural networks; • Applied
computing→ Electronic funds transfer.
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1 INTRODUCTION
Time series is a common data type analyzed for a variety of ap-

plications [9]. For example, time series from different sensors on

manufacturing machines are examined by engineers for identifying

ways to improve factories’ efficiency, various biometric time series

are studied by doctors for medical research, and multiple streams of

time series from operating payment network are monitored for un-

usual activities. As a large volume of time series data are becoming

available from various sources, it is essential to develop an effective

system to help users browse time series databases. In this paper,

we refer to such a system as a Content-based Time Series Retrieval
(CTSR) system. This system is designed to retrieve relevant time

series from a database when given a query time series.

To understand what a CTSR system is and how it can help users,

let us consider the use case presented in Fig. 1. Suppose a user comes

across a time series without any associated meta data. The time

series could be a power consumption time series or data records

from other sensors. The user wants to identify the possible source

of the time series and recover the missing information. To solve this

problem, the user queries the CTSR system
1
with the time series,

and the system returns a ranked list of similar time series with

associated meta data. In this example, five out of the top six returned

time series are power consumption signatures for microwave ovens.

Consequently, the user is able to infer that the unknown time series

is most likely a microwave oven’s power consumption signature.

Hence, the CTSR system helps the user in recovering the missing

information about time series.

We have two primary design goals when building our CTSR

system: 1) to effectively capture various concepts in time series

from different domains, and 2) to be efficient during inference, given

the real-time interactions of users with the system. To identify the

most suitable distance or similarity function for our system, we

conducted a benchmark experiment using two distance functions

and five neural network models (see Section 3). From the seven

1
The query time series may or may not exist in the database of the CTSR system.
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3. relevant
time series

Content-based 
Time Series 
Retrieval System

[b][a] [a] [a] [a] [a]
[a] power consumption signatures for microwave ovens
[b] aggregated power consumption signature for a household

2. query
1. What is            ?

4. it is probably the  power 
consumption signature for 
a microwave oven

Figure 1: The use case for a Content-based Time Series Re-
trieval (CTSR) system where the database consists of time
series from multiple domains.

tested methods, the Residual Network 2𝐷 (RN2D) outperforms the

other methods with statistical significance. However, the RN2D

method failed to meet the second design goal. Its average query

time was 32 seconds, while most of the other rival methods’ query

times were below 0.04 seconds (refer to Table 1). In other words,

while the RN2D method proved to be the best model in terms of

accuracy, it may not be ideal for building our system if we aim to

guarantee a reasonable response latency.

The main reason for the drastic difference in inference time is

the difference in the role of the neural network. In faster methods

(i.e., the methods with query time less than 0.04 seconds), the neural

network serves purely as a feature extractor, and the distance is

computed using Euclidean distance (see Fig. 2.a). Therefore, we only

need to project each time series in the database to Euclidean space

once using the neural network before inference. During query time,

the neural network only needs to project the query time series to

the same Euclidean space, and the distance computation can be

efficiently performed in this space. On the other hand, the RN2D

model serves as both the feature extractor and distance function as

shown in Fig. 2.b. Thus, the RN2D model is invoked each time the

distance is computed. In cases where there are 𝑛 time series in the

database, the faster method only requires one invocation of the

neural network for the query. In contrast, the RN2D model invokes

𝑛 times, drastically increasing the runtime.

(a) (b) (c)

for each item i 
in database

distance
function

modelmodel

feature

distance i

query item i

for each item i in 
database

RN2Dw/T
model

distance
function

RN2Dw/T
model

feature

distance i

query
templates

… item i

for each item i in 
database

RN2D 
model

distance i

query item i

Figure 2: The design of the neural network can greatly impact
the inference time.

To leverage the advantages of the best available model (RN2D) for

our CTSR system, we propose a novel model architecture based on

the RN2D model with improved efficiency, called Residual Network
2𝐷 with Template Learning (RN2Dw/T). As illustrated in Fig. 2.c,

we incorporate a template (landmark) learning mechanism into the

input of the RN2D model (Fig. 2.b) and modify the model to output

feature vectors instead of distance values. Unlike the RN2D method,

the RN2Dw/T model functions solely as a feature extractor. Our

proposed RN2Dw/T achieves comparable effectiveness to the RN2D

method while maintaining an average query time of less than 0.04

seconds (see Table 1). Our results provide strong evidence that an

effective and efficient CTSR system with the proposed RN2Dw/T

model can be a valuable tool for businesses in various industries.

2 BACKGROUND
In this section, we will begin by providing the problem statement,

and then we will review relevant works from the literature.

2.1 Problem Statement
The CTSR problem is formulated as follows:

Problem 1.Given a set of time series X = [x1, · · · , x𝑛] and any

query time series q, we want to obtain a relevance score func-

tion 𝑓 (·, ·), which satisfies the property that 𝑓 (x𝑖 , q) > 𝑓 (x𝑗 , q) if
x𝑖 is more relevant to q than x𝑗 .
The scoring function can be either a predefined similarity func-

tion or a trainable function that is optimized using the metadata

associated with each time series in X.
2.2 Related Work
There are two major ways to formulate the time series retrieval

problem [13, 24, 28, 32, 46]. The first is known as the time series

similarity search problem, which focuses on finding the top 𝑘 time

series that aremost similar to a given query based on a fixed distance

function [3, 24, 25, 28, 46]. For efficiency, techniques such as lower

bounding [28], early abandoning [28], and/or indexing [25] are

commonly used. This type of research differs from our goal (i.e.,

Problem 1).

The second type of problem formulation is more aligned with

our problem statement, where the objective is to develop a model or

scoring function to aid users in retrieving relevant time series from a

database based on the query time series submitted. We searched for

relevant literature and found only one paper [32]. Their proposed

model was intended for multivariate time series analysis. If we were

to adapt it for our univariate time series problem, the resulting

model would essentially be a standard long short-term memory

network [15]. Consequently, we expanded our literature review

further to identify effective distance measures and models for time

series data, regardless of their specific application.

The Euclidean distance and dynamic time warping distance are

popular tools for analyzing time series data. They are widely used in

various tasks such as similarity search, classification, and anomaly

detection [9, 13, 22, 28, 44]. We can readily apply both distance

functions to our problem, and therefore, we include them in our

experiments. Another family of methods that can be used in our

problem is neural networks. For example, long short-term memory

networks [15, 17, 18, 20, 45], gated recurrent unit networks [7,

20, 45], transformers [5, 19, 20, 35, 45], and convolutional neural

networks [16, 29, 39] have shown effectiveness in tasks such as

time series classification, forecasting, and anomaly detection. Thus,

we also include these neural network models in our experiments.

3 METHOD
In this section, we begin by presenting six common baseline meth-

ods. Following that, we introduce the Residual Network 2𝐷 (RN2D)

method and contrast its benefits with the other baseline methods.
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Once we have introduced the RN2D method, we will present the

proposed Residual Network 2𝐷 with Template learning (RN2Dw/T)

method, which solves the efficiency issue associated with the design

of RN2D. The six common baseline methods are:

• Euclidean Distance (ED): We compute the Euclidean distance

between the query time series and the time series in the collection.

Then, we sort the collection based on the distances. This is the

simplest approach for solving the CTSR problem.

• Dynamic Time Warping (DTW): This method is similar to

the ED baseline, but uses the DTW distance instead. The DTW

distance is considered as a simple yet effective baseline for time

series classification problems [2, 9, 28]. Therefore, it is crucial to

include this method in our CTSR benchmark.

• Long Short-TermMemory network (LSTM): The LSTM is one

of the most popular Recurrent Neural Networks (RNNs) used for

modeling sequential data [15, 20, 45]. In this work, we optimize

LSTM models using the Siamese network architecture [6] (see

Fig. 2.a).

• Gated Recurrent Unit network (GRU): The GRU is another

popular RNN architecture widely used for modeling sequential

data [7, 20, 45]. To optimize the GRU model, we applied a similar

approach as for the LSTM model, wherein we replaced the LSTM

cells in the RNN architecture with GRU cells.

• Transformer (TF): The transformer is an alternative to the

RNNs for sequence modeling [5, 19, 20, 35, 45]. To learn the

hidden representation for the input time series, we utilized the

transformer encoder proposed in [35]. We replaced the RNNs

used in the previous two methods (i.e., LSTM and GRU) with

transformer encoders, resulting in a transformer-based Siamese

network architecture instead of an RNN-based one.

• Residual Network 1D (RN1D): The RN1D is a time series clas-

sification model inspired by the success of residual networks

in computer vision [14, 39]. It employs 1𝐷 convolutional layers

instead of 2𝐷 convolutional layers [14, 39] and is first proposed

in [39]. Extensive evaluations conducted by [16] have demon-

strated that the RN1D design is among the strongest models for

time series classification. We once again optimize this model in a

Siamese network fashion [6] (see Fig. 2.a).

Both the ED and DTW methods require no training phase as

they have no parameters to optimize. The DTWmethod is the more

effective method of the two for time series data, because it considers

all alignments between the input time series [28]. The computation

of DTW distance can be abstracted into a two-stage process. In the

first stage, a pair-wise distance matrix 𝐷 ∈ R𝑤×ℎ is computed from

the input time series a = [𝑎1, · · · , 𝑎𝑤] (where𝑤 is the length of a)
and b = [𝑏1, · · · , 𝑏ℎ] (whereℎ is the length of b) as𝐷 [𝑖, 𝑗] = |𝑎𝑖−𝑏 𝑗 |.
In the second stage, a fixed recursion function is applied to 𝐷 , i.e.,

𝐷 [𝑖, 𝑗] ← 𝐷 [𝑖, 𝑗] + min(𝐷 [𝑖 − 1, 𝑗], 𝐷 [𝑖, 𝑗 − 1], 𝐷 [𝑖 − 1, 𝑗 − 1]), for
each element in 𝐷 . Consequently, the DTW method can be viewed

as running a predefined function on the pair-wise distance matrix

between the input time series.

The remaining four baseline methods use the Siamese network

distance learning framework (refer to Fig. 2.a) and employ high-

capacity
2
neural network models, i.e., LSTM, GRU, TF, and RN1D,

to learn the hidden representation of the input time series. These

2
We use the term capacity to describe the expressiveness [23] of a model.

representations are used to compute the distance between two time

series, and the models are learned using the optimization procedure

detailed in Section 3.3. Once the model is optimized, the hidden

representations of each time series in the database are extracted

before deployment. When a user submits a query, we only need

to apply the model to the query time series to extract its hidden

representation because the hidden representations of each time

series in the database are already extracted before query time. Then,

the distances between the query and each item in the database are

computed using the Euclidean distance.

3.1 Residual Network 2D
The Residual Network 2D (RN2D) method (Fig. 3) combines the best

of both worlds (i.e., DTW and neural network). The RN2D method

takes advantage of the rich alignment information from the pair-

wise distance matrix, similar to the DTWmethod. However, instead

of using a fixed function, the RN2D method uses a high-capacity

neural network as the function, making use of an expressive model

like the four neural network baselines. Fig. 3.a shows the building

block, while Fig. 3.b shows the overall model. Please see [34] for a

detailed description of each module in Fig. 3.

(a) Building block (b) Network

relu

relu

input

output

+

2D conv, 3x3 
/2, nneck->nneck

relu

2D conv, 1x1
nin->nneck

2D conv, 1x1
nneck->noutblock

nin->nneck->nout

input

output

2D conv, 1x1
/2, nin->nout

input 1 input 2

output

x 8block
64->16->64

2D conv, 7x7
/2, 1->64

get a pairwise 
distance matrix

relu

global avg 
pooling

linear 
64->1

Figure 3: The building block and network designs for the
Residual Network 2𝐷 (RN2D) model are shown in Fig. 3.a and
Fig. 3.b, respectively.

As shown in Fig. 2.b, we cannot extract the hidden representa-

tions of each time series in the database before deployment when

using RN2D, unlike the methods using the Siamese network frame-

work. If there are 𝑛 time series in the database, we need to run

RN2D 𝑛 times during query time to compute the distance between

the query time series and each time series in the database. In con-

trast, the methods using the Siamese network framework only

need to run the model once during query time, making the RN2D

method an order of magnitude slower
3
. To address the efficiency

issue of RN2D, we propose the Residual Network 2𝐷 with Template

Learning method, which we will introduce in the next section.

3.2 Residual Network 2D with Template
Learning

We propose the Residual Network 2𝐷 with Template Learning

(RN2Dw/T) to address the efficiency issue of RN2D. This method

is designed to be as effective as the RN2D method while being

3
The claim is based on our observation of the experimental results presented in Table 1.
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an order of magnitude faster. Fig. 4 illustrates the design of the

RN2Dw/T model.

block
64->16->64

2D conv, 7x7
/2, 32->64

relu

get pairwise 
distance matrices

global avg 
pooling

linear 
64->64

x8

input

output

D1 … D32

…get a pairwise 
distance matrix

input

get a pairwise 
distance matrix

stack matrices 
into a tensor

D32
D1

template 1 template 32…

Figure 4: The proposed Residual Network 2𝐷 with Templates
Learning (RN2Dw/T) model.

The proposed RN2Dw/T model begins by computing a set of

pairwise distancematrices between the input time series and a set of

templates. These distance matrices are computed as follows: Given

an input time series a = [𝑎1, · · · , 𝑎𝑤] and the 𝑘th template t𝑘 =

[𝑡𝑘,1, · · · , 𝑡𝑘,𝑤], the 𝑘th distance matrix 𝐷𝑘 ∈ R𝑤×ℎ is computed

with 𝐷𝑘 [𝑖, 𝑗] = |𝑎𝑖 − 𝑡𝑘,𝑗 |. We compute the distance matrix for

each of the 32 templates, resulting in 32 𝑤 × ℎ matrices. The 32

templates are learned during the training phase as part of model

parameters and are reference time series that help the model project

the input time series to Euclidean space using the RN2D design.

Next, we stack the 32 𝑤 × ℎ matrices together to create a tensor,

𝐷 ∈ R𝑤×ℎ×32. This tensor is the output of the pairwise distance
matrix computation step.

Similar to the RN2D model (as shown in Fig. 3.a), we employ

a 7 × 7 convolutional layer with a step size of two to project the

tensor 𝐷 onto R𝑤/2×ℎ/2×64 space. After applying a ReLU layer, the

resulting intermediate representation passes through eight building

blocks with the 64→16→64 configuration. Next, we apply a global

average pooling layer to reduce the spatial dimensions, resulting in

a size-64 vector. Finally, we use a linear layer to further process this

vector into a size-64 vector, which serves as the final representation

of the input time series.

For RN2Dw/T model, the feature of the input time series is com-

puted based on the pairwise distance matrices between the input

time series and the learned templates. This allows us to use the

trained RN2Dw/T model to extract the feature vectors for all the

items in the database before deployment, and we only need to do

this feature extraction step once. After deployment, when a query

time series is obtained, we only need to extract its feature vec-

tor, after which we can efficiently compute the Euclidean distance

between the query feature vector and the pre-computed feature

vectors from the database. However, if the RN2D model is used

in the system, we would need to reprocess all items in the data-

base whenever we receive a new query, which would considerably

increase the query time.

The proposed RN2Dw/T method bears some resemblance to the

Nyström approximation method for kernel learning [12, 40], in

that both involve using a subset of samples to replace the train-

ing dataset. This similarity highlights how RN2Dw/T can achieve

similar performance to RN2D, just as the Nyström method can

approximate the exact kernel. The RN2Dw/T model has a similar

capacity to the RN2D model, but it also enables a more efficient

query mechanism, which is crucial when designing a real-world

CTSR system.

3.3 Optimization
The loss function used in our study is the BPR loss [31], which is

appropriate for the CTSR problem since it is a learning-to-rank prob-
lem. Given a batch of training data B = [T0, · · · ,T𝑚], the loss func-
tion is defined as:

∑
(t𝑖 ,t𝑖,+,t𝑖,− ) ∈B − log𝜎 (𝑓\ (t𝑖 , t𝑖,+) − 𝑓\ (t𝑖 , t𝑖,−)),

where𝑚 is the batch size, 𝜎 (·) is the sigmoid function, and 𝑓\ (·, ·)
is the model. Each sample in the batch is a tuple T𝑖 that contains
the query (or anchor) time series t𝑖 , the positive time series t𝑖,+, and
the negative time series t𝑖,− . We used the AdamW optimizer [21]

to train our models.

4 EXPERIMENT
In this section, we present the results of our experiments on a CTSR

benchmark dataset created from the UCR Archive [9] and an in-

house transaction dataset based on a real business problem (see

Fig. 9). Neural network-based methods were implemented using

PyTorch [27], and the model with the best average NDCG@10 score

on the validation data was selected for testing. We used SciPy [36]

to compute ED and Tslearn [33] to compute DTW. Further details

including source code and hyper-parameter settings can be found

in the project website [34].

4.1 UCR Archive
We created the CTSR benchmark dataset from the UCR Archive [9],

which is a collection of 128 time series classification datasets from

various domains such as motion, power demand, and traffic. The

UCR Archive is widely used for benchmarking time series classifica-

tion algorithms [2, 16, 39]. We convert the UCR Archive to a CTSR

benchmark dataset using the steps listed on the project website [34].

The resulting dataset consists of 136,377 training time series, 17,005

test queries, and 17,005 validation queries.

To measure the performance of different retrieval methods, we

computed common information retrieval metrics, including preci-

sion at 𝑘 (Prec@𝑘), average precision at 𝑘 (AP@𝑘), and normalized

discounted cumulative gain at 𝑘 (NDCG@𝑘), for each query. The

performance measurements at 𝑘 = 10 for each of the 17,005 test

queries are averaged and presented in Table 1. When comparing dif-

ferent methods, we also conducted two-sample t-tests with 𝛼 = 0.05

to test for statistical significance. Please refer to [34] for the com-

plete results of the significance tests. The reported query time is

the average time taken to compute relevant scores between a query

and the 136,377 time series in the training dataset. We computed

the average query time by using 1,000 different time series from

the test data as the query. Table 1 allows for easy comparison of

different methods based on different performance measures.

Firstly, we focus our discussion on the three performance mea-

surements: PREC@10, AP@10, and NDCG@10. When comparing

the performance of the two non-neural network baselines (ED

and DTW), we observed that DTW significantly outperforms ED
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Table 1: The proposed RN2Dw/Tmethod is both effective and
efficient. The query times are measured in seconds.

Method PREC@10 AP@10 NDCG@10 Query Time

ED 0.7316 0.7655 0.7499 0.0353

DTW 0.8562 0.8792 0.8693 36.1224

LSTM 0.9205 0.9277 0.9260 0.0169

GRU 0.9221 0.9285 0.9273 0.0084

TF 0.9146 0.9212 0.9199 0.0029

RN1D 0.9086 0.9164 0.9146 0.0366

RN2D 0.9266 0.9342 0.9325 32.0752

RN2Dw/T 0.9286 0.9343 0.9336 0.0181

in all three performance measurements. This suggests that using

alignment information helps with the CTSR problem, and simi-

lar conclusions have been drawn for the time series classification

problem [2].

When considering the first four neural network baselines (i.e.,

LSTM, GRU, TF, and RN1D), all of them significantly outperform

the DTW method. This demonstrates that using a high-capacity

model helps with the CTSR problem. One possible reason for this

is that the CTSR dataset consists of time series from many different

domains [9], and higher capacity models are required for learning

diverse patterns within the data. Among the four methods, GRU

and LSTM outperform the other two methods significantly in all

three performance measurements; GRU performs slightly better

compared to LSTM, but the difference is not statistically significant.

The RN2D method, a high-capacity model utilizing alignment in-

formation, significantly outperforms all other methods according to

the t-test results. When comparing the RN2Dw/T method with the

RN2D method, the RN2Dw/T method achieves higher performance

in all three performance measurements, although the difference is

not significant. Thus, both the proposed RN2Dw/T method and the

RN2D method can be considered the best performing methods for

the CTSR dataset in terms of the three performance measurements.

When considering the query time, the eight tested methods can

be grouped into two categories: slower methods (i.e., DTW and

RN2D) with a query time of over 30 seconds, and faster methods

(i.e., ED, LSTM, GRU, TF, RN1D, and RN2Dw/T) where each query

takes less than 0.1 seconds. The main difference between the faster

and slower groups is that all fast methods compute the relevance

score in Euclidean space, while the slower methods compute the

scores in non-Euclidean spaces. Overall, the proposed RN2Dw/T

method is the best method as it is effective in retrieving relevant

time series and efficient in terms of query time.

Following many prior works in time series classification [2, 16],

we constructed a critical difference (CD) diagram to compare the

performance of different methods. The CD diagram (see Fig. 5)

shows the average rank of each method based on a performance

measurement and indicates whether two methods exhibit a signifi-

cant difference in performance based on the Wilcoxon signed-rank

test (𝛼 = 0.05). The conclusion is consistent with the findings pre-

sented in Table 1.

In Fig. 6, we present the results of the performancemeasurements

using various values of𝑘 ranging from 5 to 15. This is done to ensure

that the conclusions drawn from Table 1 and Fig. 5 are not limited to

our particular choice of 𝑘 . To improve readability, we have omitted

ED and DTW from the figures since their performance is much

worse than the other methods.

12345678

5.49ED
4.91DTW
4.49RN1D
4.38TF 4.26 LSTM

4.22 GRU

4.14 RN2D

4.12 RN2Dw/T

NDCG@10

Figure 5: We also construct the CD diagram for PREC@10
and PR@10, the conclusion remains the same.
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k
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0.94
PREC@k

5 10 15
k

AP@k

5 10 15
k

NDCG@k

LSTM GRU TF RN1D RN2D RN2Dw/T

Figure 6: The proposed method outperforms the others with
different settings of 𝑘 for each performance measure.

As shown in Fig. 6, the proposed RN2Dw/T method achieves the

best performance across different values of 𝑘 for all three perfor-

mance measurements. The order of the remaining methods from

best to worst is: RN2Dw/T, RN2D, GRU, LSTM, TF, and RN1D. These

results are consistent with the findings presented in Table 1 and

Fig. 5.

The proposed RN2Dw/T method introduces an additional hyper-

parameter: the number of templates used to compute the pairwise

distance matrices (see Fig. 4). We experimented with various set-

tings, including 8, 16, 24, 32, 40, and 48, and the results are pre-

sented in Fig. 7. The performance of RN2Dw/T is similar to that

of the RN2D method, regardless of the hyper-parameter setting.

One potential reason for the lack of sensitivity of RN2Dw/T to

this hyper-parameter setting is that the performance of the learned

representation is not influenced by the specific shape of templates.

A similar phenomenon can be observed in various shapelet-based

methods [10, 30, 41]. We chose to set the number of templates to

32 based on its performance on the validation set.

8 16 24 32 40 48
number of template

0.90

0.94
PREC@10

8 16 24 32 40 48
number of template

AP@10

8 16 24 32 40 48
number of template

NDCG@10

validation test

Figure 7: The proposed RN2Dw/T method is not sensitive to
the number of template settings. The gray horizontal line
marks the test performance of the RN2D method.
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Next, in Fig. 8, we present the top eight retrieved time series using

different methods. We selected two queries with different levels of

complexity from the test dataset. The simpler query consists of a

single cycle of a pattern, while the complex query contains periodic

signals. Periodic signals in complex queries typically require shift-

invariant distance measures [26] to retrieve relevant items correctly.

This figure demonstrates that the CTSR problem is challenging, as

even irrelevant time series are visually similar to the query.

DTW
LSTM
GRU
TF

RN1D

RN2Dw/T
RN2D

ED

query top 1 top 2 top 3 top 4 top 5 top 6 top 7 top 8

DTW
LSTM
GRU
TF

RN1D

RN2Dw/T
RN2D

ED

query top 1 top 2 top 3 top 4 top 5 top 6 top 7 top 8

Figure 8: The top eight items of a given query time series were
retrieved by different methods. The retrieved time series is
colored red if it is relevant and black if it is irrelevant.

Examining the retrieved time series for different methods, we

make the following observations: The ED method struggles with

the more complex query because it cannot align the query to rel-

evant time series. The DTW method outperforms the ED method

on the complex query, but its alignment freedom hurts its perfor-

mance on the simple query. The four neural network baselines

(i.e., LSTM, GRU, TF, and RN1D) perform better than both ED and

DTW methods when considering both queries. However, none of

these baselines outperforms both the RN2Dw/T and RN2Dmethods,

which reliably retrieve relevant items.

4.2 Transaction Time Series
To evaluate the effectiveness and efficiency of different CTSR sys-

tem designs in addressing the problem presented in Fig. 9, we con-

structed a transaction time series dataset for testing these solutions.

The dataset comprises 160,014 training time series, 19,993 test

queries, and 19,992 validation queries, each representing the time

series signature for a merchant, with a length of 168. For a retrieved

time series given a query time series, we consider the retrieved

time series a relevant item from the database if it belongs to mer-

chants of the same business type as the query time series. If the

retrieved time series is from another business type than the query

time series, it is considered an irrelevant item. We calculate the

performance measurements at 𝑘 = 10 for each of the 19,993 test

queries, and present the average results in Table 2. Only faster deep

1. Is Merchant A really 
a restaurant?

4. Merchant A is more 
likely a grocery store.

Merchant A
“restaurant”

Investigator

Content-based 
Time Series 
Retrieval System

2. query3. relevant
time series

grocery

pharmacy

grocery
grocery

Figure 9: The use case for a CTSR system with transaction
time series.

learning methods (i.e., LSTM, GRU, TF, RN1D, and RN2Dw/T) were

tested on the transaction time series, as these methods were the

clear winners from the experiments conducted on the UCR archive

CTSR dataset, considering both effectiveness and efficiency. The

proposed RN2Dw/T method is the best performing method, with

the difference in performance between it and the second-best RN1D

method appearing small. However, the difference is statistically sig-

nificant based on two-sample t-tests with 𝛼 = 0.05. All methods

have similar query times (in seconds).

Table 2: The proposed method outperforms the others in all
performance measurements.

Method PREC@10 AP@10 NDCG@10 Query Time

LSTM 0.8798 0.8857 0.8830 0.0194

GRU 0.8503 0.8580 0.8545 0.0093

TF 0.8622 0.8678 0.8652 0.0040

RN1D 0.8941 0.8967 0.8955 0.0687

RN2Dw/T 0.8963 0.8999 0.8982 0.0197

To provide a better user experience, we can further reduce the

query time of the proposed RN2Dw/T system by replacing the exact

nearest neighbor search algorithm with an approximate one. We

compared the performance of the proposed system using both the

exact and approximate nearest neighbor search algorithms. For

the approximate search, we utilized the nearest neighbor descent

method as described in [11], and implemented it using the PyN-

NDescent library [8]. Our results indicate that the query time for

the proposed method is 19.65 milliseconds for exact nearest neigh-

bor search and 0.45 milliseconds for approximate nearest neigh-

bor search. Moreover, the method’s performances (i.e., PREC@10,

AP@10, and NDCG@10) remain exactly the same as presented in

Table 2. In other words, we were able to improve the throughput

by 43X without compromising the method’s performance.

5 CONCLUSION
In this paper, we investigated the Content-based Time Series Re-

trieval (CTSR) problem and tested eight methods (ED, DTW, LSTM,

GRU, TF, RN1D, RN2D, and RN2Dw/T). Our results show that the

proposed RN2Dw/T method outperformed the other methods in

terms of both effectiveness and efficiency. As part of our future

work, we aim to enhance the efficiency of the proposed model

by incorporating low-bit representation techniques, such as those

presented in [1, 4, 37, 38, 43]. Moreover, we have plans to expand

the method’s scope to accommodate multi-dimensional time series

data. Additionally, we aim to tailor the method for application in

an unsupervised setting with pre-training methods [42].
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