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ABSTRACT
Traffic accident prediction is a crucial problem for public safety,
emergency treatment, and urbanmanagement. Existingworks lever-
age extensive data collected from city infrastructures to achieve
encouraging performance based on various machine learning tech-
niques but cannot achieve a good performance in situations with
limited data (i.e., data scarcity). Recent developments in transfer
learning bring a new opportunity to solve the data scarcity prob-
lem. In this paper, we design a novel cross-city transfer learning
framework named CARPG for predicting traffic accidents in data-
scarce cities. We address the unique challenge of predicting traffic
accidents caused by its two fundamental characteristics, i.e., spatial
heterogeneity and inherent rareness, which result in the biased per-
formance of the state-of-the-art transfer learning methods. Specif-
ically, we build cross-city region connections by jointly learning
the spatial region representations for both source and target cities
with an inter-city global graph knowledge transfer process. Fur-
ther, we design an efficient attention-based parameter-generating
mechanism to learn region-specific traffic accident patterns, while
controlling the total number of parameters. Built upon that, we
ensure that only relevant patterns are transferred to each target
region during the knowledge transfer process and further to be
fine-tuned. We conduct extensive experiments on three real-world
datasets, and the evaluation results demonstrate the superiority of
our framework compared with state-of-the-art baseline models.

CCS CONCEPTS
• Computing methodologies → Transfer learning; • Applied
computing → Transportation; Forecasting.
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1 INTRODUCTION
Due to the fast process of urbanization, traffic accidents have be-
come one of the most significant issues to public safety. According
to the report of the World Health Organization (WHO) in 2018,
around 1.35 million people are killed each year because of road
traffic accidents, which are now the leading cause of death for in-
dividuals aged 5 to 29 [20]. Therefore, predicting potential traffic
accidents in the future has been increasingly important to help
stakeholders (e.g., police and department of transportation) with
better planning to prevent accidents and mitigate the impacts.

Various methods have been proposed to enhance the accuracy
of traffic accident predictions. In the early stage, conventional tech-
niques such as decision tree, k-nearest neighbor and FP-Tree are
applied to explore traffic accident risks [2, 16, 19]. Recent works [1,
3, 24, 27, 33, 34] utilize deep neural networks (e.g., Recurrent Neural
Networks (RNN), Convolutional Neural Networks (CNN), Graph
Neural Networks (GNN)) to achieve better performance by captur-
ing complex spatial and temporal correlations of traffic accidents.
However, the common assumption of these works is the availability
of large-scale data, which may not be applicable in many real-world
scenarios where the infrastructures are newly developed or the data
collection mechanism has just started [9, 30]. This is also known as
the issue of data scarcity.

Recent advancements in transfer learning bring a new oppor-
tunity to solve the issue of data scarcity [6, 17, 22, 23]. They gen-
erally follow a common framework with two steps that they first
learn knowledge from data-rich source tasks and then transfer the
knowledge to data-scarce target tasks. Although recent attempts
[15, 18, 29, 31] have shown promising performance in some spatial-
temporal prediction tasks, we argue that spatial heterogeneity
and inherent rareness, as the most prominent characteristics of
traffic accidents [1, 33, 34], can introduce bias to both the knowl-
edge learning and the knowledge transfer steps. We use New York
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Figure 1: Distribution of Daily Traffic Accidents in New York
City over a 7-Day Period Starting from March 2, 2016, Seg-
mented by 3-Hour Time Windows.

City as an example. Fig. 1 shows the distribution of daily traffic
accidents over a period of 7 days in four regions of New York City.
In the knowledge learning step, we deal with spatial heterogeneity,
a phenomenon denoting that traffic accident patterns vary from
region to region. The existing methods cannot address this phenom-
enon because they share the patterns (i.e., parameters) among all
regions in the source city to achieve the best overall performance,
which makes the learned patterns biased to regions with major
traffic accident patterns. For example, if most of the regions in New
York City have similar patterns as Times Square, the patterns of
regions such as Central Park East cannot be well learned. Secondly,
due to inherent rareness of traffic accidents (e.g., only 47 traffic acci-
dents in JFK Airport from 01/01/2016 to 06/30/2016), most regions
in the target city generally only have limited accidents and even
no accidents if the observed duration is short. This leads to the
bias problem in knowledge transfer that the learned patterns from
the source city can be fine-tuned more toward regions with more
accident data than regions with less data.

Intuitively, to solve the above bias problem, the model should
learn unique traffic accident patterns for each region in the source
city and subsequently transfer and fine-tune the learned knowl-
edge in a per-region manner for the target city. However, it is
non-trivial to achieve this due to the following two challenges: 1)
Due to the high-order and dynamic temporal correlations exist-
ing in traffic accidents [11, 12], it is challenging to build inter-city
region connections with only limited data of several days; 2) Learn-
ing region-specific patterns and transferring them at region-level
would result in significantly more parameters than learning shared
patterns among all regions, which would highly increase the chance
of overfitting during the fine-tuning process when there is only
limited data in the target city.

To address these challenges, we propose CARPG for traffic acci-
dent risk prediction via cross-city knowledge transfer. In response
to the first challenge, we use multi-source static information as in-
put and build cross-city region connections via an intra-city region
representation learning module followed by an inter-city global
graph knowledge transfer module. To tackle the second challenge,
we develop an attention-based region-level traffic accident pattern
learning module. The parameters for this module are generated
through a lightweight parameter pool queried by the learned region
representations. This ensures that similar patterns are learned for

similar regions across the source and the target city. On this basis,
we further adopt a freezing mechanism to ensure each target region
will have only relevant patterns transferred from the source city
during the knowledge transfer process, which can be subsequently
fine-tuned. We summarize our contributions as follows:

• To the best of our knowledge, this is the first work to address
the existing transfer learning bias problem in traffic accident
risk prediction for data-scarce cities. This is achieved by first
learning unique traffic accident patterns for each region in
the source city, and then transferring and fine-tuning this
knowledge in a per-region manner in the target city.

• Despite the complexity introduced by the high-order dynam-
ics of traffic accidents, we build an inter-city global graph
to facilitate knowledge transfer and establish cross-city re-
gion similarity connections. An efficient attention-based
parameter-generatingmechanism is designed to learn region-
specific traffic accident patterns, simultaneously controlling
the total number of parameters to prevent overfitting.

• We validate the effectiveness of our proposed framework
through extensive experiments on 6-month real-world pub-
lic datasets of New York City, Chicago, and Nashville. The
results show CARPG outperforms state-of-the-art methods
by up to 12.0% and 15.2% in terms of the regression and
ranking perspectives, respectively.

2 RELATEDWORK
2.1 Traffic Accident Prediction
There have been many efforts focusing on the prediction of traffic
accidents. Early works apply classical techniques such as tree-based
methods [2, 16] and K-nearest-neighbor [19] to this problem but
have dissatisfying performance due to neglecting spatial and tem-
poral correlations of traffic accidents. Recent works [4, 26, 33] have
utilized deep neural networks to capture such correlations and
achieved better performance. For example, Chen et al. [4] utilize
stack denoise autoencoder (SDAE) to predict traffic accident risks
at the city level, and Yuan et al. [33] employ ConvLSTM with the
spatial model ensemble to make predictions in the entire Iowa state.
These days, compared to the traditional CNN, GNN has shown bet-
ter performance in spatial-temporal tasks by taking non-Euclidean
correlations among regions into consideration. Zhou et al. [34] pro-
pose RiskOracle with dynamic graphs to predict traffic accident
risk at the minute level. Wang et al. [27] build multi-view graphs to
model spatial correlations of traffic accidents from different seman-
tic perspectives. An et al. [1] transfer knowledge across regions at
different risk levels to improve performance.

However, all these models are built upon the assumption that
a large amount of data is available to train the model, which may
not be applicable in cities with limited data. Instead, our goal is to
address the data scarcity issue for traffic accident prediction.

2.2 Knowledge Transfer and Reuse
Transfer learning is a promising direction to solve the data scarcity
issue by transferring knowledge from a data-rich source domain to
a data-scarce target domain [21, 36]. A lot of methods [5, 13, 17, 35]
are proposed following this direction, but most of them focus on
transferring knowledge on independent and identically distributed
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data, which is unsuitable for traffic accident data with complex
spatial and temporal correlations. A few attempts have been made
for spatial-temporal knowledge transfer. Wang et al. [29] design a
deep spatial-temporal transfer learning framework based on the
similarity between regions in the source city and target city. To
mitigate the risk of model instability and negative transfer, Yao
first et al. [31] propose to transfer spatial-temporal correlations in
a meta-learning paradigm. Moreover, Jin et al. [15] assign weights
to source regions and conduct selective source training before the
fine-tuning stage to rule out irrelevant knowledge. Lu et al. [18]
conduct spatial-temporal graph learning in the few-shot scenario
and propose to learn node-level metaknowledge frommultiple cities
to enhance feature extraction and knowledge transfer.

However, these models are tailored for common urban events
such as crowd flow, bike volume, and traffic demand. As a result,
they cannot address the transfer learning bias problem caused by
the inherent rareness and spatial heterogeneity of traffic accidents.
In this work, we propose a new framework to address this issue.

3 PROBLEM FORMULATION
Definition 1 (Region). Following prior work [31, 32], we partition
each city into 𝐼𝑐 × 𝐽𝑐 equal-sized grids based on longitude and
latitude coordinates. Each grid represents a region and 𝑐 ∈ {𝑠𝑐, 𝑡𝑐}
denotes either the source city (𝑠𝑐) or the target city (𝑡𝑐). Note that
according to the road network coverage, we only predict traffic
accident risks of𝑁𝑐 regions, where𝑁𝑐 is the total number of regions
that contain road segments within the border of city 𝑐 .
Definition 2 (Features). As one of the most challenging traffic
problems, traffic accidents have complex correlations with multiple
factors. We conduct traffic accident prediction with two groups
of features, i.e., dynamic traffic features and static traffic features.
Depending on the data availability, the dynamic information might
include traffic accident risk, traffic flow, weather, calendar, etc. We
denote dynamic features of all regions within the city 𝑐 at time
interval 𝑡 as 𝑿𝑐,𝑡 ∈ R𝑁𝑐×𝐷 , where 𝑁𝑐 is the number of regions
with road segments within city 𝑐 and 𝐷 is the dimension of dy-
namic features. Considering that we only have dynamic features
available for a few days in the target city, we propose the use of
commonly available static information (e.g., points of interest (POI),
road network data) as a complementary component to dynamic
features. We denote the static features of all regions in the city 𝑐 as
𝒁𝑐 ∈ R𝐼𝑐× 𝐽𝑐×𝑆 , where 𝑆 is the dimension of static features.
Definition 3 (Traffic Accident Risk). Following [4, 27, 34], we
first classify traffic accidents into three types according to the num-
ber of casualties, i.e., 𝒫 = {𝑚𝑖𝑛𝑜𝑟, 𝑖𝑛 𝑗𝑢𝑟𝑖𝑜𝑢𝑠,𝑚𝑎𝑗𝑜𝑟 }. Each type
is assigned a risk weight𝑤𝑡𝑝 to represent its severity. The traffic
accident risk 𝑌𝑖,𝑡 for a specific region 𝑖 at a given time interval 𝑡 is
then calculated using the following formula:

𝑌𝑖,𝑡 =
∑︁
𝑡𝑝∈𝒫

𝑤𝑡𝑝 × 𝑎
𝑡𝑝

𝑖,𝑡
, (1)

where𝑤𝑡𝑝 is the risk weight, and 𝑎𝑡𝑝
𝑖,𝑡

indicates the number of traffic
accidents in region 𝑖 during time interval 𝑡 that belong to accident
type 𝑡𝑝 .

Problem Definition. We denote the set of all the time intervals in
a city 𝑐 as

𝒯𝑐 = {𝑇 − |𝒯𝑐 | + 1, · · · ,𝑇 }, (2)
where 𝑇 is the current/last time interval, |𝒯𝑐 | is the total number
of time intervals in city 𝑐 . Given a source city 𝑠𝑐 with rich data and
a target city 𝑡𝑐 with limited data (i.e., |𝒯𝑠𝑐 | ≫ |𝒯𝑡𝑐 |), our goal is
to learn a function 𝑓\𝑡𝑐 to predict the traffic accident risk for all
regions in target city 𝑡𝑐 at the future time interval 𝑇 + 1. Here \𝑡𝑐
is the model parameter for target city 𝑡𝑐 .

4 METHODOLOGY
4.1 Overview
As shown in Fig. 2, we design CARPG to address the transfer learn-
ing bias issue in traffic accident prediction. Through the Cross-city
Region Representation Learning module and the Region-specific
Traffic Accident Pattern Learning module, we build cross-city re-
gion connections and learn region-specific traffic accident patterns
for the source city during the source training stage. Specifically,
with the multi-source static information as the input, we first utilize
a CNN layer followed by an intra-city graph learning layer to learn
the intra-city region representations. Subsequently, we build an
inter-city global graph to transfer region-level knowledge across the
source and target cities. This graph also helps to adapt the domain
differences. After that, to capture region-specific traffic accident
patterns, we construct a lightweight attention-based parameter
generation mechanism. This mechanism generates parameters in
a per-region manner based on the learned region representations.
At last, a Gated Recurrent Unit (GRU) layer followed by a fully
connected (FC) layer is used to capture temporal traffic accident
patterns and make the final prediction.

Built upon the first two modules, during the knowledge transfer
stage, we freeze the learned region representations and part of the
parameters in our Region-aware Knowledge Transfer and Fine-
tuning module. This ensures that each target region has only its
relevant patterns transferred from the source city, based on the es-
tablished cross-city region similarity connections. These transferred
patterns are then further fine-tuned in a region-specific manner.

4.2 Region Representation Learning with
Cross-city Graph Knowledge Transfer

To capture the complex regional traffic conditions and establish
similarity connections across regions in the source and target cities,
we design the Region Representation Learning Module as shown in
Fig 2. It contains two sub-modules: 1) the Intra-city Region Repre-
sentation Learning Module, which captures intra-city region prox-
imity and similarity connections, and 2) the Inter-city Global Graph
Knowledge Transfer Module, which facilitates knowledge transfer
across cities based on global region similarity. It should be noted
that, as different cities usually have different feature spaces, we use
different parameter sets for the source and target cities in the Intra-
city Region Representation Learning Module to align the domain
shift. This adjustment is further refined by the inter-city graph
knowledge transfer.

4.2.1 Intra-city Region Representation Learning. The traffic condi-
tion and functionality of a region are often closely correlated with
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Region-aware Knowledge Transfer and Fine-tuning

freeze

Dynamic
𝑿!",$, 𝑿!",%, ⋯ , 𝑿!",&

Source
LossGRU 𝒀"!"# 𝒀!"#AttGCN

Target
LossGRU FC 𝒀"!"#AttGCN

Static 𝒁!"

𝒀!"#CNN

CNN Intra-city
GCN

Intra-city
GCN ConCat

ConCat

Reconstruction
Loss

Static 𝒁'"

Dynamic
𝑿'",$, 𝑿'",%, ⋯ , 𝑿'",&

FCInter-city GCN

Region-specific Traffic Accident Pattern Learning

Cross-city Region Representation Learning

Figure 2: Overview of CARPG. CARPG contains three components: (1) Cross-city Region Representation Learning, (2) Region-
specific Traffic Accident Pattern Learning, and (3) Region-aware Knowledge Transfer and Fine-tuning. The first two components
establish cross-city region connections based on the region representations and learn region-specific traffic accident patterns
for the source city during the source training stage. The third component adopts a freezing mechanism to ensure that only
relevant patterns are transferred from the source city to each target region and then fine-tuned.

surrounding regions. For example, the traffic volume of a region
highly depends on the road connections with surrounding regions,
and several adjacent regions can connect together to serve as a
cohesive business area. CNN has achieved great success in captur-
ing local correlations. Thus we leverage these spatial convolutions
to capture the local static proximities of regions, which can be
formulated as follows:

𝒁𝐶𝑜𝑛𝑣
𝑐,𝑘

= ReLU(𝑾𝐶𝑜𝑛𝑣
𝑐,𝑘

∗ 𝒁𝐶𝑜𝑛𝑣
𝑐,𝑘−1 + 𝒃𝐶𝑜𝑛𝑣

𝑐,𝑘
), (3)

where ∗ is the convolution operation,𝑾𝐶𝑜𝑛𝑣
𝑐,𝑘

and 𝒃𝐶𝑜𝑛𝑣
𝑐,𝑘

are learn-
able parameters of the 𝑘-th convolutional layer for city 𝑐 . 𝒁𝐶𝑜𝑛𝑣

𝑐,𝑘

is the output of 𝑘-th convolutional layer. Initially, 𝒁𝐶𝑜𝑛𝑣
𝑐,0 = 𝒁𝑐 ,

and we adopt padding to ensure 𝒁𝐶𝑜𝑛𝑣
𝑐,𝑘

has the same dimension
as 𝒁𝐶𝑜𝑛𝑣

𝑐,0 at each layer. At last, we denote the final output of CNN
as 𝒁𝐶𝑜𝑛𝑣

𝑐 ∈ R𝐼× 𝐽 ×𝑂 , where 𝑂 is the number of kernels at the last
convolutional layer.

Besides local proximity, traffic conditions also exhibit global
similarities across distant regions. In this work, we capture these
intra-city global region similarities by the Graph Convolutional
Network (GCN), which has shown great potential in capturing such
non-Euclidean correlations and achieved great success in spatial-
temporal prediction tasks [8, 14, 27, 34]. First, we construct the city
graph as 𝒢𝑐 = (𝒱𝑐 , ℰ𝑐 ,𝒜𝑐 ), where 𝒱𝑐 is the set of nodes repre-
senting all the regions with road segments in the city 𝑐 . Each node
corresponds to one region and |𝒱𝑐 | = 𝑁𝑐 is the number of regions
with road segments. ℰ𝑐 is the set of edges, while𝒜𝑐 is the adjacent
matrix that denotes the similarity among all nodes.

To construct 𝒜𝑐 , we first calculate the cosine similarity 𝑺𝑖, 𝑗𝑐
between node 𝑖 and 𝑗 based on their representations output by the
last convolutional layer. Using 𝑺𝑐 , we then build 𝒜𝑐 as follows:

𝒜𝑖, 𝑗
𝑐 =

{
𝑺𝑖, 𝑗𝑐 , if 𝑗 is top-𝐿 similar to 𝑖
0, otherwise.

Then the intra-city GCN layer can be formulated as:

𝒁𝐴
𝑐,𝑘

= ReLU(𝒜𝑐𝒁
𝐴
𝑐,𝑘−1𝑾

𝐴
𝑐,𝑘

+ 𝒃𝐴
𝑐,𝑘

), (4)

where 𝑾𝐴
𝑐,𝑘

and 𝒃𝐴
𝑐,𝑘

are learnable parameters of the 𝑘-th graph
convolutional layer for city 𝑐 . 𝒁𝐴

𝑐,𝑘
is the output of 𝑘-th graph

convolutional layer, and 𝒁𝐴
𝑐,0 = 𝒁𝐶𝑜𝑛𝑣

𝑐 . At last, we denote the final

output of the intra-city GCN module as 𝒁𝐴
𝑐 ∈ R𝑁𝑐×𝐺𝐴

, where 𝐺𝐴

is the number of kernels in the last graph convolutional layer.

4.2.2 Inter-city Global Graph Knowledge Transfer. To transfer only
relevant knowledge to the target city at the regional level, we first
build similarity connections across regions in the source and target
cities. This is based on our proposition that the intra-city global
similarity connections can be extended across different cities. For
example, two regions in different cities can still have similar traffic
conditions and traffic accident trends because they are both in
school areas with similar surrounding conditions. Therefore, we
first construct the inter-city bipartite graph 𝒢𝑏 = (𝒱𝑏 , ℰ𝑏 ,𝒜𝑏 ) to
build region similarity connections across the source and target
cities. Then leveraging GCN, we capture inter-city correlations and
conduct knowledge transfer.

In the bipartite graph 𝒢𝑏 , 𝒱𝑏 represents the set of nodes com-
prising all regions with road segments from both source and target
cities, resulting in |𝒱𝑏 | = 𝑁𝑠𝑐 + 𝑁𝑡𝑐 , where 𝑁𝑠𝑐 , 𝑁𝑡𝑐 is the number
of regions in the source and target cities, respectively. ℰ𝑏 is the
set of edges connecting the source and target regions, and 𝒜𝑏 is
the adjacent matrix of the graph denoting the corresponding inter-
city region similarity. The construction of 𝒜𝑏 is similar to that of
𝒜𝑐 . The only difference is that for each source region in 𝒜𝑏 , we
only select the top-𝐿 most similar regions from the target city to
build edges, and the same is done vice versa. The reason we build
a distinct bipartite graph, rather than a unified cross-city graph
containing𝒜𝑠𝑐 and𝒜𝑡𝑐 , is to accommodate the domain and feature
distribution differences between the source and target cities. If we
were to merge the intra-city and inter-city graphs into a unified
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graph based on the region representations, the most similar regions
- the top-𝐿 - to a given region would likely be within the same city.
As a result, most edges would only connect intra-city regions, which
would impair the knowledge transfer process across the source and
target cities. To address this issue, we construct a bipartite graph
in our framework, allowing for more effective knowledge transfer.
The inter-city GCN layer can be formulated as follows:

𝒁𝐸
𝑘
= ReLU(𝒜𝑏𝒁

𝐸
𝑘−1𝑾

𝐸
𝑘
+ 𝒃𝐸

𝑘
), (5)

where𝑾𝐸
𝑘
and 𝒃𝐸

𝑘
are learnable parameters of the 𝑘-th graph con-

volutional layer. 𝒁𝐸
𝑘
is the output of 𝑘-th graph convolutional layer,

and 𝒁𝐸
0 = [𝒁𝐴

𝑠𝑐 ;𝒁𝐴
𝑡𝑐 ]. At last, we denote the final output of the inter-

city global GCN layer as 𝒁𝐸 = [𝒁𝐸
𝑠𝑐 ;𝒁𝐸

𝑡𝑐 ] ∈ R(𝑁𝑠𝑐+𝑁𝑡𝑐 )×𝐺𝐸
, where

𝐺𝐸 is the number of kernels at the last graph convolutional layer. To
enhance the region representation, we add a Concatenate layer after
the inter-city global GCN layer to concatenate both the intra-city
and inter-city representations as 𝒁𝐴𝐸

𝑐 = [𝒁𝐴
𝑐 ,𝒁

𝐸
𝑐 ] ∈ R𝑁𝑐×(𝐺𝐴+𝐺𝐸 ) ,

where 𝑍𝐴𝐸
𝑐 is the final output of the Region Representation Learn-

ing Module for city 𝑐 .
It is important to note that domain adaptation is typically re-

quired for cross-city knowledge transfer because the features of
the source and target cities are from different domains and fol-
low different distributions. It is challenging for a prediction model
trained on the source city to be directly applied to the target city.
Our message-passing process via inter-city GCN not only facilitates
the construction of inter-city region connections but also serves as
a smoothing process of features across source and target regions,
which aligns the domains without the need for an additional domain
adaptation module, contributing to the effectiveness and simplicity
of our approach.

4.2.3 Reconstruction Loss. To preserve the city-specific properties
within the learned region representation, we introduce a recon-
struction loss to the output of the Region Representation Learning
Module as follows:

ℒ𝑅 =
∑︁

𝑐∈{𝑠𝑐,𝑡𝑐 }

1
𝑁𝑐

| |𝒁𝐴𝐸
𝑐 𝑾𝑅𝑒𝑐 − 𝒁𝑐 | |2, (6)

where 𝒁𝐴𝐸
𝑐 final output of the Region Representation Learning

Module for city 𝑐 , 𝒁𝑐 is the corresponding static features, and𝑾𝑅𝑒𝑐

is the learnable parameter that reconstruct𝒁𝑐 from𝒁𝐴𝐸
𝑐 . The region

representations for both the source and target cities are jointly
learned during the source training stage.

4.3 Attention-based Region-specific Traffic
Accident Pattern Learning

4.3.1 Attention-based Region-specific Graph Convolutions. We pro-
pose Attention-based Region-specific GCN (AttGCN) as the corner-
stone to tackle the bias issue in transfer learning for traffic accident
prediction. This module ensures each region learns unique traffic
accident patterns while regions with similarities develop similar pat-
terns. As shown in Fig. 3, AttGCN generates region-specific traffic
accident patterns through an attention-based parameter-generating
mechanism. This mechanism operates based on a lightweight pa-
rameter pool, which contains a set of elementary lightweight pa-
rameters that can be considered as the basis of the parameter space.

𝑈!

𝐾

𝑄",$

Z",$%&

T"

Figure 3: Attention-based Region-specific Parameter Genera-
tion in AttGCN for Region 𝑖.

We use the same city graph 𝒢𝑐 as defined in Section 4.2.1. A
straightforward approach to learning region-specific traffic acci-
dent patterns is to assign each region a unique set of parameters.
However, this approach could result in an excessive number of
parameters, significantly increasing the risk of overfitting during
source training. This is particularly problematic when dealing with
a large number of regions and a small number of traffic accidents.
Moreover, the scarcity of data in the target regions would further
increase the risk of overfitting during parameter fine-tuning.

To address the aforementioned challenge, we employ an atten-
tion mechanism in AttGCN to generate region-specific parameters
by querying a lightweight parameter pool, hence limiting the over-
all number of parameters. The output of the Region Representation
Learning module can be interpreted as a representation of a re-
gion’s traffic conditions and functionality, which is an essential
indicator for traffic accident patterns. Therefore, to generate the
region-specific parameters, we first map the region representations
into queries, which would query the keys in the lightweight param-
eter pool. Formally, the query is generated as follows:

𝑸𝑐 = 𝒁𝐴𝐸
𝑐 𝑼𝑄 , (7)

where 𝒁𝐴𝐸
𝑐 ∈ R𝑁𝑐×(𝐺𝐴+𝐺𝐸 ) is the region representation of city 𝑐 ,

𝑼𝑄 ∈ R(𝐺𝐴+𝐺𝐸 )×𝐶 is the learnable parameter, 𝑸𝑐 ∈ R𝑁𝑐×𝐶 is the
query matrix.

Next, we design a lightweight parameter pool as𝑾𝑃𝑜𝑜𝑙
𝑐 = [𝑾𝑃𝑜𝑜𝑙,1

𝑐 ,

𝑾𝑃𝑜𝑜𝑙,2
𝑐 , · · · ,𝑾𝑃𝑜𝑜𝑙,𝑃

𝑐 ] ∈ R𝑃×𝐷×𝐹 . Each𝑾𝑃𝑜𝑜𝑙,𝑚
𝑐 ,𝑚 ∈ {1, 2, · · · , 𝑃},

serves as a basis of the parameter space for learning traffic acci-
dent patterns. The parameters for each region are generated by
the weighted sum of the parameter matrices in𝑾𝑃𝑜𝑜𝑙

𝑐 . Specifically,
we utilize the attention mechanism to generate the weights of the
parameter matrices for each region. To generate the key of each
weight matrix 𝑾𝑃𝑜𝑜𝑙,𝑚

𝑐 , instead of mapping it into a new latent
space, we decompose it as follows:

𝑾𝑃𝑜𝑜𝑙,𝑚
𝑐 = 𝑲𝑚𝑻𝑚𝑐 , (8)

where 𝑲𝑚 ∈ R𝐷×ℎ is the key matrix and 𝑻𝑚𝑐 ∈ Rℎ×𝐹 . To enable dot
production between 𝑸𝑐 and 𝑲𝑚 , we flatten 𝑲𝑚 into �̂�

𝑚 ∈ R𝐷 ·ℎ

and set 𝐶 = 𝐷 · ℎ. Let �̂� = [�̂�1; �̂�2; · · · ; �̂�𝑃 ], the parameters of all
regions in city 𝑐 can then be generated as:

𝑾𝐴𝑡𝑡
𝑐 = 𝒜(𝑸𝑐 ,𝑾

𝑃𝑜𝑜𝑙
𝑐 ) = softmax(

𝑸𝑐 �̂�
𝑇

√
𝑃

)𝑾𝑃𝑜𝑜𝑙
𝑐 . (9)
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Similarly, 𝒃𝐴𝑡𝑡𝑐 can be generated through a comparable mechanism.
Finally, the AttGCN layer can be formulated as:

𝑿𝐴𝑡𝑡
𝑐,𝑡,𝑘

= ReLU(𝒜𝑐𝑿
𝐴𝑡𝑡
𝑐,𝑡,𝑘−1𝑾

𝐴𝑡𝑡
𝑐,𝑘

+ 𝒃𝐴𝑡𝑡
𝑐,𝑘

), (10)

where 𝑾𝐴𝑡𝑡
𝑐,𝑘

∈ R𝑁𝑐×𝐷×𝐹 and 𝒃𝐴𝑡𝑡
𝑐,𝑘

∈ R𝑁𝑐×𝐹 are learnable pa-
rameters of the 𝑘-th graph convolutional layer for city 𝑐 , which
are shared among all the time intervals. 𝑿𝐴𝑡𝑡

𝑐,𝑡,𝑘
is the output of

𝑘-th graph convolutional layer at time interval 𝑡 in city 𝑐 , and
𝑿𝐴𝑡𝑡
𝑐,𝑡,0 = 𝑿𝑐,𝑡 . Note that, we can reshape 𝒜𝑐𝑿𝐴𝑡𝑡

𝑐,𝑡,𝑘−1 from R
𝑁𝑐×𝐷

to R𝑁𝑐×1×𝐷 to conduct 3𝐷 matrix multiplication with 𝑾𝐴𝑡𝑡
𝑐,𝑘

. At
last, we denote the final output of the inter-city global GCN module
as 𝑿𝐴𝑡𝑡

𝑐,𝑡 ∈ R𝑁𝑐×𝐺𝐴𝑡𝑡
, where 𝐺𝐴𝑡𝑡 is the number of kernels at the

last graph convolutional layer. It is worth mentioning that during
the source training stage, we only train AttGCN for the source
city. And it will be fine-tuned using the limited data of the target
city during the following stage. Moreover, 𝑼𝑄 and 𝑲 are frozen
during the knowledge transfer and fine-tuning stage. More details
regarding this process will be provided in a subsequent section.

4.3.2 Temporal Pattern Learning and Prediction. Traffic accidents
exhibit not only spatial but also temporal patterns. For example,
the traffic accidents that happened in the previous several hours
might have long-lasting influences on the nearby traffic conditions,
thereby affecting the likelihood of accidents in the current time
interval. To capture such temporal correlations, we introduce a
GRU layer [28] after the AttGCN layer, which could be formulated
as:

𝒉𝑐,𝑖,𝑡 = GRU(𝑿𝐴𝑡𝑡
𝑐,𝑖,𝑡 ,𝒉𝑐,𝑖,𝑡−1), (11)

where 𝑿𝐴𝑡𝑡
𝑐,𝑖,𝑡

is the output of the AttGCN layer for region 𝑖 at time
interval 𝑡 of city 𝑐 . 𝒉𝑐,𝑖,𝑡 and 𝒉𝑐,𝑖,𝑡−1 are the hidden states of GRU
layer at time interval 𝑡 and 𝑡 − 1, respectively. We denote the final
output of the GRU layer as 𝑯𝑐,𝑡 ∈ R𝑁𝑐×𝑅 , where 𝑅 is the number
of hidden units of the GRU layer. At last, we get the final prediction
by projecting 𝑯𝑐,𝑡 onto �̂�𝑐,𝑡 using a fully connected layer.

4.4 Region-aware Knowledge Transfer and
Fine-tuning

To address the transfer learning bias problem caused by spatial
heterogeneity and the inherent rareness of traffic accidents, we
ensure that only relevant patterns are transferred for each tar-
get region and further to be fine-tuned at region-level, effectively
filtering out irrelevant patterns. This is built upon our attention-
based region-specific traffic accident patterns learning mechanism.
Given that region representations for both source and target cities
are jointly learned, and we create an inter-city global graph for
knowledge transfer and domain adaptation, regions with similar
traffic conditions and urban functionalities are assured of having
similar representations across cities. Consequently, since the param-
eters for each region are generated using the attention mechanism
queried by the region representations, we freeze the query pro-
jection matrix 𝑼𝑄 and key matrix 𝑲 to ensure that regions with
similar representations will have similar parameters (i.e., traffic
accident patterns) transferred from the source city to the target city
as the initialization. Moreover, due to the freezing of the region
representations and both the query projection matrix 𝑼𝑄 and key

matrix 𝑲 , the attention scores for each parameter matrix in the
parameter pool𝑾𝑃𝑜𝑜𝑙

𝑐 for each target region remain constant. This
means that during the fine-tuning process, each target region is as-
signed different levels of attention to fine-tune different parameter
matrices. This region-specific fine-tuning process further mitigates
the bias problem.

4.5 Loss Function
Inspired by [27], we employ a weighted loss to assign greater im-
portance to regions with higher traffic accident risk levels. Con-
sequently, the network pays more attention to high-risk regions,
thereby mitigating the zero-inflation issue. Formally, the weighted
prediction loss for city 𝑐 is formulated as follows:

ℒ𝑐,𝑊 =
1
𝑁𝑐

∑︁
𝑟𝑙

𝑤𝑟𝑙 | |𝒀𝑐 (𝑟𝑙) − �̂�𝑐 (𝑟𝑙) | |2, (12)

where 𝒀𝑐 (𝑟𝑙) and �̂�𝑐 (𝑟𝑙) are all the samples of ground truth and
prediction results with risk weight level 𝑟𝑙 , respectively.𝑤𝑟𝑙 is the
weight for risk level 𝑟𝑙 .

Finally, we combine both the reconstruction loss ℒ𝑅 and the
weighted prediction lossℒ𝑠𝑐,𝑊 on the source city as the final source
training loss:

ℒ = _ℒ𝑅 + (1 − _)ℒ𝑠𝑐,𝑊 , (13)

where _ is a hyperparameter. During the fine-tuning stage, we
utilize the weighted prediction loss on the target city ℒ𝑡𝑐,𝑊 as the
fine-tuning loss.

Table 1: Datasets Statistics.

Dataset NYC Chicago Nashville
Time Span 01/01/2016-06/30/2016
# Traffic Accidents 83,321 16,971 16,432
# Taxi Orders 77,411,325 13,575,563 -
# PoIs 27,004 17,127 3,234
Road Lengths (km) 16,408 17,744 11,346

5 EXPERIMENT
To validate the effectiveness of CARPG, we conduct extensive exper-
iments on public real-world datasets from three cities. Through our
evaluation, we intend to answer the following research questions:

• What is the overall performance of CARPG compared to
baseline models when tested across different cities?

• How does each main component contribute to the perfor-
mance of CARPG?

• How do the key hyperparameters influence the performance
of CARPG?

• What are the real-world impacts and potential applications
of CARPG?

5.1 Data Description
We conduct the evaluation based on real-world public datasets from
three cities: NYC1, Chicago2, and Nashville3. The data statistics are
shown in Table 1.

1https://opendata.cityofnewyork.us
2https://data.cityofchicago.org
3https://data.nashville.gov
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5.1.1 Dynamic data. The dynamic data includes traffic accident,
taxi trip4, weather 5, and calendar data from the first half of 2016.
We use traffic accident data to measure traffic accident risks, and
each record contains traffic accident details including longitude,
latitude, timestamp, and the number of casualties. Taxi trip data is
used to depict the traffic density of the regions, and each record
includes the pick-up and drop-off locations and the timestamp.
Besides, we use 6 attributes of hourly weather data (i.e., dew point
temperature, dry bulb temperature, precipitation, relative humidity,
visibility, and wind speed) as another indicator of the regional traffic
conditions. At last, we use the calendar data (i.e., the time of day,
the day of week, and holiday) to capture the temporal dynamics.

5.1.2 Static data. This contains the point of interest (PoI) and
road network data, which depict the relatively stable regional
traffic conditions. Both of these two datasets are obtained from
OpenStreetMap6. We choose 11 types of common PoIs as the fea-
tures of each region. And the road segment data include the number
of crossings, stop signs, traffic lights, and road lengths.

5.2 Implementation Details
Following the common setting of traffic accident prediction [27, 33,
34] and spatial-temporal transfer learning [15, 29, 31], we partition
all three cities (i.e., NYC, Chicago, Nashville) into 2𝑘𝑚 by 2𝑘𝑚
grids, a granularity commonly used by stakeholders (e.g., police
and department of transportation) to take reactions. We assign risk
weights to different traffic accident types (i.e., minor, injurious, and
major) as 1, 2, and 3, respectively. Moreover, we choose New York
City which has more public resources available as the source city,
and assume Chicago and Nashville are data-scarce target cities for
the evaluation purpose. Specifically, following [15], we use the last
month for testing and one month before for validation. And we
assume all the remaining data are available for training for the
source city, but for the target city, we only use the data of a limited
period (i.e., 1, 7, 15 days) before the last two months for training.

We implement CARPG in Python with PyTorch, running it on a
server with a NVIDIA RTX A4000 GPU. We set the time interval
length as 1 hour and use historical data from the preceding 4 hours
to predict traffic accident risks for the next 1 hour. For the CNN
layer, we set 𝑘 = 2 and the convolution kernel size as 3 × 3. For all
the GCN layers (i.e., Intra-city GCN, Inter-city GCN, AttGCN), we
set the number of graph filters to 64 and 𝑘 = 1. When building the
graphs, we set 𝐿 = 10. We stack 3 GRU layers with the number of
hidden units 𝑅 set to 64. For the source-training loss, we set _ to 0.5.
And we use Adam for optimization with a learning rate of 1𝑒−4.

5.3 Metrics
Following the previous study of traffic accident prediction [27, 34],
we conduct the evaluation from both the regression and ranking
perspectives. For the regression perspective, we use Root Mean
Squared Error (RMSE) to measure the model’s ability to gauge the

4https://www1.nyc.gov
5https://www.ncei.noaa.gov/cdo-web/
6https://www.openstreetmap.org

overall city traffic accident risk condition:

RMSE =

√√√
1
𝑇

𝑇∑︁
𝑡=1

(𝒀 𝑡 − �̂� 𝑡 )2 . (14)

For the ranking perspective, we use Recall to evaluate the model’s
ability to identify regions with high traffic accident risk levels,
which is helpful for stakeholders (e.g., police) to allocate resources.
More specifically, Recall measures the percentage of predicted re-
gions with top accident risks that have intersections with the re-
gions where traffic accidents really happened as follows:

Recall =
1
𝑇

𝑇∑︁
𝑡=1

|ℛ̂𝑡𝑜𝑝
𝑡 ∩ℛ𝑡 |
|ℛ𝑡 |

, (15)

where ℛ𝑡 is the set of all regions where traffic accidents really
happened at time interval 𝑡 , ℛ̂𝑡𝑜𝑝

𝑡 is the set of regions with top
|ℛ𝑡 | highest traffic accident risks.

5.4 Baselines
Following common transfer learning settings [15, 29, 31], we com-
pare CARPG with both baselines without knowledge transfer and
baselines with knowledge transfer. For baselines without knowl-
edge transfer, we only train the model using the short-term data
of the target city. For baselines with knowledge transfer, we first
train the model on the data-rich source city and then transfer the
learned knowledge and fine-tune it on the data-scarce target city.
(1) Baselines without knowledge transfer:

• Historical Average (HA): The average traffic accident risks
of the same time intervals in the training set.

• Multiple Layer Perception (MLP) [7]: The fully connected
feed-forward neural network.

• Long Short TermMemory (LSTM) [10]: A particular type
of recurrent neural network used to capture long-term de-
pendencies of time series.

• Convolutional LSTM (ConvLSTM) [25]: A deep neural
network that combines both CNN and LSTM to capture
spatial-temporal patterns.

• GSNet [27]: The state-of-the-art GCN-based traffic acci-
dent prediction model which captures spatial correlations
of traffic accidents from both geographical and semantic
perspectives.

(2) Baselines with knowledge transfer:

• ConvLSTM (FT): Train ConvLSTM on the source city and
fine-tune it for the target city.

• GSNet (FT): Train GSNet on the source city and fine-tune it
for the target city.

• RegionTrans [29]: The first deep spatial-temporal trans-
fer learning framework which builds cross-city region con-
nections by directly calculating the similarity between the
service or auxiliary data of the regions.

• CrossTReS [15]: The state-of-the-art spatial-temporal trans-
fer learning framework for traffic prediction. It conducts
selective knowledge transfer by source region re-weighting
to mitigate the risk of negative knowledge transfer.
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Table 2: Evaluation Results for Traffic Accident Risk Prediction in Chicago and Nashville. In each column, the best result is
bolded and the second best is underlined.

Chicago Nashville
Baselines 1-day 7-day 15-day 1-day 7-day 15-day

RMSE Recall RMSE Recall RMSE Recall RMSE Recall RMSE Recall RMSE Recall
Non-transfer

HA 11.77 6.55% 11.64 9.53% 11.68 11.36% 20.45 4.10% 20.04 8.15% 20.02 11.01%
MLP 22.95 9.34% 11.53 13.22% 11.60 14.22% 26.28 10.11% 18.78 13.68% 19.54 14.84%
LSTM 11.67 12.51% 10.66 13.25% 10.74 14.33% 20.66 12.25% 18.63 16.95% 18.96 17.93%

ConvLSTM 11.70 10.31% 9.39 14.56% 9.58 15.64% 20.64 11.88% 17.17 16.99% 17.31 17.96%
GSNet 10.80 8.60% 9.77 16.01% 9.32 16.60% 19.26 8.12% 17.32 17.93% 17.79 18.11%

Transfer
ConvLSTM (FT) 10.53 12.99% 9.97 14.78% 9.66 15.38% 19.29 14.02% 17.45 18.30% 17.77 18.64%

GSNet (FT) 10.90 12.21% 9.78 15.75% 9.80 16.31% 18.87 14.69% 17.39 18.04% 17.88 18.26%
RegionTrans 11.82 14.21% 11.73 16.08% 11.56 16.30% 20.13 15.33% 20.04 18.69% 19.99 18.70%
CrossTReS 12.22 6.33% 12.04 10.71% 11.88 10.74% 20.72 8.53% 20.08 11.57% 20.30 12.74%

CARPG (ours) 9.27 15.45% 9.14 16.83% 9.01 16.72% 17.98 17.66% 17.28 19.20% 17.22 19.32%

5.5 Overall Performance
Table 2 shows the overall performance of CARPG for traffic acci-
dent risk prediction on the target city with limited data. Generally,
CARPG achieves the best performance over all baselines in terms
of both RMSE and Recall. It is worth noting that, in the most ex-
treme case for transfer learning (i.e., there is only 1-day data in the
target city for training), CARPG can get a significant improvement
compared to the second best baseline, which is stable on both the
regression and ranking perspectives for the two cities.

For non-transfer baselines, HA and MLP perform poorly due
to their inability to capture the spatial-temporal patterns in traf-
fic accidents. Advanced models (e.g., LSTM, ConvLSTM) that are
designed to capture spatial or temporal patterns show improved per-
formance. In particular, GSNet achieves the best performance when
more training data becomes available in the target city because it is
specifically designed to predict traffic accident risks. However, all
these deep models assume that a large amount of data is available
for model training and thus have suboptimal performance with
limited data compared to models with knowledge transfer.

Among knowledge transfer baselines, the fine-tuned baselines
(i.e., ConvLSTM(FT), GSNet(FT)) outperform their original versions,
particularly when trained on 1-day data. As more data becomes
available in the target city, these models do not consistently outper-
form their original versions due to domain differences between the
source and target cities. Simply training a model on the source city
and fine-tuning it on the target city may result in negative transfer
that impacts the performance. Despite not being explicitly designed
for traffic accident prediction, RegionTrans performs better and
more consistently than GSNet, as it employs knowledge transfer
to overcome data scarcity. However, it just builds cross-city region
connections by simply calculating the data similarity and does not
transfer region-level patterns (i.e., parameters), making it less suit-
able for knowledge transfer in traffic accidents. CrossTReS, while
conducting selective knowledge transfer by reweighting source
regions, still learns and transfers spatial-temporal patterns of all
source regions as a whole. Given the spatial heterogeneity of traffic
accidents, region-level knowledge transfer is required, leading to
the suboptimal performance of CrossTReS.

Table 3: Evaluation Results for Traffic Accident Prediction
on Rush Hour in Chicago.

1-day 7-day 15-day
RMSE Recall RMSE Recall RMSE Recall

Non-transfer
HA 11.26 6.96% 8.90 10.19% 8.55 12.56%
MLP 19.84 9.00% 9.36 15.11% 9.44 15.96%
LSTM 9.58 13.24% 8.74 13.41% 8.78 14.18%

ConvLSTM 9.55 11.88% 7.57 15.87% 7.67 17.49%
GSNet 8.87 9.93% 8.10 16.72% 7.46 17.57%

Transfer
ConvLSTM (FT) 8.48 14.60% 7.97 16.64% 7.67 16.72%

GSNet (FT) 8.86 13.16% 7.76 17.66% 7.83 17.74%
RegionTrans 9.67 16.28% 9.76 15.37% 9.63 17.66%
CrossTReS 10.00 7.05% 9.87 12.14% 9.71 11.64%

CARPG (ours) 7.63 17.32% 7.51 18.93% 7.36 18.00%

In addition to the overall performance, we evaluated CARPG
against the baseline models during rush hours (i.e., 7 AM, 8 AM,
9 AM, 4 PM, 5 PM, 6 PM) in Chicago, an essential assessment of
model effectiveness during intervals with high traffic accident risks.
As shown in Table 3, CARPG continues to outperform the baseline
models, which further validates the effectiveness of our framework.

5.6 Ablation Study
To demonstrate the effectiveness of themain components in CARPG,
we conduct the ablation study on both Chicago and Nashville with
data of only 1 day for target fine-tuning. There are three variants:

• CARPG-Rec:We remove the reconstruction loss during the
source training process.

• CARPG-Inter:We remove the Inter-city Global GraphKnowl-
edge Transfer Module.

• CARPG-Att:We replace the AttGCN layer with the tradi-
tional GCN layer.

As shown in Fig. 4, for Chicago, the performance suffers the
most when the AttGCN layer is replaced with the traditional GCN
layer. This is because there is significant spatial heterogeneity of
regions in Chicago. Simply using the traditional GCN layer means
that the knowledge from New York City is transferred to all regions
in Chicago as a whole. This leads to a significant transfer learning
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Figure 5: Analysis of Main Hyperparameters of CARPG.

bias, consequently resulting in poor performance. For Nashville, the
model performance degrades most when we remove the Inter-city
Global Graph Knowledge Transfer Module. The possible reason is
the city difference between New York City and Nashville, which
lead to a large domain shift in terms of the feature space. The
model cannot overcome that issue without an explicit region-level
knowledge transfer and domain adaption process. At last, when we
remove the reconstruction loss, the model gets lower performance
in both cities, which validates the necessity to incorporate the
city-specific information into the region representations.

5.7 Hyperparameter Analysis
This section analyzes the effects of three main hyperparameters in
our framework. We use 1-day data of the target city for fine-tuning,
and the results are shown in Fig. 5. First, we analyze the influence of
the number 𝑃 of weight matrices in the parameter pool𝑾𝑃𝑜𝑜𝑙

𝑐 . The
model achieves the best performance in both Chicago and Nashville
when there are three matrices in the parameter pool. When 𝑃 is too
small, the parameters are insufficient to learn the region-specific
patterns, and when 𝑃 is too large, it increases the risk of overfit-
ting in the target city due to the limited data. Second, we change
the number 𝐿 of the adjacent nodes for constructing the inter-city
knowledge transfer graph. Generally, themodel performs best when
each region is connected with 10 similar regions across the source
and target city (i.e., 𝐿 = 10). Fewer connections diminish the ef-
ficacy of cross-city knowledge transfer, while more connections
transfer more knowledge from irrelevant regions, thereby lowering
performance. Moreover, we consider the trade-off _ between the
reconstruction lossℒ𝑅 and theweighted prediction lossℒ𝑠𝑐,𝑊 . Gen-
erally, the model performance improves when we increase _ from

0 to 0.5. This validates the necessity of adding the reconstruction
loss to preserve the city-specific characteristics. However, when _

is too large, there is significant performance degradation due to the
lack of supervision of weighted traffic accident information.

5.8 Case Study

(a) Map of Chicago (b) Heat Map of Prediction Results

Figure 6: Visualization of Prediction Results of Chicago for
Rush Hours on Weekdays.
In this section, we visualize the prediction result of CARPG for rush
hours on weekdays and compare it with the city map of Chicago.
As shown in Fig. 6, CARPG successfully highlights the regions in
the downtown area of Chicago, which usually have more traffic
accidents during rush hours on weekdays. Note that, in this case,
study, we only use 1-day data of Chicago for training. Although
our model may not explicitly highlights all the high-risk regions
throughout the city, it still achieves some success, especially for
traffic accidents that exhibit high-order dynamics.

6 CONCLUSION
In this work, we propose a novel transfer learning framework for
traffic accident risk prediction in cities with limited data. To address
the transfer learning bias issue incurred by the spatial heterogeneity
and inherent rareness of traffic accidents, we learn unique traffic ac-
cident patterns for each region in the source city and only transfer
the relevant knowledge to the regions in the target city based on the
cross-city region similarity. The transferred knowledge will further
be fine-tuned on a per-region basis during the subsequent stage.
To build cross-city region similarity connections, we design a joint
region representation learning module with the inter-city global
graph knowledge transfer. To overcome the over-fitting issue, we
design a lightweight, attention-based graph learning module. This
module facilitates the learning of region-specific traffic accident
patterns while keeping the total number of parameters in control.
We conduct extensive experiments and demonstrate that our frame-
work outperforms state-of-the-art models based on public datasets
from three cities.
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