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ABSTRACT

Signed networks allow us to model conflicting relationships and in-

teractions, such as friend/enemy and support/oppose. These signed

interactions happen in real-time. Modeling such dynamics of signed

networks is crucial to understanding the evolution of polarization

in the network and enabling effective prediction of the signed struc-

ture (i.e., link signs) in the future. However, existing works have

modeled either (static) signed networks or dynamic (unsigned)

networks but not dynamic signed networks. Since both sign and dy-

namics inform the graph structure in different ways, it is non-trivial

to model how to combine the two features. In this work, we pro-

pose a new Graph Neural Network (GNN)-based approach to model

dynamic signed networks, named SEMBA: Signed link’s Evolution

using Memory modules and Balanced Aggregation. Here, the idea

is to incorporate the signs of temporal interactions using separate

modules guided by balance theory and to evolve the embeddings

from a higher-order neighborhood. Experiments on 4 real-world

datasets and 3 different tasks demonstrate that SEMBA consistently

and significantly outperforms the baselines by up to 80% on the

tasks of predicting signs of future links while matching the state-

of-the-art performance on predicting existence of these links in the

future. We find that this improvement is due specifically to superior

performance of SEMBA on the minority negative class. Code is

made available at https://github.com/claws-lab/semba.
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1 INTRODUCTION

Background. Social interactions are often signed and dynamic,

representing the evolving nature of trust/distrust, support/oppose,

agreement/disagreement, or positive/negative sentiments among

people. Signed networks have been used to measure polarization

in social networks [2, 5], performance in financial networks [3],

and predicting international conflicts [10]. Dynamic signed net-

works model conflicting relationships that evolve over time, as

shown in Figure 1. For instance, online social media discussions

involve people supporting/opposing a claim, which continuously

evolve as new users and new replies are made in real time. Dy-

namic signed networks have several societal applications such as

predicting veracity of posts [40], toxicity in conversations [38],

conflict across communities [22], and analyzing polarization in de-

bates [2, 26, 27, 36]. Thus, it is important to create predictive models

for dynamic signed networks so that one can devise intervention

strategies against future unwanted behavior, maintaining a healthy

online environment [4, 35, 44].

Structural balance theory models the organization of signed net-

works [6]. It states that signed relationships tend to form balanced

triads such that “a friend of my friend is my friend,” “a friend of

my enemy is my enemy,” “an enemy of my friend is my enemy,”

and “an enemy of my enemy is my friend.” Several Signed Graph

Neural Networks (GNNs) have been proposed to learn effective rep-

resentations of static signed graphs, while incorporating balance

theory [9, 13–15, 31, 32, 41].

Challenges. Modeling dynamic signed networks with existing

(static) signed GNNs faces two challenges.

(C1) Temporal-Awareness, i.e., modeling the sequential order

and evolution of signed interactions to learn node representations.

Static signed GNNs only learn the network structure at a given

timestamp [9, 13, 15], ignoring the temporal order of the interac-

tions. Additionally, while signed GNNs can incorporate balance
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Figure 1: Visualizing Dynamic Signed Networks.

theory in static networks, they are unable to follow balance theory

when the network is dynamic [1, 10, 16, 34, 45].

(C2) Staleness, i.e., in the absence of recent direct interactions

of a node, its representation becomes stale. Staleness is a pervasive

issue since real-world networks are long-tailed and sparse, i.e., most

nodes only have a few direct interactions.

Meanwhile, there has been a surge of interest in learning tempo-

ral representations of nodes in dynamic networks by developing

dynamic GNN models [25, 37, 42]. However, these model architec-

tures are not (C3) Sign-Aware. In other words, since these models

have been developed specifically for unsigned networks, they treat

negative and positive edges the same and thus, fail to incorpo-

rate the higher-order organization induced by the link signs (i.e.,

structural balance theory). Due to their homophily assumptions in

learning [9], these models fail to model heterophilic network orga-

nizations such as negative links between polarized communities.

Proposed Ideas. In this work, we aim to effectively learn repre-

sentations of dynamic signed networks while addressing tempo-

ral-awareness, staleness, and sign-awareness problems. Towards

this goal, we propose a new dynamic signed GNN model, named

as SEMBA: Signed link Evolution using Memory modules and

Balanced Aggregation. SEMBA learns a short-term ‘memory’ en-

coding and a long-term ‘embedding’ per node. SEMBA consists of

three key modules:

(1) Signed Memories: SEMBA learns two signed memories (positive

and negative) per node to distinctly encode past interactions of

a node with its friends and enemies, respectively.

(2) Balanced Aggregation: when the network evolves by adding a

link (𝑢, 𝑣), SEMBA updates signed memories of nodes 𝑢 and 𝑣

while explicitly incorporating balance theory.

(3) Long-term Propagation: SEMBA learns a node’s embedding by

attentively aggregating signed memories over all its neighbors

until the current timestep. This overcomes staleness by learning

not only from direct interactions at that time but any interac-

tions in any of its past neighbors.

Representations thus formed can be used to solve multiple differ-

ent tasks on dynamic signed networks: predicting the existence of

a future link (i.e., dynamic link existence prediction), predict-

ing its sign (i.e., dynamic link sign prediction), and predicting

both existence and sign in future (i.e., dynamic link signed exis-

tence prediction). While dynamic link existence prediction has

been studied extensively for unsigned dynamic networks in the

literature [7, 33, 37, 45, 48], no work has studied it for signed net-

works. Similarly, while sign prediction has been studied for static

signed networks [9, 13, 15, 17, 24], no prior work exists that studies

Table 1: Comparison of existing models with the proposed

approach SEMBA based on the challenges that they address.

Method Temporal (C1) Staleness (C2) Signed (C3)

GCN [21], GAT [43]

SGCN [9], SiGAT [13] ✓

TGAT [48], NAT [33], TGN [37] ✓ ✓

RW-LSTM [8] ✓ ✓

SEMBA (proposed) ✓ ✓ ✓

Figure 2: Balanced and unbalanced triads [6].

the dynamic setting. Due to the inductive nature of the dynamic

case, SEMBA generalizes to new nodes and links, which has never

been addressed in the signed network literature. We show experi-

mentally that (1) modeling both balance and network evolution is

essential to accurately predict sign and existence of a link, and (2)

SEMBA consistently and significantly outperforms state-of-the-art

baselines for signed networks and for dynamic networks.

Contributions. Our contributions are summarized as follows:

• Novel Problem: We devise a novel problem of representing

dynamic signed networks via 3 different prediction tasks.

• Dynamic SignedGNN:Wepropose SEMBA, aGNN-basedmodel

to represent dynamic signed networks. To the best of our knowl-

edge, we are the first to devise amodel to jointly address temporal-

awareness, staleness, and sign-awareness problems.

• Comprehensive Validation: We validate the effectiveness of

SEMBA by comparing it with 7 representative baselines on 4 real-

world datasets under the problems of dynamic link existence and

sign prediction. Specifically, SEMBA matches or outperforms the

baselines in all tasks across datasets with an improvement of up

to 80% in predicting signs.

2 RELATEDWORK

In this section, we briefly review existing works for static signed

GNNs and dynamic unsigned GNNs. Table 1 compares our model

with the existing works. Unlike other models, SEMBA uses an

end-to-end GNN-based model to generate node representations of

dynamic signed networks.

2.1 Static Signed GNN

Machine learning on graphs has seen widespread interest, espe-

cially since the advent of message-passing GNNs. Plenty of GNNs

have been adapted to perform a variety of graph-related tasks [47].

Signed networks allow us to model polarity of the relationship

which becomes particularly important in a variety of applications

[18, 23, 24, 28, 46]. Tasks of predicting the sign of the links are often

studied in the literature [9, 24, 29].With the advent of GNNs, several

works have developed GNNs for signed networks [9, 13, 15, 17, 19].
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They make use of the inductive bias induced by the neighborhood

message passing mechanism, but augments it with ideas from social

science like balance (as shown in Figure 2) [6] and status [30]. How-

ever, most of these signed GNNs ignore the temporal aspect of the

signed network and are limited to static networks. As mentioned in

Section 1, this leads to temporal-awareness and staleness problems.

Since majority of networks in the real world are dynamic and the

temporal interactions are rich sources of data, we present a model

that exploits network evolution along with the signed information

to make prediction on future signed links.

2.2 Dynamic Unsigned GNN

Dynamic networks are popularly modeled as a stream of contin-

uously time-stamped links, and allow us to capture the network

evolution in real time. Methods like DyRep [42], JODIE [25] and

TGN [37] have successfully modeled dynamic networks in continu-

ous time, enabling them to solve multiple network-based problems.

In particular, the problem of predicting whether a link would arrive

in future has been studied extensively in the literature. GNNs are

effective in this task as it is often the case that link dynamics is

affected by the past interactions in the local neighborhood of the

involved nodes.

However, these models do not use the signed information, which

we pointed out as the sign-awareness problem in Section 1. In par-

ticular, signed interactions are shown to reorganize in well-defined

higher-order structures such as balanced triads. However, the exist-

ing works based on standard message-passing assume homophily

and fail to capture the heterophilic nature of signed networks (e.g.,

polarized social networks). In this work, we incorporate balance

theory to effectively learn representations of continuous-time dy-

namic networks. To the best of our knowledge, there has been only

one prior work [8] in this direction, but not using GNNs. It uses

random walks to model the network as an evolving time-series

which is then fed into a recurrent neural network for sign predic-

tion. However, it does not make use of balance theory, GNNs for

processing the graph structure, or attention mechanism for process-

ing temporal data. We shall build on these recent advancements to

create a more accurate model.

3 PROBLEM DEFINITION

A directed continuous-time dynamic signed network at time 𝑡 is

denoted by G(𝑡) = (V(𝑡), E+ (𝑡), E− (𝑡)), whereV(𝑡) denotes the
set of nodes, and E+ (𝑡) (resp. E− (𝑡)) denotes the positive (resp.

negative) links at time 𝑡 . It can be modeled using an initial network

G0 = (V0, E+
0
, E−

0
) along with a sequence of time-stamped events

(ordered by time), E := E[𝑡0, 𝑡𝑛] = {(𝜏, ev) : 𝑡0 ≤ 𝜏 ≤ 𝑡𝑛}, such
that 𝑡𝑛 is the final time step and ev represents a link addition at

timestep 𝜏 .1 More precisely, one can construct a network G(𝑡) at
snapshot 𝑡 by augmenting links to G0 such that G(𝑡𝑛) = G0 ⊔ {ev :

(𝑡, ev) ∈ E, 𝑡0 ≤ 𝑡 ≤ 𝑡𝑛}. The operator ⊔ sequentially updates the

network based on the events {ev}. For example, if the event ev
is addition of the link (𝑢, 𝑣, e𝑢𝑣), i.e., Add𝑒𝑑𝑔𝑒 (𝑢, 𝑣, e𝑢𝑣), and the

link signed weight e𝑢𝑣 (𝑡) > 0, then network G = (V, E+, E−)

1
We only consider link additions in this work since none of the publicly-available

dynamic signed datasets have link deletions. Link removals and node-level events will

be considered in future work.

Table 2: Notations used in this paper

Notation Description

G(𝑡 ) = (V (𝑡 ), E(𝑡 )) graph snapshot (vertex set, edge set) at 𝑡

E+ (𝑡 ), E− (𝑡 ) positive and negative edge set at 𝑡

G0, G𝑛 initial and final snapshot

E𝑡𝑟𝑎𝑖𝑛, E𝑣𝑎𝑙 , E𝑡𝑒𝑠𝑡 training, validation, test set of edges

ev event like Add𝑒𝑑𝑔𝑒 (𝑢, 𝑣, e𝑢𝑣)
E[𝑡𝑖 , 𝑡𝑓 ] sequence of time-stamped events from 𝑡𝑖 till 𝑡𝑓

e𝑢𝑣 (𝑡 ) signed weight of (𝑢, 𝑣) at 𝑡
x𝑢 (𝑡 ) node features of 𝑢 at 𝑡

N𝑘
𝑢 ( [0, 𝑡 ]) 𝑘-hop neighbor set of 𝑢 from time 0 to 𝑡

s+𝑢 (𝑡 ), s−𝑢 (𝑡 ) positive/negative memory of node 𝑢 at 𝑡

m+𝑢 (𝑡 ),m−𝑢 (𝑡 ) positive/negative message encoding of 𝑢 at 𝑡

M+𝑢 (𝑡 ),M−𝑢 (𝑡 ) aggregated positive/negative messages on 𝑢 at 𝑡

𝐵 Batch size

𝑇𝐵 (𝑡 ) First time after 𝑡 with 𝐵 interactions in between

𝑇 −1
𝐵
(𝑡 ) Last time from 𝑡 that was batched

𝑝 (𝑢, 𝑣, 𝑡 ;Θ) probability of edge (𝑢, 𝑣) for specified task at 𝑡

→ (V, E+∪{(𝑢, 𝑣, e𝑢𝑣 (𝑡))}, E−). For the sake of simplicity, we will

use E(𝑡) := E+ (𝑡) ∪ E− (𝑡) and G𝑛 to denote G(𝑡𝑛).
In this work, we study the effectiveness of signed links’ repre-

sentation in time through the following three problems:

Problem 1 (Dynamic LinkExistencePrediction). Given
G0, E[𝑡1, 𝑡 𝑗 ], the goal is to predict whether a link exists between 𝑢

and 𝑣 in future, i.e., (𝑢, 𝑣, ·) ∈ E(𝑡𝑘 ) for 𝑡𝑘 > 𝑡 𝑗 .

Problem 2 (Dynamic Link Sign Prediction). Given G0,
E[𝑡1, 𝑡 𝑗 ], and a link (𝑢, 𝑣, e𝑢𝑣) ∈ E(𝑡𝑘 ) for 𝑡𝑘 > 𝑡 𝑗 , the goal is to
predict its sign, i.e., whether e𝑢𝑣 (𝑡𝑘 ) > 0 or e𝑢𝑣 (𝑡𝑘 ) < 0.

Problem 3 (Dynamic LinkSignedExistencePrediction).

Given G0, E[𝑡1, 𝑡 𝑗 ], the goal is to predict whether a positive, negative
or no link exists between 𝑢 and 𝑣 in future, i.e., whether (𝑢, 𝑣, ·) ∈
E+ (𝑡𝑘 ), (𝑢, 𝑣, ·) ∈ E− (𝑡𝑘 ), or (𝑢, 𝑣, ·) ∉ E(𝑡𝑘 ) for 𝑡𝑘 > 𝑡 𝑗 .

4 SEMBA: OUR APPROACH

In this section, we propose SEMBA for representation learning in

dynamic signed networks, which stands for Signed links Evolution

usingMemory modules and Balanced Aggregation. We learn two

representations per node: nodememories to encode temporal signed

interactions of the node, and node embeddings to incorporate in-

teractions in its long-term neighbors. Finally, we use the learned

embeddings to make the prediction.

4.1 Overview

SEMBA is motivated by the following three observations that help

to understand signed links evolution in a dynamic signed network:

(1) Link Evolution: In a dynamic network, new links of a node 𝑢

at time 𝑡 tend to appear depending on the past interactions in

the ego-network of 𝑢 [37, 42], which consists of the focal node

𝑢 and its neighborhood to whom 𝑢 had a connection at some

path length before 𝑡 .

(2) Structural Balance: Balance theory [6] guides signed network

evolution. If (𝑢, 𝑣) ∉ E but (𝑢,𝑤), (𝑤, 𝑣) ∈ E, then the sign
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Figure 3: Balanced aggregation: Schema representing how

link addition events (𝒕1, (1, 2, +)) and (𝒕2, (1, 3,−)) update the
corresponding signed memories at the end-nodes.

of (𝑢,𝑤) and (𝑤, 𝑣) would determine how information from 𝑣

reaches 𝑢 and consequently, the sign of future link (𝑢, 𝑣). As a
result, 𝑢 should consider the information coming from a friend

of a friend (resp. a friend of an enemy) differently than the

information coming from an enemy of a friend (resp. an enemy

of an enemy).

(3) Long-tailed Distribution: It is well known that real-world

networks tend to have a power-law degree distribution, which

indicates only a few nodes in the network have a high degree,

while most of the other nodes have a very low degree. In a

dynamic network, it makes the representation of long-tailed

nodes that have no recent interactions more challenging. In

other words, their representations can easily become stale.

Following these observations, our model has three key architec-

tural components — signed memories, balanced aggregation, and

long-term propagation.

Signed Memories. A node’s memory serves the purpose of rep-

resenting the node’s recent interactions with its immediate positive

and negative neighbors, which is useful for predicting new links ac-

cording to Observation 1. To be able to distinguish between positive

versus negative neighbors as per Observation 2, our architecture

uses two different memory modules, one positive and one negative,

to accumulate the past interactions according to their sign.

Balanced Aggregation. Upon addition of a signed link (𝑢, 𝑣),
both nodes’ positive and negative memories must be updated based

on Observation 2:

(1) If link (𝑢, 𝑣) is positive, memories of the same polarity influence

each other. Thus, the positive memory of 𝑢 is updated using the

positive memory of 𝑣 , while 𝑢’s negative memory is updated

using the negative memory of 𝑣 .

(2) If link (𝑢, 𝑣) is negative, memories of opposite polarity provide

influence. Thus, the positive memory of 𝑢 is updated using the

negative memory of 𝑣 , while 𝑢’s negative memory is updated

using the positive memory of 𝑣 .

Figure 3 visualizes the balanced aggregation mechanism to up-

date a node’s memory due to incident positive and negative links.

Furthermore, it should be noted that balanced aggregation natu-
rally follows higher-order structural rules of balance theory. Figure 4
shows how updating node memories using neighbor-to-neighbor

3
3

2

3

4

t₁

t₂

t₃1

1 4

2
2

1 4

Positive link Negative link

Positive memory

Memory influence

Negative 

memory

t₁ < t₂ < t₃  

Figure 4: Schema showing how updatingmemories based on

balanced aggregation enforces balance theory in triadic re-

lations 2 − 1 − 3 and 2 − 1 − 4 when 𝒕2 < 𝒕1, 𝒕2 < 𝒕3.

balanced aggregation results in complying with higher-order bal-

ance theory relationships. At the first time step 𝑡1, node 2’s positive

memory updates node 1’s positive memory, which then updates

node 3’s negative memory at the next time step 𝑡2. Hence, one can

note that positive memory from a friend of an enemy (i.e., node 2

is a friend of an enemy of node 3) updates the negative memory,

which stores the information from enemies, thus, in line with bal-

ance theory. Similarly, other rules of balance theory can also be

realized by local updates in future time steps. For example, node

2’s positive memory updates node 4’s positive memory via node

1’s positive memory by the ‘friend of a friend is a friend’ rule.

Long-Term Propagation. A node’s embedding serves the pur-

pose of propagating signed memories of a node to the neighbors

with no active interaction, which is useful for addressing staleness

for long-tailed nodes according to Observation 3. To generate a

node’s embedding, we attentively aggregate signed memories of a

node over all of its neighbors in the past and not just the neighbors

in the current batch.

4.2 SEMBA Model Pipeline

Figure 5 demonstrates the pipeline of our model. It consists of the

following four steps:

(1) Encode the events as signed messages following balance theory

(2) Aggregate signed messages in a batch (for efficient processing)

(3) Update node memories with the aggregated messages

(4) Generate node embeddings using memories and other features

Temporal Batching. Since networks evolve rapidly, it is compu-

tationally inefficient to update node embeddings after each change

in the network. Thus, we combine a fixed number 𝐵 of sequen-

tial events happening after a time 𝑡 into a temporal batch. Node

embeddings are then updated based on all the events included in

such a batch. This also allows us to parallelize the computation

of events within the batches and make the training process effi-

cient. We create uniform batches of size 𝐵 starting from 𝑡0. The first

batch stores these 𝐵 interactions E[𝑡0,𝑇𝐵 (𝑡0)] such that 𝑇𝐵 (𝑥) is
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Figure 5: Pipeline of our method, SEMBA. The encircled numbers dictate the sequence in which each step happens. Themodel

first adds the new link to the network, followed by generating messages as dictated by balance theory, in step 1. It then aggre-

gates themessages and updates its memory using these newmessages in steps 2 and 3. A graph attention based neural network

is then used to update the embeddings of the nodes involved in step 4, which are used for downstream prediction tasks.

the smallest timestep after 𝑥 such that there are exactly 𝐵 events

in E[𝑥,𝑇𝐵 (𝑥)]. Consequently, the 𝑘th batch consists of the events

E
[
𝑇
(𝑘−1)
𝐵

(𝑡0),𝑇 (𝑘)𝐵
(𝑡0)

]
with 𝑇

( 𝑗)
𝐵
(𝑥) = 𝑇𝐵 ◦𝑇 ( 𝑗−1)𝐵

(𝑥).
Now, we describe the details of each step. To this end, we consider

the updates due to an event of the form ev = (𝑡,Add(𝑢, 𝑣, e𝑢𝑣)).
Let us also consider 𝑇−1

𝐵
(𝑡) to be the latest batch time until 𝑡 , i.e.,

𝑇−1
𝐵
(𝑡) = max𝑘 𝑇

(𝑘)
𝐵
(𝑡0) such that 𝑇

(𝑘)
𝐵
≤ 𝑡 .

Step 1: Message Generation

Given a new interaction between𝑢 and 𝑣 by ev = (𝑡,Add(𝑢, 𝑣, e𝑢𝑣)),
we generate signedmessages from 𝑣 to𝑢, which contain 𝑣 ’s informa-

tion passed to 𝑢, according to balance theory. The signed messages

from 𝑢 to 𝑣 are also generated similarly. Thus, we here explain how

to generate the signed messages from 𝑣 to 𝑢.

Specifically, if 𝑒𝑢𝑣 is positive (resp. negative), then the message

from positive (resp. negative) memories of node 𝑣 will be used

by node 𝑢 to update 𝑢’s positive (resp. negative) memory. More

formally, positive and negative messages from 𝑣 to 𝑢 at time 𝑡 ,

m+𝑢←𝑣 (𝑡) and m−𝑢←𝑣 (𝑡), are generated as follows
2
:

m+𝑢←𝑣 (𝑡) ={
msg(s+𝑢 (𝑡 − Δ𝑡𝑢 ) ⊕ s+𝑣 (𝑡 − Δ𝑡𝑣) ⊕ Δ𝑡𝑢 ⊕ |e𝑢𝑣 (𝑡) |), e𝑢𝑣 (𝑡) > 0,

msg(s+𝑢 (𝑡 − Δ𝑡𝑢 ) ⊕ s−𝑣 (𝑡 − Δ𝑡𝑣) ⊕ Δ𝑡𝑢 ⊕ |e𝑢𝑣 (𝑡) |), e𝑢𝑣 (𝑡) < 0,

(1)

m−𝑢←𝑣 (𝑡) ={
msg(s−𝑢 (𝑡 − Δ𝑡𝑢 ) ⊕ s−𝑣 (𝑡 − Δ𝑡𝑣) ⊕ Δ𝑡𝑢 ⊕ |e𝑢𝑣 (𝑡) |), e𝑢𝑣 (𝑡) > 0,

msg(s−𝑢 (𝑡 − Δ𝑡𝑢 ) ⊕ s+𝑣 (𝑡 − Δ𝑡𝑣) ⊕ Δ𝑡𝑢 ⊕ |e𝑢𝑣 (𝑡) |), e𝑢𝑣 (𝑡) < 0,

(2)

where ⊕ indicates the concatenation operator and s+𝑢 (resp. s−𝑢 )
denotes positive (resp. negative) memory of𝑢. Also, 𝑡 −Δ𝑡𝑢 denotes

the time when the signed memories of node𝑢 were last updated (i.e.,

the last time when there was a direct interaction involving the node

𝑢). In addition, |e𝑢𝑣 (𝑡) | indicates the link signed weight between 𝑢

and 𝑣 . Lastly, we employ a standard multi-layer perception (MLP)

to implement the message function msg.
Intuitively, m+𝑢←𝑣 (𝑡) and m−𝑢←𝑣 (𝑡) preserve the information re-

ceived through recent positive and negative memories of both 𝑢

2m+𝑣←𝑢 (𝑡 ) and m−𝑣←𝑢 (𝑡 ) are also formed similarly.

and 𝑣 while taking into consideration of the balance theory. Fur-

thermore, it considers the strength of the interaction between𝑢 and

𝑣 . By doing so, SEMBA can (1) differentiate the impact of recent ver-

sus older interactions, (2) treat signed memories differently based

on the link sign, and (3) differentiate the influence per link. That is,

signed messages are designed so that SEMBA can jointly address

the temporal-awareness (C1) and sign-awareness (C3) problems.

Step 2: Message Aggregation

Given a set of positive and negative messages, i.e., m+
𝑢←(·) (𝑡) and

m−
𝑢←(·) (𝑡), received by each node 𝑢 in the batch, we aggregate

them separately as follows:

M+𝑢 (𝑡) = agg({m+𝑢←𝑖 : (𝜏,Add(𝑖, 𝑢, e𝑖𝑢 )) ∈ E[𝑇
−1
𝐵 (𝑡), 𝑡]}),

M−𝑢 (𝑡) = agg({m−𝑢←𝑖 : (𝜏,Add(𝑖, 𝑢, e𝑖𝑢 )) ∈ E[𝑇
−1
𝐵 (𝑡), 𝑡]}) .

(3)

To implement the aggregation function agg, we can employ any

methods used in [37], such as mean aggregation, temporal aggrega-

tion using long short-term memories (LSTMs), and a function that

returns the most recent message from its input set of messages. We

found no significant difference among these and used the function

returning the most recent message.

Step 3: Memory Update

Now, we have signed messages, i.e., M+𝑢 (𝑡) and M−𝑢 (𝑡), which en-

code new knowledge from the events involving each node 𝑢 in the

batch from E[𝑇−1
𝐵
(𝑡), 𝑡]. Given M+𝑢 (𝑡) and M−𝑢 (𝑡), we update 𝑢’s

positive and negative memories, s+𝑢 (𝑡) and s−𝑢 (𝑡), at time 𝑡 and then

form a joint memory s𝑢 (𝑡) for the node 𝑢 as follows:

s+𝑢 (𝑡) = mem(M+𝑢 (𝑡), s+𝑢 (𝑡 − Δ𝑡)),
s−𝑢 (𝑡) = mem(M−𝑢 (𝑡), s−𝑢 (𝑡 − Δ𝑡)),
s𝑢 (𝑡) = s+ (𝑡) ⊕ s− (𝑡),

(4)

where mem indicates a memory update function, which we employ

as an LSTM in this paper.

Step 4: Embedding Generation

Given a joint memory s𝑢 (𝑡) of 𝑢 and memories s𝑖 (𝑡) of all of its
neighbors 𝑖 until that time 𝑡 , i.e., 𝑖 ∈ N𝑢 ( [0, 𝑡]), we find each node
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𝑢’s embedding z𝑢 (𝑡) at time 𝑡 using Graph Transformer [39] as:

z𝑢 (𝑡) = W1s𝑢 (𝑡) +
∑

(𝜏,ev) ∈E[0,𝑡 ]
ev=Add(𝑖,𝑢,e𝑖𝑢 )

𝛼𝑖,𝑢 (W2s𝑖 (𝑡) +W4𝜏 +W4 |e𝑖𝑢 |), (5)

where the attention coefficients 𝛼𝑖,𝑢 are found using multi-head dot

product attention, and W𝑗 denote learnable weights. If there are

node features x𝑢 (𝑡), we concatenate them with the node memories

s𝑢 (𝑡) and pass the concatenated value in place of s𝑢 (𝑡) in Eq. (5) to

obtain the embeddings z𝑢 (𝑡).
Therefore, one can note that 𝑢’s embedding z𝑢 will be updated

at time 𝑡 even if there are no direct interactions with 𝑢 in the batch.

This is due to the fact that we attentively aggregate the memories of

all of its neighbors formed until now and not just in this batch. Thus,

if any of these nodes have direct interactions in this batch, their

memories would be updated, subsequently updating𝑢’s embedding.

In this way, SEMBA can generate robust node embeddings even

in the lack of direct interactions during a time period, thereby

successfully mitigating the staleness problem (C2).

4.3 Learning and Inference

To make effective predictions about events, the node embeddings

are first updated using events until the previous temporal batch.

The predictions are made using these latest embeddings, which

ensures that the embeddings account for the immediate history.

The node embeddings are used to make inference on a node pair

(𝑢, 𝑣) at a time 𝑡 by concatenating the corresponding embeddings

z𝑢 (𝑡) and z𝑣 (𝑡) and then passing it through an MLP, i.e.,

𝑦 (𝑢, 𝑣, 𝑡 ;Θ) = MLP(z𝑢 (𝑡) ⊕ z𝑣 (𝑡)), (6)

where Θ denotes the set of learnable model parameters.

We treat Dynamic Link Existence and Dynamic Link Sign Pre-

diction (Problems 1, 2) as binary classification tasks. For Problem 1,

negative sampling was employed to find an equal number of non-

existing edges. To train the models for these tasks, we minimize

the Binary Cross Entropy (BCE) loss in sequential batches as:

L𝐵𝐶𝐸 (E𝑡𝑟 ;Θ) = −
∑

(𝑢,𝑣,𝑡 ) ∈E𝑡𝑟
log 𝑝𝑦 (𝑢, 𝑣,𝑇−1𝐵 (𝑡);Θ)), (7)

where E𝑡𝑟 denotes the training set and 𝑝𝑦 := 𝜎 (𝑦) if 𝑦𝑢𝑣 (𝑡) = 1

and 1 − 𝜎 (𝑦) otherwise. Note that 𝑇−1
𝐵
(𝑡) is the latest batch time

until 𝑡 and 𝑦𝑢𝑣 (𝑡) is the actual label of the edge, which is 1 for link

existence in Problem 1 and 1 for positive link in Problem 2.

Dynamic Signed Link Prediction (Problem 3) is treated as a multi-

class classification task. Here, we minimize the Cross-Entropy Loss

similar to Eq. (7) with the true labels are in {0, 1, 2} denoting positive,
negative, and non-existing edges, respectively. Corresponding 𝑝𝑦
is found after applying softmax of 𝑦.

4.4 Discussion

Here, we summarize the unique architectural contribution of SEMBA

as compared to closely related TGN [37]. TGN is a temporal graph

learning module specifically designed for homophilic unsigned net-

works. On the other hand, the use of two different memories and

their update rules inspired by balance theory, SEMBA makes the

learning appropriate to heterophilic signed networks. As we shall

Table 3: Summary of the datasets. 𝑓+ = |E+𝑓 |/|E𝑓 | denotes the
fraction of positive links and 𝑓𝑢𝑏 = △𝑢𝑏 (G𝑓 )/△(G𝑓 ) denotes
the fraction of unbalanced triangles in the signed network.

Weight denotes the presence of link weight in a dataset.

Dataset #nodes #links 𝒇+ 𝒇𝒖𝒃 #days Weight

BTC-Otc 5.9K 21.5K 0.89 0.13 1,905 ✓

BTC-Alpha 3.8K 14.1K 0.85 0.14 1,902 ✓

WikiRfA 12.8K 170.5K 0.77 0.24 3,758

Epinions 131.9K 871.4K 0.85 0.09 945

see in the experiments, such simple modification can be very ef-

fective in learning representations of links in a continuous-time

dynamic signed network, by jointly addressing the temporal aware-

ness, staleness, and sign-awareness problems.

5 EXPERIMENTS

We designed our experiments, aiming at answering the following

key evaluation questions (EQs):

• EQ1: How does SEMBA perform compared to its competitors on

the sign and link prediction tasks (Problems 1, 2, and 3)?

• EQ2: How does the performance vary in transductive (nodes

seen during training) and inductive (unseen nodes) settings?

• EQ3: How important is each component of SEMBA?

• EQ4: Is SEMBA time and memory efficient?

5.1 Experimental Setup

5.1.1 Datasets. We used four publicly available
3
real-world signed

networks with temporal links: BTC-Otc, BTC-Alpha, WikiRfA,

and Epinions. Table 3 shows some statistics of these datasets.

• BTC-Otc and BTC-Alpha [23, 24] are two who-trusts-whom

networks of people trading Bitcoin on OTC and Alpha platforms,

respectively. In addition to the sign and timestamp, these links

are also weighted on a scale from −10 to +10.
• WikiRfA [46] is a voting network by fellow members for a

Wikipedia member’s request of adminship.

• Epinions is a trust network between members of an online

consumer review site.

From Table 3, we note that all datasets are skewed towards

positive links (see 𝑓+) and follow balance theory (see 𝑓𝑢𝑏 ). Note that

WikiRfA originally has links with null signs that denote abstention,

which we filtered out to make it into a binary signed network.

Furthermore, we also removed any links with no given timestamps

or no given weights from all the datasets. Since no datasets contain

node features, we use a zeroed vector of dimension 8 as the features.

5.1.2 Baselines. We study a novel problem on dynamic signed

networks that have been studied in only one prior work, i.e., RW-

LSTM [8]; we made its variant SGC-LSTM, which can be used

in the inductive setting for a fair comparison. In particular, we

employ an inductive SGCN module in place of the random walks

to encode graphs in each batch that are then passed through an

LSTM sequence to obtain the representations. We also use seven

3
https://snap.stanford.edu/data/index.html#signnets
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other state-of-the-art GNNs as additional baselines: two static un-

signed GNNs, i.e.,GCN [21],GAT [43]; two static signed GNNs, i.e.,

SGCN [9] and SiGAT
4
[13]; and three dynamic unsigned GNNs,

i.e., TGAT
5
[48], NAT

6
[33], and TGN [37].

We used two encoder layers with ReLU activation for each model,

following torchgeometric’s implementation unless otherwise men-

tioned. Since the datasets are not attributed, we used a zero vector

of dimension 8 as the initial node features. One-hot and random

features gave a similar performance. The embedding (and hidden) di-

mension was fixed to be 64 for all the models along with a dropout

rate of 0.5. Furthermore, for TGAT and NAT, we used a 2-hop

neighbor finder with 16 neighbors at each hop and an 8 dimen-

sional dictionary vector and a 100-dimensional self-representation

for NAT. For TGN, we use an identity message module, a mean

message aggregator, a single-layer MLP time encoder, and a graph

transformer (with 8 attention heads) for the embedding module.

The dimensions of the memory representation and time encoding

here are fixed to be 64 and 32 respectively.

To train each model for a given dataset, we did a grid search to

find the best number of epochs ∈ [5, 10, 15, 20] and initial learning

rate ∈ [0.01, 0.001, 0.0001].

5.1.3 Evaluation Metrics. We use appropriate metrics to evaluate

the performance on the 3 different tasks, specified in Section 3.

For the binary classification tasks (Dynamic Link Sign Prediction
and Dynamic Link Existence Prediction), we use the F1 and AUROC
scores between the true and predicted labels/probabilities. F1 mea-

sures the harmonic mean of the precision and recall of the positive

class, while AUROC computes the Area Under the Receiver Oper-

ating Characteristic (Precision vs Recall) curve drawn at different

thresholds. While F1 handles the imbalance of classes in the data,

AUROC ignores the class imbalance. Higher F1 and AUROC values are
desired from a good classifier.

For multiclass classification, i.e., the Dynamic Link Signed Exis-
tence Prediction, we aggregate the F1 metric over different classes

as an unweighted mean or macro averaging (F1mac), an average

weighted by the support (F1wt), and a global calculation of preci-

sion/recall (F1mic or equivalently, accuracy Acc). F1wt accounts for
imbalance in classes by weighing based on the number of samples

while F1mac gives equal weight to all the classes. On the other hand,
Acc may perform well by just predicting the majority class.

5.1.4 Implementation Details. To evaluate prediction quality in the

future, we order all the links according to their timestamps and then

spilt them into training (70%), validation (15%), and test (15%) sets.

All models are trained using a common framework described in

Section 4.3 with the Adam optimizer [20]. The predictions are made

in a temporal batch, i.e., 𝑡𝑘 = 𝑇𝐵 (𝑡 𝑗 ), where the batch size 𝐵 is fixed

to be 1, 000 interactions for Bitcoin-OTC, Bitcoin-Alpha, and

WikiRfA, and 16, 000 interactions for the larger Epinions dataset.

Note that the evaluation is also done in sequential batches, i.e., to

predict a link at time 𝑡 , all events (including those in the test set)

before 𝑇−1
𝐵
(𝑡) are included in the model’s context for prediction.

In other words, while the parameters remain fixed during the test

4
https://github.com/huangjunjie-cs/SiGAT

5
https://github.com/StatsDLMathsRecomSys/Inductive-representation-learning-on-

temporal-graphs

6
https://github.com/Graph-COM/Neighborhood-Aware-Temporal-Network

Table 4: Performance on dynamic link existence prediction

(rounded to 2 decimal digits). Bold and dark-gray values are

the best performing and light-gray values are the second

best. ‘OOM’ denotes out of GPU memory.

Method

BTC-Otc BTC-Alpha WikiRfA Epinions

F1 ↑ AUROC ↑ F1 ↑ AUROC ↑ F1 ↑ AUROC ↑ F1 ↑ AUROC ↑

GCN 0.00 ± 0.00 0.50 ± 0.01 0.00 ± 0.00 0.51 ± 0.01 0.00 ± 0.00 0.50 ± 0.01 0.00 ± 0.00 0.49 ± 0.00
GAT 0.66 ± 0.00 0.51 ± 0.00 0.66 ± 0.00 0.50 ± 0.00 0.66 ± 0.00 0.50 ± 0.01 0.66 ± 0.00 0.50 ± 0.00
SGCN 0.75 ± 0.00 0.82 ± 0.01 0.80 ± 0.00 0.83 ± 0.01 0.64 ± 0.00 0.75 ± 0.00 0.81 ± 0.00 0.89 ± 0.00
SiGAT 0.71 ± 0.05 0.87 ± 0.00 0.85 ± 0.00 0.93 ± 0.00 0.86 ± 0.00 0.93 ± 0.00 - -

TGAT 0.72 ± 0.00 0.92 ± 0.00 0.69 ± 0.00 0.91 ± 0.01 0.66 ± 0.00 0.55 ± 0.01 0.71 ± 0.01 0.88 ± 0.00
NAT 0.76 ± 0.01 0.91 ± 0.00 0.92 ± 0.00 0.95 ± 0.01 0.92 ± 0.01 0.98 ± 0.01 0.91 ± 0.01 0.96 ± 0.00
TGN 0.97 ± 0.00 0.99 ± 0.00 0.98 ± 0.00 1.00 ± 0.00 0.99 ± 0.00 1.00 ± 0.00 0.92 ± 0.01 0.98 ± 0.00
SGC-LSTM 0.25 ± 0.00 0.57 ± 0.00 0.31 ± 0.00 0.59 ± 0.00 0.50 ± 0.00 0.33 ± 0.00 - -

SEMBA 0.97 ± 0.00 0.99 ± 0.00 0.98 ± 0.00 1.00 ± 0.00 0.99 ± 0.00 1.00 ± 0.00 0.93 ± 0.01 0.98 ± 0.01

phase, embeddings are updated in an online manner to incorpo-

rate past events to predict the future. For static models, i.e., GCN,

SGCN, GAT, and SiGAT, we thus pass the graph formed by all the

interactions until the current batch, i.e., G(𝑡) for prediction. For
all unsigned models, signs of the links are used as edge attributes

if the model can handle heterogeneous interactions (i.e., for NAT,

TGN, TGAT) otherwise the signs are ignored (i.e., for GCN, GAT).

We carefully tune the hyperparameters such as the learning rate

and the number of epochs of baselines for each method and dataset

via grid search on the validation set. The embedding dimension is

fixed to be 64 and the transformer has 8 attention heads.

Reproducibility:We conduct the experiments on NVIDIA Tesla

K80 GPUs with 12GB memory, and the models were implemented

using the PyTorch Geometric framework.
7

5.2 Prediction Performance

To test the effectiveness of representations learned by SEMBA, we

evaluate its performance against representative baselines on the

three tasks outlined earlier in Section 3. We ran for 5 different

random seeds and present the mean and standard deviation.

5.2.1 Dynamic Link Existence Prediction. Table 4 shows the perfor-
mance of different methods on the task of predicting whether a link

exists between two nodes at a time step 𝑡 given the graph until the

previous batch 𝑇−1
𝐵
(𝑡). This is a standard task in dynamic graphs

literature [37, 48]. We find that SEMBA closely matches the per-

formance of state-of-the-art TGN in this task for signed networks

with a maximum difference of 0.01 in the F1 and AUROC metrics.

This shows that SEMBA can effectively handle the evolution of link

format in dynamic signed networks. NAT is the second closest base-

line followed by SiGAT. Relatively low performance of NAT and

TGAT compared to TGN can be attributed to their ineffectiveness

in handling heterogeneous (signed) edges. Thus, we conclude that

dynamic GNNs (such as TGN, NAT and SEMBA) are essential to

model link existence in dynamic signed networks as they show an

average of 14.2% and a minimum of 6.4% improvement over their

static counterparts. We also find that SGC-LSTM is highly ineffec-

tive in modeling link formation dynamics and only shows a slight

improvement over static unsigned GCN model, which produces

random results. We know from the literature that time-and-graph
models are theoretically less expressive than time-then-graph mod-

els [12]. Our results complement this theory by showing that even

7
https://github.com/pyg-team/pytorch_geometric
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Table 5: Mean Performance on the 3-class dynamic link signed existence prediction (rounded to 2 digits). Higher F1wt, F1mac,
and Acc are desired. Bold and dark-gray values are the best performing and light-gray values are the second best. ‘OOM’ denotes

out of GPU memory. Standard deviations are found to be less than 0.05 on all metrics.

Method

BTC-Otc BTC-Alpha WikiRfA Epinions

F1wt ↑ F1mac ↑ Acc ↑ F1wt ↑ F1mac ↑ Acc ↑ F1wt ↑ F1mac ↑ Acc ↑ F1wt ↑ F1mac ↑ Acc ↑
GCN 0.37 0.30 0.34 0.37 0.29 0.33 0.39 0.31 0.37 0.35 0.30 0.33

GAT 0.23 0.21 0.39 0.23 0.21 0.32 0.22 0.21 0.31 0.21 0.22 0.31

SGCN 0.65 0.53 0.63 0.70 0.57 0.69 0.57 0.48 0.59 0.71 0.55 0.74

SiGAT 0.67 0.55 0.62 0.70 0.57 0.65 0.65 0.55 0.61 OOM OOM OOM

TGAT 0.11 0.14 0.16 0.13 0.15 0.16 0.22 0.23 0.34 0.17 0.18 0.22

NAT 0.39 0.34 0.35 0.55 0.44 0.50 0.69 0.56 0.66 0.63 0.49 0.65

TGN 0.88 0.76 0.87 0.86 0.72 0.84 0.85 0.71 0.83 0.79 0.68 0.76

SGC-LSTM 0.40 0.32 0.51 0.41 0.35 0.52 0.33 0.22 0.49 OOM OOM OOM

SEMBA 0.88 0.76 0.87 0.86 0.73 0.85 0.91 0.80 0.90 0.82 0.74 0.81

Table 6: Performance on dynamic link sign prediction

(rounded to 2 decimal digits). Bold and dark-gray values are

the best performing and light-gray values are the second

best. ‘OOM’ denotes out of GPU memory.

Method

BTC-Otc BTC-Alpha WikiRfA Epinions

F1 ↑ AUROC ↑ F1 ↑ AUROC ↑ F1 ↑ AUROC ↑ F1 ↑ AUROC ↑

GCN 0.01 ± 0.01 0.51 ± 0.01 0.04 ± 0.02 0.50 ± 0.04 0.00 ± 0.00 0.51 ± 0.01 0.00 ± 0.00 0.49 ± 0.01
GAT 0.65 ± 0.01 0.53 ± 0.01 0.63 ± 0.00 0.45 ± 0.01 0.62 ± 0.01 0.50 ± 0.00 0.60 ± 0.00 0.49 ± 0.00
SGCN 0.68 ± 0.00 0.65 ± 0.01 0.73 ± 0.00 0.62 ± 0.02 0.42 ± 0.00 0.65 ± 0.00 0.22 ± 0.00 0.65 ± 0.01
SiGAT 0.40 ± 0.00 0.69 ± 0.02 0.50 ± 0.00 0.71 ± 0.00 0.55 ± 0.00 0.68 ± 0.00 OOM OOM

TGAT 0.45 ± 0.01 0.57 ± 0.00 0.47 ± 0.00 0.55 ± 0.01 0.61 ± 0.00 0.51 ± 0.01 0.28 ± 0.00 0.52 ± 0.00
NAT 0.28 ± 0.00 0.65 ± 0.00 0.26 ± 0.00 0.63 ± 0.01 0.00 ± 0.00 0.51 ± 0.01 0.59 ± 0.00 0.60 ± 0.01
TGN 0.74 ± 0.02 0.82 ± 0.03 0.69 ± 0.02 0.70 ± 0.01 0.62 ± 0.19 0.64 ± 0.02 0.44 ± 0.12 0.59 ± 0.10
SGC-LSTM 0.12 ± 0.00 0.54 ± 0.00 0.12 ± 0.00 0.56 ± 0.00 0.00 ± 0.00 0.05 ± 0.00 OOM OOM

SEMBA 0.81 ± 0.04 0.79 ± 0.02 0.75 ± 0.01 0.70 ± 0.02 0.80 ± 0.04 0.85 ± 0.01 0.68 ± 0.15 0.80 ± 0.01

a simple time-then-graph model that aggregates all the temporal

interactions in a single graph and pass the aggregated graph to a

static signed GNN (as is done for SGCN and SiGAT baselines) is

more effective than a time-and-graph model such as SGC-LSTM.

More sophisticated time-then-graph models like TGN and SEMBA

are found to be even more effective.

5.2.2 Dynamic Link Sign Prediction. Table 6 shows the perfor-

mance of different methods on the task of predicting whether the

sign of a future link at 𝑡 is positive or negative given the graph until

𝑇−1
𝐵
(𝑡). We find that SEMBA outperforms the baselines across all

the datasets with an improvement of up to 80% in the F1 measure

and up to 33% in the AUROCmeasure. Note that due to the scarcity of

negative signs in the datasets, there is a class imbalance (see Table 3).

Thus, F1 is a better measure to assess the quality of the classifier.

TGN is the second best performing method, closely followed by

the static signed SiGAT and SGCN models. This shows that sign

classification requires effective modeling both temporal (recall C1)

and sign (C3) features, which is achieved jointly by SEMBA. As

shown by the suboptimality of SiGAT and TGN models through

our results, neither balance theory nor temporal modeling alone

can predict the signs of links in the future. Here too, we see poor

performance of SGC-LSTM which can be attributed, as earlier, to

its time-and-graph modeling.

5.2.3 Dynamic Link Signed Existence Prediction. Here, we combine

the previous two tasks to do a 3-class classification, i.e., to pre-

dict whether a link exists between two nodes in the future and

if it exists, predict its sign. Table 5 compares the performance of

different methods for this task. SEMBA outperforms or matches

the baselines across all the datasets with an improvement of up to

7% in the weighted F1 (F1wt), 12.6% in the macro F1 (F1mac), and
8.4% in the micro F1 (or accuracy Acc) scores. TGN is the closest

baseline and matches SEMBA’s performance on BTC-Otc and BTC-

Alpha datasets. However, SEMBA shows significant improvements

over TGN for the larger WikiRfA and Epinions datasets. Note that

F1mac takes a mean by giving equal weights to all three classes

while F1wtweighs each class by the number of samples it has. More

improvement in F1mac than F1wt would then mean more improve-

ment in the minority (i.e., negative signed links) class. Thus, we can

note that SEMBA specifically improves over TGN by improving on

classifying node pairs with a negative link, owing to the implicit

prior of balance theory in its architecture. Here too, we note the

poor performance of SGC-LSTM for similar reasons as mentioned

above. Furthermore, we find that static signed methods (SGCN and

SiGAT) are highly suboptimal for this task as the temporal methods

(TGN and SEMBA) outperform them by a margin of at least 15.5%

in F1wt, at least 28.1% in F1mac, and 9.5% in Acc measures. This

shows that modeling temporal evolution (recall C1) is essential for

predicting signed structure of graphs in future.

5.3 Transductive and Inductive Settings

In this section, we compare the performance of the methods in

transductive and inductive settings. A transductive setting is one
where all the links in the test set have nodes that were seen ear-

lier during the training phase. On the other hand, in an inductive
setting, all the links in the test set have nodes that were not seen

earlier during training. We sample the original test set to form a

transductive and an inductive test set for each dataset and test our

previously trained models on each of these sets. Table 7 shows the

performance on the dynamic link signed existence prediction on these
two settings. We find that SEMBA outperforms the baselines in all

but two cases with an improvement of up to 16% in F1wt and 22%

in F1mac for the transductive setting and 17% and 21%, respectively,

for the inductive setting. TGN is the closest baseline on average but

interestingly, we find that it is often outperformed by static signed

methods (SGCN and SiGAT) specifically in the inductive setting. In

particular, we note that SGCN beats SEMBA in the inductive setting

of Epinions by a margin of 15% and 17% in F1wt and F1mac values
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Table 7: Mean Performance (rounded to 2 decimal digits) on the 3-class dynamic link signed existence prediction for transduc-

tive (no new nodes) and inductive (both new nodes) settings. Bold and dark-gray values are the best performing and light-gray

values are the second best. ‘OOM’ denotes out of GPUmemory. Standard deviations are found to be less than 0.05 on all metrics.

Method

BTC-Otc BTC-Alpha WikiRfA Epinions

Transductive Inductive Transductive Inductive Transductive Inductive Transductive Inductive

F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑
GCN 0.38 0.31 0.36 0.28 0.34 0.28 0.37 0.29 0.33 0.29 0.42 0.34 0.35 0.30 0.36 0.29

GAT 0.22 0.19 0.22 0.19 0.23 0.26 0.25 0.22 0.18 0.24 0.19 0.19 0.21 0.22 0.23 0.22

SGCN 0.69 0.59 0.77 0.65 0.75 0.69 0.79 0.67 0.60 0.50 0.67 0.57 0.75 0.57 0.84 0.76

SiGAT 0.68 0.58 0.76 0.63 0.70 0.65 0.74 0.61 0.60 0.52 0.71 0.62 OOM OOM OOM OOM

TGAT 0.06 0.10 0.16 0.16 0.11 0.15 0.10 0.16 0.19 0.26 0.12 0.16 0.16 0.17 0.21 0.23

NAT 0.56 0.43 0.51 0.39 0.54 0.47 0.56 0.46 0.65 0.57 0.74 0.57 0.71 0.54 0.58 0.44

TGN 0.82 0.68 0.84 0.68 0.75 0.64 0.83 0.67 0.63 0.53 0.56 0.46 0.82 0.66 0.59 0.50

SGC-LSTM 0.46 0.39 0.32 0.21 0.50 0.44 0.33 0.26 0.33 0.22 0.33 0.22 OOM OOM OOM OOM

SEMBA 0.85 0.73 0.85 0.72 0.83 0.75 0.85 0.70 0.75 0.68 0.83 0.75 0.84 0.76 0.73 0.65

Table 8: Ablation study of SEMBAon themulticlass dynamic

link signed existence prediction. Bold and dark-gray values

are the best and light-gray values are the second best.

Method

BTC-Otc BTC-Alpha WikiRfA Epinions

F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑ F1wt ↑ F1mac ↑
SEMBA 0.88 0.76 0.86 0.73 0.91 0.80 0.82 0.74

- BA 0.88 0.76 0.86 0.72 0.85 0.71 0.79 0.68

- emb 0.71 0.57 0.72 0.59 0.79 0.67 0.78 0.71

- mem 0.67 0.54 0.71 0.57 0.63 0.46 0.70 0.54

respectively. One reason for this observation could be the sparsity

of the inductive nodes in the Epinions dataset. Around 75% of the

inductive nodes have a degree equal to 1, i.e., they interact only

once. SEMBA is designed specifically to model nodes from their

interactions. Node features are used only in the final propagation

step and may not affect the node embeddings too much. Future

research can study more powerful mechanisms for learning node

embeddings from memories to handle highly inductive cases.

5.4 Ablation Study

In this section, we conduct an ablation study to examine SEMBA’s

sensitivity to each component. In particular, we consider three vari-

ants of SEMBA. (1) - BA, which removes the balanced aggregation

(BA) of memories. This is equivalent to the original TGN model. (2)

- emb, where we remove the long-term propagation using a Graph

Transformer to form embeddings (i.e., Step 4). The concatenated

memories are used as embeddings. (3) - mem, where we remove the

memories and message generation steps. We directly propagate the

node features through the aggregated graph until that time via a

transformer to find embeddings.

Table 8 shows the ablation results for the 3-class dynamic link

signed existence prediction. We find that each component is es-

sential for the superior performance of SEMBA as it consistently

outperforms its ablation counterparts across datasets. Our results

further show that memories are the most important component of

the architecture, followed by long-term embedding propagation,

and finally balanced aggregation. In fact, removing balanced ag-

gregation can result in a performance comparable to removing the

long-term embedding propagation (see Epinions). Thus, balanced

aggregation is an essential advance over the original TGN model

for representation learning for dynamic signed networks.

5.5 Efficiency

We compare the efficiency of SEMBA against baselines in terms

of training time and memory usage. This is quantified by the per

epoch training time in seconds and the allocated GPU memory

in bytes for the largest Epinions dataset. First, we note that both

SiGAT and SGC-LSTM fail to run on this dataset as they ran out of

GPU memory while allocating space during training. SGCN takes

11.9 s on average to train one epoch while allocating 862MB. On the

other hand, more sophisticated TGN and SEMBA take more time

and space resources to train. In particular, TGN takes 151.4 s per

epoch and requires 11.9 GB, while SEMBA takes 335.2 s per epoch

with 12.9 GB of GPU memory. Thus, the superior performance of

SEMBA comes at a cost of more training time and GPU resources.

6 CONCLUSION

Our work provides a novel framework to learn and test representa-

tions of dynamic signed networks. Our proposed model SEMBA is

shown to outperform the baselines across different prediction tasks

over dynamic links. We hope that our model opens new future av-

enues to study signed dynamic GNNs. Extensions of our work can

focus on enforcing other theories of signed network configuration

such as status theory [11, 30]. This can also inspire designs of other

dynamic models influenced by sociological theories of organization.

Another direction could focus on predicting the signed weights of

the edges. Regression tasks on graphs are known to be notorious

and are largely understudied for dynamic graphs. Future works

can develop effective models for the difficult task of predicting the

signed weights of dynamic links.
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