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ABSTRACT
The aim of ICD coding is to assign International Classification of
Diseases (ICD) codes to unstructured clinical notes or discharge
summaries. Numerous methods have been proposed for automatic
ICD coding in an effort to reduce human labor and errors. However,
existing works disregard the data imbalance problem of clinical
notes. In addition, the noisy clinical note issue has not been thor-
oughly investigated. To address such issues, we propose a knowl-
edge enhanced Graph Attention Network (GAT) under multi-task
learning setting. Specifically, multi-level information transitions
and interactions have been implemented. On the one hand, a large
heterogeneous text graph is constructed to capture both intra- and
inter-note correlations between various semantic concepts, thereby
alleviating the data imbalance issue. On the other hand, two auxil-
iary healthcare tasks have been proposed to facilitate the sharing of
information across tasks. Moreover, to tackle the issue of noisy clin-
ical notes, we propose to utilize the rich structured knowledge facts
and information provided by medical domain knowledge, thereby
encouraging the model to focus on the clinical notes’ notewor-
thy portion and valuable information. The experimental results
on the widely-used medical dataset, MIMIC-III, demonstrate the
advantages of our proposed framework.

CCS CONCEPTS
• Information systems→ Document representation; • Com-
puting methodologies→ Information extraction; • Applied
computing→ Health informatics.
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1 INTRODUCTION
ICD coding is a standardized method for extracting diagnosis and
procedure codes from clinical texts regarding a patient encounter [5].
Due to the importance of ICD codes, which are widely used for
clinical both research and healthcare purposes, it has garnered con-
siderable attention [39, 46, 60–62]. As manual code assignment is
labor-intensive and error-prone, automatic ICD coding from un-
structured texts has been proposed and investigated by the research
community [47, 48].

Generally, existing automatic ICD coding methods can be cat-
egorized as either traditional feature extraction [21, 32] or deep
learning-based approaches [6, 23, 27, 29, 33, 49, 58, 63]. Among
others, convolutional methods [23, 27, 49, 63] are the most widely-
used encoding framework and outperform alternatives. However,
considering the long-tail issue of code frequency, several methods
have recently attempted to enhance ICD coding by incorporating
external information such as ICD codes [44, 63], code hierarchy and
code co-occurrence [6, 42, 63]. Although efficient, these methods
only address the long-tail problem from the perspective of label
space, ignoring the inherent imbalance problem of data itself.

Nonetheless, the data imbalance problem is the more intrinsic
and fundamental issue and is also the cause of the long-tail prob-
lem of code frequency. In particular, the distribution of semantic
concepts in clinical notes is usually unbalanced. Some patient symp-
toms (𝑒.𝑔., cough) are extremely common, whereas other symptoms
(𝑒.𝑔. loss of smell) are extremely uncommon in clinical notes. Be-
sides, the frequency of various types of medicine exhibits a long-
tailed distribution as well. For example, anti-fever medications are
more prevalent than anti-Alzheimer drugs. This imbalance of data
leads directly to the long tail distribution of the ICD code, where the
top 10% of high-frequency codes in MIMIC-III accounted for 85%
of total occurrence [63]. Neural ICD coding methods trained with
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these unbalanced data would not learn extensive semantic informa-
tion, particularly for concepts representing symptoms, medications,
treatment procedures, etc, related to the tail ICD codes.

Inherent relationships amongmedical concepts and clinical notes
are often utilized to compensate for the imbalance-induced defi-
ciency. As an example, aspirin is a common pain reliever usually
prescribed for toothache and headache. It is also used for fever
diseases like colds and flu. However, when combined with statins,
it is typically used to treat atherosclerotic cardiovascular disease (AS-
CVD), which occurs less frequently than headaches or flu. Therefore,
if a model could discover correlations between aspirin and statins,
the prediction space would be narrowed to a subset of diseases
associated with ASCVD. In addition, there are relations between
different clinical notes representing different patients: if different
clinical notes have similar symptoms, treatments, etc., they are
likely to share similar ICD codes. Thus, how to learn the seman-
tics of clinical notes, with considering multi-level correlations, is a
crucial and challenging task. Besides, clinical notes also exhibit a
problem with noisy text that is difficult to read. Specifically, they
always include multiple lengthy textual narratives (more than 1500
tokens on average), whereas only a small portion of tokens are
relevant for specific ICD codes. In other words, an abundance of
information in clinical notes is redundant or misleading for ICD
coding task [63]. Therefore, capturing the informative portion of
lengthy clinical notes is an additional challenge.

In light of above issues, we propose a Knowledge Enhanced
GAT withMulti-Task Learning (KEMTL) for automatic ICD coding.
Firstly, to capture the informative portion of lengthy clinical notes,
we employ medical domain knowledge to guide the contextual fea-
ture extraction by leveraging structured entity (medical concepts)
and relation information. To discover medical concepts contained
in clinical notes, we employ a medical domain knowledge system
called Unified Medical Language System (UMLS) 1. Then, multiple
levels of information transition and interaction will be utilized to
address the data imbalance problem [24]. To model the informa-
tion correlations within both intra- and inter-notes, we construct
a large heterogeneous text graph containing two types of nodes:
concept nodes and document nodes by aligning the knowledge of
entities and relationships in UMLS to texts in the corpus. Given
such a text graph, we formulate the clinical note modeling process
as the document node embedding learning process in the graph. We
employ a Graph Attention Network (GAT) [43] on the text graph to
enable both local contextual feature encoding and inter-note global
feature encoding by gathering high-order neighbor information. In
this way, the co-occurrence and semantics of medical concepts, as
well as the relationships between different clinical notes, can be
utilized extensively to enhance imbalanced text encoding.

On the other hand, we find that various healthcare tasks (𝑒.𝑔.,
treatment recommendation and mortality prediction) are related
to the ICD coding task and should not be considered independent.
For instance, the ICD codes representing the diseases would limit
the treatment procedures that can be used; knowledge of diseases
and treatment procedures are the triggers for mortality outcomes,
and vice versa. Therefore, we present a multi-task learning frame-
work to model them jointly, aiming at across-task information

1https://www.nlm.nih.gov/research/umls/index.html

sharingk [26, 45, 59] to benefit ICD coding. To enable MTL, we
devise two information-sharing mechanisms between distinct tasks.
Firstly, we propose a widely-used MTL architecture with a global
shared layer in which multiple tasks share the same GAT encoding
layer for text representation. Through the global shared encoding
layer, each individual task can thus gain access to the shared knowl-
edge of all other tasks. After that, each task has its own distinct
classification layer. Secondly, considering the need to maintain the
uniqueness of each clinical task, we further propose a second MTL
architecture, in which each task has its own task-specific GAT en-
coding layer and a global shared layer is designed for all tasks to
facilitate information sharing.

Contributions of this paper are summarized as following:
• We propose a knowledge enhanced GAT with multi-task learn-
ing (KEMTL) for automatic ICD coding. Compared to previous
studies, KEMTL can utilize multi-level information transition and
interaction to improve the overall performance of ICD coding.
• We introduce medical domain knowledge to improve the local
contextual feature extraction of a single note, and utilize GAT
model to facilitate information transfer among and within the
notes by constructing an entity-level text graph for the entire
corpus.
• Wedesign two auxiliary healthcare tasks and propose two information-
sharing mechanisms to utilize knowledge from multiple tasks,
considering both the task specificity and the information sharing
across tasks.
• Extensive experiments are conducted, and the results demon-
strate that KEMTL achieves state-of-the-art performance on the
widely used MIMIC-III medical datasets.

2 PRELIMINARY
In this paper, we use the GAT [43] to encode the text graph con-
structed from the clinical notes and medical domain knowledge.
The advantage of GAT is that it leverages attention mechanism to
consider different weights from neighbor nodes, which enables the
model to concentrate on important adjacent nodes. Specifically, the
GAT layer aggregates features of each node in the graph as well as
its one-hop neighbors as new features. The detailed process on the
𝑡𝑡ℎ layer for node 𝑣 is formalized as Equation (1) - (2).

𝒉(𝑡 )𝑣 =𝜎 (
∑

𝑢∈N(𝑣)∪{𝑣 }
𝛼𝑣𝑢W(𝑡 )𝒉

(𝑡−1)
𝑢 ) (1)

𝛼𝑣𝑢 = softmax(𝑓 (𝒂𝑇𝑡 [W(𝑡 )𝒉
(𝑡−1)
𝑣 | |W(𝑡 )𝒉(𝑡−1)𝑢 ]))

=
exp(𝑓 (𝒂𝑇𝑡 [W(𝑡 )𝒉

(𝑡−1)
𝑣 | |W(𝑡 )𝒉(𝑡−1)𝑢 ]))∑

𝑗 ∈N(𝑣)∪{𝑣 }
exp(𝑓 (𝒂𝑇𝑡 [W(𝑡 )𝒉

(𝑡−1)
𝑣 | |W(𝑡 )𝒉(𝑡−1)

𝑗
]))

(2)

where W(𝑡 ) is the weight matrix, 𝛼𝑣𝑢 is the attention coefficient of
node 𝑢 to 𝑣 , N(𝑣) denotes the neighbors of node 𝑣 , 𝑓 donates the
LeakyReLU function and 𝒂𝑡 is the weight vector.

3 METHODOLOGY
3.1 Overall Architecture
As shown in Figure 1, our proposed KEMTL consists of two compo-
nents: knowledge enhanced text graph constructor and multi-task
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Figure 2: Model Structure of KEMTL-uni.

learning frameworks. The text graph constructor transforms the
clinical notes into the entity-level text graph leveraging medical
domain knowledge for every single task. Then, nodes in each ob-
tained text graph are encoded into low-dimensional vectors via
GAT models.

Next, we propose a MTL framework to enhance the node rep-
resentations with across-task information. Given 𝐾 related tasks
{𝑇𝑘 }𝐾𝑘=1, MTL aims to enhance each task 𝑇𝑘 by utilizing the knowl-
edge contained in all tasks [57]. Usually a task 𝑇𝑘 is accompanied
by a training dataset 𝐷𝑘 containing 𝑁𝑘 samples denoted as:

𝐷𝑘 = {(𝑋 (𝑘)
𝑖

, 𝑌
(𝑘)
𝑖
)}𝑁𝑘

𝑖=1 (3)

where 𝑋 (𝑘)
𝑖

and 𝑌 (𝑘)
𝑖

are 𝑖𝑡ℎ training instance and its label in the
𝑘𝑡ℎ task respectively. The key factor of multi-task learning is the
sharing scheme, which determines the form of knowledge sharing
among all tasks. In this paper, we devise two multi-task learning
frameworks with different sharing schemes. Finally, each clinical
note is represented as a vector and the vector is fed to the task-
specific output layer to make the final prediction for each task.

3.2 Knowledge Enhanced Text Graph
Constructor

We use the well-known UMLS to help build an entity-level hetero-
geneous text graph for each task. The graph involves two types of
nodes: concept node and document node. For the task 𝑘 , supposing
there are N𝑘 clinical notes, then the number of nodes |𝑉𝑘 | in the

generated text graph𝐺𝑘 is the number of clinical notes N𝑘 plus the
number of unique concepts extracted from its MetaMap 2 [3].

Generally speaking, the text graph construction process consists
of three steps: extracting medical concepts, identifying document-
concept edges and identifying concept-concept edges. First of all,
we feed each clinical note of task 𝑘 into its MetaMap to obtain the
medical-related concepts in it. In this way, we can better discover
informative variable-length n-gram features and deep semantics
of texts with the help of domain knowledge. Then, inspired by
the previous study [53], we utilize the Term Frequency-Inverse
Document Frequency (TF-IDF) of concepts in each clinical text
to help identify the edges among concept and document nodes.
Compared with other ways, 𝑒.𝑔., bag of words or term frequency
only, to describe the document-concept relations, TF-IDF can bet-
ter assess the importance of a concept to one of the documents
within the whole corpus since it takes document frequency into
consideration. We keep the top 10,000 concepts according to the
TF-IDF values in the final text graph and leave out others. Finally,
to identify concept-concept edges, we first initialize the edges ac-
cording to relationship table of UMLS. Then, we further expand
the edges based on the co-occurrence statistics in the corpus to
utilize global concept co-occurrence information. In this way, both
intra- and inter-note correlated medical concepts can be linked in
the text graph. Specifically, we employ the popular measure for
term associations Point-wise Mutual Information (PMI) to deter-
mine relations between two concept nodes. Formally, the PMI value
between concept node 𝑖 and concept node 𝑗 is defined as:

𝑃𝑀𝐼 (𝑖, 𝑗) = 𝑙𝑜𝑔 #𝑊 (𝑖, 𝑗)#𝑊
#𝑊 (𝑖)#𝑊 ( 𝑗) (4)

where #𝑊 (𝑖) is the number of sliding windows in a corpus that
contain concept 𝑖; #𝑊 (𝑖, 𝑗) is the number of sliding windows in a
corpus that contain both concept 𝑖 and concept 𝑗 ; and #𝑊 is the
total number of sliding windows in the corpus. In this paper, we
set the window size to that of a clinical text to guarantee that the
total number of sliding windows is the corpus size. A positive PMI
value implies a high semantic correlation of concepts in a corpus,
while a negative one indicates little or no semantic correlation in

2A tool for recognizing UMLS concepts in text: https://metamap.nlm.nih.gov/
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Figure 3: Model Structure of KEMTL-spec.

the corpus. Therefore, we add edges between concept pairs only
when the PMI values are positive.

3.3 Multi-Task Learning (MTL) Frameworks
We use the GAT model to encode the above text graphs. On the
basis of it, we then propose our MTL frameworks to improve the
document-node representations using cross-task information. The
intuition is that different healthcare tasks share some common
information and knowledge, which can help improve the clinical
note representation of the ICD coding task and contribute to better
performance. In order to benefit from both the task specificity and
the information sharing, we propose two models KEMTL-uni and
KEMTL-spec by designing different ways to share the cross-task
information.

3.3.1 Universal Sharing Hierarchical MTL (KEMTL-uni). Figure 2
shows the universal information sharing model KEMTL-uni. Dif-
ferent tasks share the same GAT encoding layer for text graph
modeling. Besides, to mirror the inter-dependencies (𝑒.𝑔., ICD cod-
ing→ treatment recommendation→mortality prediction) of these
tasks, we introduce a hierarchy between the tasks so that low-level
tasks are supervised at lower levels of the GAT while keeping more
complex interactions at deeper layers. After that, each task has its
own specific layer for final prediction. As follows, for the task 𝑘 ,
supposing its corresponding output layer is the 𝑡𝑡ℎ layer. Then, the
convolution process is formalized as:

𝒉 [𝑘 ] (𝑡 )𝑣 = 𝐺𝐴𝑇 ({𝒉 [𝑘 ] (𝑡−1)
𝑖

}𝑖∈N(𝑣)∪{𝑣 },Θ(𝑠) ) (5)

Here, we use 𝐺𝐴𝑇 (·, ·) as a shorthand for the graph attention net-
work shown in Equation (1) to (2) and Θ(𝑠) refers to the parameters
of GAT, which are shared by all three tasks in KEMTL-uni. In this
way, every node of a single task can benefit from common knowl-
edge and extra information from all other tasks. Besides, each task
can make use of such information to receive different weights from
neighbor nodes, which helps filter out noises and focus on impor-
tant adjacent nodes.

3.3.2 Task Specific Sharing MTL (KEMTL-spec). Although KEMTL-
uni is able to utilize global information from other tasks, it fails to
model the task specificity and information-sharing simultaneously.
For example, in the ICD coding task, disease-related nodes need
to be emphasized and assigned high attention during the graph
modeling process; whereas physical condition and instrumental
physical indicators-related nodes should be valued in the mortality
prediction task. To resolve this issue, we further propose KEMTL-
spec with another information sharing scheme whose basic idea is
to preserve the task specificity for each single task while sharing
common knowledge among different tasks. The architecture of
KEMTL-spec is shown in Figure 3. Each task has its own task-
specific encoding layer in KEMTL-spec. Then, a global shared layer
with another GAT is employed to capture the global information
among all tasks. In order to make full use of information of different
tasks, we propose a novel graph inter-attention network (GIAT) for
each task. The intuition is that as external knowledge, information
from the global shared component can provide common and task-
invariant knowledge, which can help disambiguate the semantics
of clinical concepts of every single task. Specifically, for 𝑡𝑡ℎ layer
output of node 𝑣 in graph 𝐺𝑘 for task 𝑘 , we first compute its task
specific representation according to (𝑡 − 1)𝑡ℎ layer output:

�̃�
[𝑘 ] (𝑡 )
𝑣 = 𝜎 (

∑
𝑢∈N(𝑣)∪{𝑣 }

𝛼𝑣𝑢W[𝑘 ] (𝑡 )𝒉
[𝑘 ] (𝑡−1)
𝑢 ) (6)

𝛼𝑣𝑢 =𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑓 (𝒂𝑇𝑡 [W[𝑘 ] (𝑡 )𝒉
[𝑠 ] (𝑡−1)
𝑣 | |W[𝑘 ] (𝑡 )𝒉 [𝑠 ] (𝑡−1)𝑢 ]))

(7)

whereW[𝑘 ] (𝑡 ) is theweightmatrix of task𝑘 ,𝒉 [𝑠 ] (𝑡−1)𝑢 and𝒉 [𝑠 ] (𝑡−1)𝑣

are the output of the global shared (𝑡 −1)𝑡ℎ layer. Note that in GIAT,
the attention coefficient 𝛼𝑣𝑢 of node 𝑢 to 𝑣 is computed as the in-
ner product of 𝒉 [𝑠 ] (𝑡−1)𝑢 and 𝒉 [𝑠 ] (𝑡−1)𝑣 rather than its task specific
output followed by a softmax layer.

We compute the global output of the 𝑡𝑡ℎ layer based on the global
shared GAT model:

𝒉 [𝑠 ] (𝑡 )𝑣 = 𝐺𝐴𝑇 ({𝒉 [𝑠 ] (𝑡−1)
𝑖

}𝑖∈N(𝑣)∪{𝑣 },Θ(𝑠) ) (8)
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Algorithm 1: KEMTL training process.

1 Initialization:A set of models {M𝑘 }𝐾𝑘=1 for different tasks.
// Construct knowledge enhanced text graphs

2 for 𝑘 ← 1 to 𝐾 tasks do
3 Extract medical concepts of all the clinical notes in task

𝑘 using MetaMap;
4 Identify document-concept edges by filtering

unnecessary edges with TF-IDF;
5 Identify concept-concept edges using UMLS;
6 Expand concept-concept edges based on positive PMI as

Equation (4);
7 Formulate the text graph 𝐺𝑘 of task 𝑘 with document

nodes, concept nodes, document-concept edges and
concept-concept edges;

8 end
// Multi-task learning

9 for 𝑡 ← 1 to 𝑇 epochs do
10 for 𝑘 ← 1 to 𝐾 tasks do
11 Obtain latent node embeddings of documents in task

𝑘 via Equation (5) or Equation (9);
12 Compute the final output of task 𝑘 via Equation (10);
13 end
14 Compute the overall loss 𝐿(Θ) from all 𝐾 tasks

according to the task-specific dataset 𝐷𝑘 in
Equation (3) and the task weights 𝛽𝑘 via Equation (11);

15 end

where Θ(𝑠) represents the parameters of the global shared layer.
Finally, the output of task 𝑘 is the weighted sum of that of the task
specific layer and global shared layer:

𝒉 [𝑘 ] (𝑡 )𝑣 = 𝜎 (𝑔𝑘→𝑘 ) ⊙ �̃� [𝑘 ] (𝑡 )𝑣 + 𝜎 (𝑔𝑠→𝑘 ) ⊙ 𝒉 [𝑠 ] (𝑡 )𝑣 (9)

where 𝑔𝑖→𝑘 (𝑖 ∈ 𝑠, 𝑘) controls the portion of information flow from
the global shared layer and task-specific layer to task 𝑘 respectively
and will be learned during the training process. In this way, each
task can not only take the advantage of the common knowledge
through the global shared GAT but keep its own identity with the
help of the task-specific layer.

3.4 Output Layer and Training
After node encoding, each clinical note is represented as a vector 𝒅
and each task has its specific layer for final prediction. Following
previous studies [29, 49], we regard healthcare tasks as multi-label
classification problem. The final output layer is formulated as:

�̂� = 𝑓 (W𝑦𝒅 + 𝒃𝑦) (10)

where W𝑦 and 𝒃𝑦 denote the weight matrix and the bias vector.
Here we use sigmoid as the activation function 𝑓 .

The objective of the training process is to minimize the cross-
entropy of the predicted and true distributions in all tasks:

L(Θ) = −
𝐾∑
𝑘=1

𝑁𝑘∑
𝑖=1

𝐶𝑘∑
𝑗=1

𝛽𝑘𝑦
(𝑘)
𝑖 𝑗
𝑙𝑜𝑔(𝑦 (𝑘)

𝑖 𝑗
) (11)

where 𝑁𝑘 , 𝐶𝑘 and 𝛽𝑘 refer to the number of training samples, the
number of classes and the loss weight of task 𝑘 , respectively. 𝑦 (𝑘)

𝑖 𝑗

is the ground-truth label, 𝑦 (𝑘)
𝑖 𝑗

is the predicted probability and Θ

is the set of all trainable parameters. Specifically, our proposed
framework takes one task as the main task each time, which has
a large loss weight. The other two tasks, which have small loss
weights, are treated as auxiliary tasks to provide knowledge for
more robust and accurate prediction of the main task.

To better understand our proposed KEMTL, we describe the
whole training process in Algorithm 1, which consists of two dis-
entangled parts. First, the knowledge enhanced text graphs for
all the tasks are constructed by extracting medical concepts and
identifying the edges (line 2-8). Then, we obtain the task-specific
outputs for each task through the task-specific GAT/GIAT (line
9-13). Finally, the overall loss 𝐿(Θ) is computed by integrating the
loss from all the tasks with task weights for achieving multi-task
learning (line 14-15).

4 EXPERIMENTS
4.1 Experiment Setup
4.1.1 Datasets. In order to fully evaluate the effectiveness of our
proposedmethod, we perform experiments on the publicly available
MIMIC-III [16] event note which is an open-access collection of
datasets and used as the benchmarking datasets by previous work
on ICD coding [6, 29, 49, 63]. There are different event notes in
MIMIC-III for each stay of patients in the ICU, including discharge
summary reports, nursing notes, radiology notes etc.

Specifically, for ICD coding, we use discharge summaries that
are tagged manually with a set of ICD-9 codes. The experiments are
performed with two different settings to formulate two datasets:
1) MIMIC-III Full dataset: we use all discharge summaries with
all 8,921 labels as the corpus; 2) MIMIC-III 50 dataset: we only
predict 50 most frequent labels, and filter each split in MIMIC-III
Full dataset down to the instances that have at least one of the top 50
codes. As for the two auxiliary tasks, we focus on predicting the top
50 most frequent labels using discharge summaries for treatment
recommendation [22] and we use the nursing notes for mortality
prediction as previous works [14, 25] did. Due to the limited space,
the descriptions of datasets are shown in Table 1.

4.1.2 Baseline Methods. To verify the effectiveness, we compare
the proposed KEMTL model with several state-of-the-art methods
for ICD coding and the two auxiliary tasks (treatment recommen-
dation and mortality prediction).

For automatic ICD coding, we choose:

• CAML (DR-CAML) [29] first introduces CNN to encode clinical
notes and get predictions via dot product between text and code
embeddings.
• MSATT-KG [49] utilizes multi-scale feature attention and GCN
to capture the relations between ICD codes.
• HyperCore [6] converts the embeddings of ICD codes into hyper-
bolic space and then employs GCN on the co-occurrence graph
to model the hierarchical information.
• MultiResCNN [23] utilizes multi-filter residual CNN for encoding
medical texts.
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Table 1: Statistics of MIMIC-III Datasets.

Task Category Split #Texts #Labels

ICD Coding
(Top 50)

Discharge
Summary

Train 8,067
50Val 1,574

Test 1,730

ICD Coding
(Full)

Discharge
Summary

Train 47,719
8,921Val 1,631

Test 3,372

Treatment
Recommendation

Discharge
Summary

Train 6,884
50Val 983

Test 1,967

Mortality
Prediction

Nursing
Note

Train 1,632
2Val 233

Test 466

• LAAT (JointLAAT) [44] proposes a hierarchical joint learning
mechanism to alleviate the imbalance problem of labels.
• Fusion [27] designs complex feature compression and aggrega-
tion to better model the medical texts.
• ISD [63] leverages self-distillation mechanism to enhance the
interactive shared representation networks for ICD coding.
• MSMN [54] considers the synonyms of codes in a graphmatching
manner to achieve more robust performance.

Note that the automatic ICD coding task is different from the medi-
cation recommendation task although they both aim at predicting a
set of medical codes. While the automatic ICD coding task predicts
ICD codes usingmedical texts, themedication recommendation task
leverages the diagnoses and procedure codes to predict medication
codes. Thus, the approaches for medication recommendation task,
such as RETAIN [11], LEAP [56], GAMENet [37] and SafeDrug [50]
are orthogonal to our KEMTL and are excluded for comparison.

For treatment recommendation, since existing treatment rec-
ommendation approaches are mainly based on structured features
rather than unstructured clinical texts, we take some famous text
classification approaches instead:
• Bi-GRU [10] utilizes bidirectional GRU to encode medical texts
with a single feedforward layer for prediction.
• Text-CNN [18] applies CNN on concatenated word embeddings
for text classification.
• HAN [52] employs hierarchical attention to capture the multi-
level information in texts.
For mortality prediction, we have:

• H_CNN [14] leverages hierarchical embeddings from sentence-
level to document-level for document classification.
• DKGAM [7] introduces external knowledge from the word-level
to help text classification and we replace the words with concepts
in our settings.
• AK-DNN [25] incorporates medical domain knowledge to en-
hance the text representations for prediction.

4.1.3 Implementation Details. The experiments are implemented
on the server with an Intel Xeon E5-2640 CPU, a 188GB RAM and

four NVIDIA GeForce RTX 2080Ti GPUs. All the models are imple-
mented using PyTorch 1.6.0. The model parameters are optimized
using Adam [19] optimizer. For KEMTL-uni, we use a four-layer
GAT for text graph encoding and the output layer for ICD coding is
the 2nd layer. For KEMTL-spec, we use a two-layer GAT/GIAT for
text graph encoding and information sharing that allows message
passing among nodes two hops away. As a result, although there is
no direct document-document edge in the graph, the multi-layer
GAT is still capable to learn the inter-text correlations and enables
the information exchange between pairs of notes. For baseline meth-
ods, we directly use the results reported in the original papers for
ICD coding since all the approaches use the same settings. For Text-
CNN and HAN, we use the source code provided by the authors
and tune the parameters according to the instructions provided by
them.

4.2 Overall Performance
We report the experimental results of our KEMTL in Table 2. For
fair comparison with previous studies, we employ a variety of eval-
uation metrics following their routine, including micro 𝐹1, macro
𝐹1, Area Under the ROC Curve (AUC) and Precision at 𝑛. From the
results, we can see that the model performance is gradually im-
proved with the increase of interaction between clinical notes and
ICD codes. In CNN-based methods, including CAML, DR-CAML,
MultiResCNN, HyperCore and MSATT-KG, MSATT-KG achieves
the best performance and a significant improvement over previous
works due to its strong ability to jointly capture note-note and
code-code correlations with the help of attention mechanism and
GNN. Following it, more recent approaches have focused on de-
signing effective mechanisms to model both intra- and inter-note
correlations and the improvements over MSATT-KG indicate the
effectiveness of these approaches.

However, the improvements brought by optimization of the
model structure are marginal while our proposed KEMTL breaks
through the bottleneck by effective knowledge enhancement and
multi-task learning frameworks. We can observe that KEMTL-
uni and KEMTL-spec obtain promising performance on both two
datasets, demonstrating the effectiveness and robustness of KEMTL.

More specifically, on MIMIC-III 50, KEMTL-spec shows an im-
provement of macro AUC 1.7%, macro 𝐹1 1.2% and 𝑝@5 2.9% to
Fusion, the most competitive model. Besides, our KEMTL-uni ob-
tains the highest score of 95.5% on micro AUC value. These con-
vincing results indicate the superiority of introducing knowledge
from different related tasks compared with the complex feature
compression and aggregation approaches used in Fusion, and thus
clearly demonstrate the effectiveness of our proposed multi-task
learning framework on ICD coding.

Moreover, in terms of MIMIC-III Full dataset, MSMN is the
strongest baseline since it considers the synonyms of codes in
a graph matching manner to alleviate the long-tail and noisy text
issues. Compared with it, our KEMTL can resolve these issues by
integrating the structured entities and relations of medical domain
knowledge into the informative local and global feature extraction
process to capture both intra- and inter-note knowledge. The exper-
imental results indicate the effectiveness of our method: KEMTL-
spec has a 0.5% improvement on Macro AUC, 0.8% improvement on
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Table 2: Evaluation Results of ICD Coding on MIMIC-III 50 and MIMIC-III Full Datasets.

Model
MIMIC-III 50 MIMIC-III Full

AUC F1 P@5 AUC F1 P@8Macro Micro Macro Micro Macro Micro Macro Micro

CAML 87.5 90.9 53.2 61.4 60.9 89.5 98.6 8.8 53.9 70.9
DR-CAML 88.4 91.6 57.6 63.3 61.8 89.7 98.5 8.6 52.9 69.0

MultiResCNN 89.9 92.8 60.6 67.0 64.1 91.0 98.6 8.5 55.2 73.4
HyperCore 89.5 92.9 60.9 66.3 63.2 93.0 98.9 9.0 55.1 72.2
MSATT-KG 91.4 93.6 63.8 68.4 64.4 91.0 99.2 9.0 55.3 72.8

LAAT 92.5 94.6 66.6 71.5 67.5 91.9 98.8 9.9 57.5 73.8
JointLAAT 92.5 94.6 66.1 71.6 67.1 92.1 98.8 10.7 57.5 73.5
Fusion 93.1 95.0 68.3 72.5 67.9 91.5 98.7 8.3 55.4 73.6
ISD 93.5 94.9 67.9 71.7 68.2 93.8 99.0 11.9 55.9 74.5

MSMN 92.8 94.7 68.3 72.5 68.0 95.0 99.2 10.3 58.4 75.2

KEMTL-uni 93.5 95.5* 68.1 71.8 69.4 94.0 99.6* 11.2 57.1 74.7
KEMTL-spec 94.8* 94.2 69.5* 72.9* 70.8* 95.3* 99.4 12.7* 58.3 75.6*

“*” indicates the statistically significant improvements (i.e., two-sided t-test with 𝑝 < 0.05) over the best baseline.

Table 3: Evaluation Results on MIMIC-III Dataset for Ablation Study.

Model
ICD Coding (Top 50) Treatment Recommendation Mortality Prediction

AUC F1 P@5 AUC F1 P@5 AUCMacro Micro Macro Micro Macro Micro Macro Micro

GMTL-single 89.5 90.0 66.2 67.0 64.4 84.5 85.6 63.5 65.5 66.1 90.7
KEMTL-single 90.2 91.2 66.5 68.2 64.8 85.0 86.1 64.3 65.1 66.7 91.3
GMTL-uni 92.1 93.5 67.2 69.2 68.2 85.2 86.6 64.3 66.4 67.5 95.5
GMTL-spec 93.3 92.1 68.7 71.2 69.7 88.7 89.5 69.7 70.1 70.5 96.2

Macro 𝐹1 score, and KEMTL-uni has 0.6% improvement on Micro
AUC, 1.2% improvement on Micro 𝐹1 score to ISD, respectively.

4.3 Ablation Study
To investigate the effectiveness of our proposed components of
the method, we report the evaluation results of ablated versions of
our KEMTL in Table 3. We proposed 4 methods by incrementally
removing a component of the final model: GMTL-uni and GMTL-
spec denote the word-level GAT-based universal sharing MTL and
task-specific sharing MTL models without medical domain knowl-
edge. In these two models, we build the text graph only based on
the word-level co-occurrence and document-word relations as pre-
vious study [53] did. KEMTL-single refers to the single-task model
with only knowledge enhanced GAT as encoders for each task.
And GMTL-single is the word-level GAT-based single-task model
without medical domain knowledge. From the table, we can see
that GMTL-uni, GMTL-spec and KEMTL-single all perform better
than the base model GMTL-single, confirming the benefits of both
medical domain knowledge and MTL of our framework. Besides,
multi-task models GMTL-uni and GMTL-spec have better perfor-
mances than the single-task model with knowledge KEMTL-single,
indicating the proposed auxiliary tasks are beneficial to the ICD
coding task. Moreover, compared with some recent baselines such
asMultiResCNN [23] and HyperCore [6], our base model GMTL-
single has been able to achieve comparable or even better results.

This shows the effectiveness to utilize both intra- and inter-note
correlations between different medical concepts with text graph
encoding methods.

4.4 Effectiveness on Auxiliary Tasks
To further demonstrate the effectiveness of our proposed KEMTL,
we also report the performance on the two auxiliary tasks in Ta-
ble 4 and Table 5 respectively. Specifically, for treatment recom-
mendation and mortality prediction tasks, we also see pronounced
improvements. One thing worthy to note is that our KEMTLmodels
also obtain a high macro score while other models always have a
lower one. This is because, for multi-label classification task, the
macro-averaged metrics place more emphasis on relatively tail label
prediction compared with micro-averaged values. Since there is
insufficient training data for those rare labels, the performance of
single-task models would definitely suffer from it. As our model
can make use of global shared information from multiple tasks
and multi-level information correlations, it can perform well on all
labels. For mortality prediction task, AK-DNN performs best among
all single-task learning methods, since it incorporates the medical
domain knowledge to help enhance the text representation. As our
KEMTL can not only utilize such medical knowledge to strengthen
text representations, but also can benefit from the common infor-
mation and knowledge of multiple tasks, it undoubtedly achieves
the best results.
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Table 4: Evaluation Results of Treatment Recommendation.

Model AUC F1 P@5Macro Micro Macro Micro

Bi-GRU 81.7 85.2 53.2 63.4 71.2
Text-CNN 82.1 85.4 59.5 65.6 70.4

HAN 82.9 86.1 60.1 66.0 70.2

KEMTL-uni 86.3 87.2 65.4 67.7 69.9
KEMTL-spec 89.9 90.7 71.8 73.1 71.6

Table 5: Evaluation Results of Mortality Prediction.

Model H_CNN DKGAM AK-DNN KEMTL-uni KEMTL-spec

AUC 80.2 81.1 87.3 99.7 99.8

Table 6: Evaluation Results with Different Backbones.

Model AUC F1 P@5Macro Micro Macro Micro

GMTL-single GCN 88.7 89.6 62.7 64.2 62.9
KEMTL-spec GCN 92.0 91.8 68.9 70.0 69.4

GMTL-single GraphSAGE 89.3 90.2 65.6 67.8 64.5
KEMTL-spec GraphSAGE 90.8 91.2 66.4 68.7 65.3

GMTL-single GAT 89.5 90.0 66.2 67.0 64.4
KEMTL-spec GAT 94.8 94.2 69.5 72.9 70.8

4.5 Generalization with Different Backbones
Since our proposed KEMTL is a general multi-task learning frame-
work that can be applied to any graph-based models, we conduct an
experiment by replacing GAT with two widely-used graph embed-
ding models, which are GCN [20] and GraphSAGE [15], to verify
the generalization of KEMTL. Specifically, we compare the perfor-
mance on ICD coding of variant without knowledge enhancement
and multi-task learning (denoted by GMTL-single Backbone) and the
full KEMTL-spec variant (denoted by KEMTL-spec Backbone) for each
backbone model. As shown in Table 6, by introducing KEMTL as the
training framework, the performance of each backbone model sig-
nificantly improves, which further demonstrates the effectiveness
and the generalization of KEMTL.

4.6 Sensitivity Analysis
In order to illustrate that our proposed multi-task learning frame-
work is a good solution to the problem of insufficient training data,
we conduct a sensitivity analysis on the size of data. Specifically,
we vary the data sizes by randomly sampling different ratios of the
training data for training and test them on the whole test sets of
three tasks. Figure 4 show the experimental results of AUC scores
of our KEMTL and the corresponding most competitive baseline
models on ICD coding. From the figure, we can readily see that
KEMTL-uni and KEMTL-spec consistently outperform the baseline
model. Besides, the performance gaps between our KEMTL models
and the baseline are larger in small dataset settings than in big
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Figure 4: Model Performance Changing Curves with Differ-
ent Training Size.

dataset settings. For example, with only 50% of the training data,
the performance of our KEMTL-spec is still competitive, which
shows an improvement of macro AUC 12.6% to MSATT-KG. We
argue that this is because KEMTL can exploit the underlying inter-
semantic and syntactic relationships that are inherently presented
in different tasks, thus it can alleviate the data insufficiency problem
and achieve good results with less data.

4.7 Case Study
In order to vividly show the benefits of the proposed multi-task
learning framework, we visualize the detected informative concepts
with high attention weights of a clinical text in the GAT-based en-
coding process. Here, we take an instance from “in hospital” mortal-
ity prediction task as an example in Figure 5. We display the results
of three models: the single-task method KEMTL-Single, KEMTL-uni
with universal sharing MTL and KEMTL-spec with task-specific
sharing MTL. The colored part refers to extracted informative con-
cepts. We can see from such visualization that for an eventually
died patient, all of the three models can select the concepts about
its personal information, common disease and symptoms. However,
the KEMTL-single method fails to catch some symptoms such as
“aspiration and atelectasis” and “pulmonary artery systolic hyper-
tension”, which may be not very common in this corpus. Never-
theless, as the KEMTL-uni and KEMTL-spec methods are able to
take advantage of common knowledge from other tasks, it will
be easier to capture these symptoms once they appear in other
tasks and successfully make the right prediction. Compared with
KEMTL-uni, KEMTL-spec can recognize more concepts describing
the severity of physical condition and instrumental physical indi-
cators like “severe” and “not well”, which are very important for
mortality prediction. This is because other than common knowl-
edge, KEMTL-spec can also preserve the task specificity utilizing
the task-specific encoder.
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Figure 5: Visualization of Valued Concepts in Different Models.

5 RELATEDWORK
5.1 Automatic ICD Coding
Automatic ICD coding is a hot research topic in the medical do-
main which has been studied since at least the 1990s [13]. Early
approaches rely on human created features and utilize many ma-
chine learning models to capture them, such as SVM, KNN, Naive
Bayes and topic model [2, 17, 21, 32, 35, 36]. Recent advanced ap-
proaches have employed deep neural networks for this task. Prakash
et al. [33] utilized the memory network as well as Wikipedia to
improve the accuracy of clinical diagnostic inferencing, which is the
first study targeting at unstructured clinical texts for this task. Shi
et al. [38] and Baumel et al. [4] utilized Recurrent Neural Network
(RNN) with attention to generate hidden representations of written
diagnosis descriptions and ICD codes. Besides, Convolutional Neu-
ral Networks (CNN) were explored for clinical note encoding and
proven to be more effective than RNN-based models [23, 27, 29, 49].
Meanwhile, some works also proposed to utilize pre-training mod-
els for clinical texts encoding [1, 58]. Recently, to alleviate the long
tail distribution of labels, several works tried to integrate exter-
nal medical information into this task, such as the descriptions,
co-occurrence, correlations and hierarchical dependency of ICD
codes [6, 42, 44, 63]. Although the above methods are effective, they
neglect the imbalance of the data itself while only dealing with the
long-tail problem from the perspective of label space.

5.2 Graph Neural Networks (GNNs)
The concept of GNNs was first proposed in [34], which extended
existing neural networks for processing the graph structured data.
In recent years, GNNs have received growing attentions and vari-
ants of GNNs have been proposed, such as Graph Convolutional
Network (GCN) [20] and Graph Attention Network (GAT) [43].
GNNs have also been exploring in several NLP tasks such as rela-
tion extraction [31], machine translation [28] and reading compre-
hension [9], where GNNs are used to encode semantics of texts.
Recently there have been some studies exploring graph neural net-
works for general text classification. Peng et al. [30] converted each
document into a graph based on word co-occurrence for large-scale
hierarchical text classification. Yao et al. [53] and Yang et al. [51]
followed this routine by taking advantage of the heterogeneous
graph. These methods are focused on general text classification
tasks rather than applications in the medical domain.

5.3 Multi-Task Learning (MTL)
MTL [8] is an approach to learn multiple tasks simultaneously, aim-
ing at yielding performance gains from correlations and common
features among related tasks. It has been widely adopted in different
machine learning applications such as natural language process-
ing [41] and computer vision [55]. Recently there have been some
studies explored MTL in medical domains. For example, Chowd-
hury et al. [12] proposed an end-to-end multi-task encoder-decoder
framework for three adverse drug reactions detection. Sun et al. [40]
presented a multi-task aggregation network to share information
across different coding schemes for medical code prediction. In this
paper, we utilize the idea of MTL to take advantage of common
information and knowledge for a variety of healthcare tasks.

6 CONCLUSION
In this paper, we devise a knowledge enhanced graph attention
networks with multi-task learning for automatic ICD coding from
clinical notes. Considering the data imbalance issue, we effectively
utilize the concept-level and document-level correlations by gen-
erating a heterogeneous text graph to yield more semantically
meaningful text representations. To future enable the cross-task
information transition, we propose two auxiliary healthcare tasks:
treatment recommendation and mortality prediction to boost the
performance of ICD coding. In addition, by introducing medical
domain knowledge, our model can alleviate the noise text issue
more directly and effectively. Experimental results on the MIMIC-III
medical dataset demonstrate that our proposed model outperforms
state-of-the-art methods by a substantial margin.
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