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ABSTRACT
Despite the recent emergence of video captioning models, how to
generate vivid, fine-grained video descriptions based on the back-
ground knowledge (i.e., long and informative commentary about
the domain-specific scenes with appropriate reasoning) is still far
from being solved, which however has great applications such as au-
tomatic sports narrative. Based on soccer game videos and synchro-
nized commentary data, we present GOAL, a benchmark of over
8.9k soccer video clips, 22k sentences, and 42k knowledge triples for
proposing a challenging new task setting as Knowledge-grounded
Video Captioning (KGVC). We experimentally test existing state-
of-the-art (SOTA) methods on this resource to demonstrate the
future directions for improvement in this challenging task. We
hope that our data resource (now available at https://github.com/
THU-KEG/goal) can serve researchers and developers interested in
knowledge-grounded cross-modal applications.
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1 INTRODUCTION
Video captioning, the task of describing a video’s content in natural
language [13], was initially proposed due to its importance in a
wide range of applications [18]. Since then, it has been a crucial
and challenging task in both computer vision and natural language
processing communities, as it requires the mastery of several skills
for one model (or a system) [12], including (1) video understanding:
understanding of the spatial-temporal dynamics in video [22], (2)
video-text bridging: associating visual and textual elements [3, 9]
and (3) text generation: generating appropriate long sequences of
output words [16]. Despite the recent models’ impressive perfor-
mance [12, 15], it is noteworthy that the existing video captioning
benchmarks [4, 23, 27] are still several steps away from the real-
world applications. As the soccer narrative examples in Figure 1,
when commentators describe the scenes in a video, they need to rec-
ognize the visible objects (Walcott) and actions (Goal), and exploit
the relevant knowledge (Walcott, Player of, Arsenal) to understand
and complete an expression. Due to the involvement of knowledge
beyond the video, such applications pose more challenges to all
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Conventional Caption

Knowledge-grounded
Commentary Caption

Iowbi has got possession and the space for Walcott to make them 
straight away for a fantastic goal, the Arsenal’s 1st goal of season!

A man got the ball, kicked it into the gate and celebrated.

Knowledge

Structural

Semi-/
Unstructured

Alex Iowbi

Walcott

Arsenal FC

Play
er o

f

Player of

London

Locate

Live in

Goal (Soccer): a goal is
scored when the whole of …

Statistics News…

Video Stream

Figure 1: Comparison of conventional video captioning with its knowledge-grounded setting. A soccer commentary describe
the fine-grained entities (red), their relevant structural (blue), and semi-/unstructured knowledge (green).

three skills of the video captioning model than the setting of rele-
vant datasets: First, video understanding is additionally required to
be able to link the objects to fine-grained entities (Man→ Walcott)
and combine the multiple actions to reason certain events (Kick,
Celebrate → Goal). Second, besides bridging the video and text, as-
sociating the knowledge behind them also becomes a crucial issue.
Finally, models need to invoke background knowledge (1𝑠𝑡 Goal
of season) to generate vivid descriptions and comments instead of
simply introducing the coarse-grained scene.

We propose a knowledge-Grounded videO cAption benchmark
for reaL-time soccer commentary generation (GOAL), which pro-
vides a more challenging setting of this task. Built upon the collec-
tion of over 40 hours of broadcast soccer videos [8], our dataset con-
tains more than 8.9k video clips with corresponding commentary
texts. Each video in our dataset is linked to abundant knowledge
from a professional sports platform1 and the Wikidata [19]. Af-
ter that, we conduct a series of human annotation tasks, including
proofreading, entity recognition, and text classification, to complete
the fine-grained alignment of the knowledge, video, and text. Fur-
thermore, we carefully pre-process the videos via object detection,
event spot, and 2D/3D feature modeling to provide an easy-to-adapt
interface for the state-of-the-art video captioning models.

Experimental results show that the performance of several top-
performing video captioning models [11, 12] suffers an apparent
decline on our benchmark, which indicates the difficulty of such
a setting. Moreover, we conduct some primary explorations about
knowledge-aware video captioning methods. We hope our work
can call for more efforts to exploit the advanced NLP techniques
(such as large-scale language model (LLM) instructions [2, 14]) in
promoting this task into complex real-world applications.

Predicted Impact and Beneficial Groups. For researchers
of video captioning, our contributions include: (1) the proposal of
a “knowledge-grounded” setting for enriching the video caption-
ing task; b) a high-quality dataset from soccer commentary as a
challenging benchmark; We believe that GOAL also preserves a
positive impact on the industrial developers and users in cross-
modal applications, especially sport domain, as we contribute: (3) a

1https://www.whoscored.com/

fine-grained, open-source data repository for building knowledge-
grounded soccer commentary generator and (4) a series of possible
solutions in lifting current method to an applicable stage.

2 GOAL BENCHMARK
In this section, we introduce the collection and analysis of the
proposed GOAL benchmark. Before that, we formally present the
task setting for such soccer video captioning scenario:

Problem Formulation. Consider a soccer video 𝑉 consisting
of 𝑁𝑣 frames described by a textual sequence 𝑆 . Distinct from con-
ventional video captioning setting that aims at generating 𝑆𝑣 only
based on𝑉 , the task of Knowledge-grounded Video Captioning
(KGVC) can be formulated as: given the video𝑉 , the objective is to
select appropriate video-related knowledge𝐾𝑣 = f (𝑉 ) and generate
a knowledgeable commentary 𝑆𝑣,𝑘 .

KGVC : 𝑆𝑣,𝑘 = g(𝑉 , 𝐾𝑣) = g(𝑉 , f (𝑉 )) (1)

where functions f (·) and g(·) respectively denote the models’ abili-
ties on aligning video and knowledge (upon video understanding)
and converting video and knowledge to knowledgeable texts (upon
video-text bridging and text generation). Therefore, towards a high-
quality KGVC benchmark, not only the accuracy of “Video-Text-
Knowledge” triple is determined to be guaranteed (for training
and testing g), but the candidate knowledge of the video is also
suggested to be sufficient (for training f ).

2.1 Data Construction
Raw Data Collection. Broadcast soccer videos with commentary
are the foundation of our dataset.To begin the construction of the
GOAL benchmark, we collect 80 full-game videos narrated in Eng-
lish among 500 games of the open-source SoccerNet-v2 [8]. Then
we employ the Azure ASR toolkit 2 to convert the speeches to raw
texts. After filtering out videos with low resolution or too sparse
narration, only 20 games are preserved as annotation candidates.
Furthermore, we record the basic game information of each video,
such as the gameID, teams, league, season, and result of the game
for subsequent information seeking.

2https://azure.microsoft.com/
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Figure 2: Distributions of the knowledge triples (left) and
word number (right) over the video clip length.

Video-Text-Knowledge Annotation. To guarantee the qual-
ity of the dataset, we host a team of 10 English native speakers
(and are veteran soccer fans) for a series of human annotation
tasks, including 1) commentary text proofreading: as the raw texts
are not accurate enough, the first task is to do proofreading of
all the texts according to the accompanying video and speech; 2)
video-text alignment: along with proofreading, annotators are also
required to adjust the text breaks and align them with the video
timeline; 3) knowledge annotation of text: for each proofread sen-
tence, annotators recognize the mentions of knowledge entities
(especially players, teams and terms) with the help of the given
game information and Internet. They also classify each sentence as
a scene description, background introduction, or comment. All the
annotation results are doubly checked.

Knowledge Expansion. To provide sufficient candidate knowl-
edge for each video, we conduct knowledge expansion by seeking
information from two major relevant sources: 1) for the semi- or
unstructured knowledge, we crawl the game-related data from an
online soccer platform1, including the players’ list, statistics,
teams’ characteristics, information and the news of the game.
Note that we only preserve the data that is available before the game
to prevent potential model crossing. 2) for the structural knowledge,
we employ the annotated knowledge entities and game-related data
to link each video to the Wikidata3 with BLINK [21] and crawl the
2-hop related entity pages.

2.2 Data Analysis
Dataset Statistics and Distribution Our dataset contains 8.9k
video clips, with an average of 2.46 labeled sentences per video,
for a total of 22k sentences. Each video has an average of 21.67
commentary words, which covers 81% of the entire video clip.

Meanwhile, each video is relevant to 193.1 knowledge triples,
and each video’s text is labeled with an average of 1.84 knowledge
entities. Figure 2 shows the related knowledge triples and word
numbers both follow a nearly linear positive correlation with the
clip length and keep stable fluctuations, which indicates that knowl-
edge is evenly distributed in the sentences of the caption. Figure 3
further shows that the sentences in our dataset are mostly associ-
ated with abundant knowledge, whether in terms of relation types
and knowledge triples. Overall, our dataset strives to maintain the

3https://www.wikidata.org/wiki/Wikidata:Main_Page
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Figure 3: The distribution of sentence-level knowledge den-
sity in terms of relation types and knowledge triples.

Table 1: Comparison of different datasets. Video Simi.,Words/
second, Var.of Sent.𝑙𝑒𝑛 and Syntactic Complexity correspond
to the average video similarity, words per second, variance
of sentence length, and the average depth of syntactic tree of
the captions. Bolded and underlined represent the first and
second largest value.

Dataset Video
Simi.

Words/
Second

Var. of
Sent.𝑙𝑒𝑛

Syntactic
Complexity

MSVD 0.77 0.78 2.86 6.38
MSR-VTT 0.64 0.62 4.22 7.52
ActivityNet 0.61 0.22 6.10 8.64
YouCook2 0.58 0.19 4.58 6.43
GOAL 0.81 2.10 7.26 7.67

integrity and richness of background knowledge, which provides a
solid foundation for subsequent development.

Comparison with relevant datasets. The statistics in Table
1 further demonstrates that GOAL’s setting is more challenging
than the widely-used MSVD [5], MSR-VTT [23], ActivityNet Cap-
tions [4] and YouCook2 [27]. We obtain their average similarity
of video clips [25], and observe that GOAL’s videos are the most
similar, which indicates it requires more fine-grained recognizing
and understanding abilities of the model (as most of the views are
players running on a green field). Nevertheless, GOAL contains the
most words per second, the most diverse of the sentence (largest
variance of sentence length), and pretty complex syntax (the depth
of syntactic tree via Chen and Manning [6]), which makes it more
challenging when generating texts.

2.3 Availability
We further apply several treatments to make the data fit different
video captioning methods.

Video Segmentation: As whole video of a game is kind of long
(over 90 minutes), so it is necessary to conduct video segmentation.
We first follow and adapt the labeling of SoccerNet-v2 to complete
the object detection (including multiple players, teams, and the ball)
and event spotting (including 17 types of soccer-specific events
such as Goal, Foul) [7]. After that, we conduct the game video
segmentation according to the key events and text length, producing
over 8.9k video clips with an average length of 10.31 seconds.
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Table 2: Experimental results on the GOAL benchmark. We
do not sign a ↑ if the value is only lifted within 0.1.

Method BLEU METEOR Rouge-L CIDEr

HMN 13.5 5.1 11.1 3.3
+Knowledge 13.5 5.2 11.4↑ 3.5↑
SwinBERT 10.3 5.6 11.1 3.7
+Knowledge 10.4 5.5 12.0↑ 4.4↑
ALPRO 14.3 5.9 10.1 5.1
+Knowledge 15.6↑ 6.4↑ 11.5↑ 6.6↑

Feature Modeling: As some of the existing methods require the
pre-modeling of the 2D/3D visual features [24, 26], we first utilize
the player tracking toolkit 4 to map the 3D video into 2D 1080 ∗ 680
football pitch, and then employ ResNet [10] to model both the 2D
and 3D features as a prepared data source. All the data and analysis
tools are publicly available at https://github.com/THU-KEG/goal.

3 EXPERIMENT
We reproduce several representative video captioning methods on
our benchmark and conduct an analysis of the experimental results.

Setup.We select the three types ofmethods: two-stageHMN [24],
end-to-end video-text pre-training SwinBERT [12] and pre-training
with prompting ALPRO [11] as baselines, and additionally build
knowledge features (for HMN and SwinBERT) or design knowledge-
able prompts (for ALPRO) according to their model architectures as
improvements. We adapt the common metrics (BLEU, METEOR [1],
Rouge-L and CIDEr [17]) for evaluation.

Major Result. The results are shown in Table 2, from which we
can observe that: (1) all three methods meet a severe decline (e.g.,
SwinBERT’s average CIDEr on MSR-VTT, YouCook2, MSVD, and
ActivityNet is 95.5), indicating the challenging of this setting; (2) in-
voking knowledge is kind of benefit in improving existing methods,
but designing appropriate prompts seems to be a more effective
way (both HMN and SwinBERT are only slightly enhanced).

Error Analysis. We conduct error analysis by presenting cases
of ALPRO. Except for the general errors that models cannot effec-
tively generate such a long and informative text, we notice several
knowledge-aware errors, as shown in Figure 4. (1) Entity Mismatch-
ing: models often incorrectly recognize the fine-grained player
objects, e.g., misidentify Messi as Dzeko, Suarez as Aguero. (2) Ac-
tion Misunderstanding: models cannot understand a certain action
with knowledge. Although Save and Close down are both actions in
defense, they are totally different because the former one can only
be performed by the goalkeeper. (3) Knowledge Deficiency: Cur-
rent models lack a vast amount of parametric knowledge and the
corresponding reasoning ability, which may cause many comical
errors such as a good ball from the referee.

Discussion. Given the above result, we discuss some potential
directions for building advanced models for the KGVC task. First,
beyond the current object detection, it is necessary to propose a
knowledge-aware entity-object linking [20] for such fine-grained
4https://github.com/JooZef315/football-tracking-data-from-TV-broadcast

It is a pass from Dzeko ( ) to Aguero ( ) ...Generated:
Golden: It‘s a ball from Lionel Messi (✅), but Suarez (✅) is offside…

Knowledge:
2014-2015 Manchester City V.S. Barcelona
Manchester City: David Silva, Dzeko, Aguero, …
Barcelona: Messi, Neymar, Suarez, Zabaleta, …

... and he‘s got a good save ( ) …Generated:
Golden: … the back four players close it down (✅) …

Knowledge:
2016-2017 Chelsea V.S. Liverpool
Save: the goalkeeper prevent the ball from getting the goal
Close down: players attempt to win back possession or ...

It‘s a good ball from ( ) the referee…Generated:
Golden: We may have the first booking (✅) …

Knowledge:
2014-2015 Marseille V.S. Paris SG
Referee: the person responsible for Laws of the Game...
Book: means giving a player a yellow card or red card…

Figure 4: Representative error cases of the generated cap-
tions, which correspond to the entity mismatching, action
misunderstanding and knowledge deficiency.

video understanding applications. Second, KGVC models should
exploit the language models’ generation ability instead of just ap-
plying them in textual feature modeling. Third, considering the
complexity of the task, it is promising to jointly utilize the chain-of-
thought prompting of LLMs and knowledge graphs to understand,
reason, and achieve better performance.

4 CONCLUSION AND FUTUREWORK
In this paper, we propose the task of knowledge-grounded video
captioning (KGVC) and present a challenging benchmark upon
real-time soccer commentary, GOAL, for supporting the research
explorations. We conduct preliminary experiments to prove the
difficulty of our benchmark and propose several promising direc-
tions. Emergent future work includes: 1) designing fine-grained
knowledgeable captioning methods as well as knowledge-aware
evaluation metrics; 2) exploiting the large-scale language models
for reasoning in this task; 3) expanding the knowledge-grounded
video captioning setting to other real-world applications.
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