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Abstract
Recommender systems play an essential role in the choices peo-
ple make in domains such as entertainment, shopping, food, news,
employment, and education. The machine learning models under-
lying these recommender systems are often enormously large and
black-box in nature for users, content providers, and system de-
velopers alike. It is often crucial for all stakeholders to understand
the model’s rationale behind making certain predictions and rec-
ommendations. This is especially true for the content providers
whose livelihoods depend on the recommender system. Drawing
motivation from the practitioners’ need, in this work, we propose
a recourse framework for recommender systems, targeted towards
the content providers. Algorithmic recourse in the recommenda-
tion setting is a set of actions that, if executed, would modify the
recommendations (or ranking) of an item in the desired manner. A
recourse suggests actions of the form: “if a feature changes 𝑋 to
𝑌 , then the ranking of that item for a set of users will change to
𝑍 .” Furthermore, we demonstrate that RecRec is highly effective
in generating valid, sparse, and actionable recourses through an
empirical evaluation of recommender systems trained on three real-
world datasets. To the best of our knowledge, this work is the first
to conceptualize and empirically test a generalized framework for
generating recourses for recommender systems. Full version of the
paper is available at http://arxiv.org/abs/2308.14916.

CCS Concepts
• Information systems→ Recommender systems; • Comput-
ing methodologies→ Machine learning.
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1 INTRODUCTION
Recommender systems are ubiquitous in online platforms today.
They have a major influence on our choices in domains ranging
from entertainment, social media, and shopping to news and edu-
cation. These systems operate by filtering items from a large set to
provide the most relevant ones to the user. Recommender systems
can broadly be classified into two categories, content filtering and
collaborative filtering [2, 5, 18, 21]. Content filtering represents
each item using a set of features and recommends items to users
based on the similarity to items consumed by the user in the past
[3, 7, 14]. For example, if a user has purchased a cell phone recently,
a content filtering system would recommend a phone case to the
user based on its similarity to the phone. Collaborative filtering-
based recommender systems recommend items to a user based on
other users’ interests who have a similar user history. For example,
if a user recently bought a cell phone, a collaborative filtering-based
recommender system would recommend the user with a phone case
based on the information that other users who bought a cell phone
also bought a phone case in the past.
Modern recommender systems are black-boxmodels that has spurred
the development of inherently interpretable recommender models
or techniques to explain the factors influencing the recommenda-
tions [27]. We have also seen the rapid adoption of incorporating
explainability in real-world recommender systems. Facebook offers
“Why am I seeing this ad?” for every sponsored advertisement on
its platform, and Amazon offers reasons why a product is recom-
mended to you tab. These explanations are broadly termed as feature
attribution explanations as they highlight a part of the features that
lead to the recommendations.
All these explanations are primarily geared towards the end-users
of the recommender platforms However, recommender systems are
usually multi-stakeholder platforms with content providers and
the system developers’ interests baked into the system [1, 20, 28].
And these stakeholders also need transparency into the system.
Since the content providers are dependent on the platform for their
livelihood, they are interested in understanding the factors that
influence their product’s rank in the recommendations [6, 10, 11].
There have been several studies to understand the perspective of
content providers offering services on several kinds of such plat-
forms. Jhaver et al. [12] did a study with several Airbnb hosts to
understand their perspectives. Rahman [16] interviewed freelancers
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working on Upwork. Razaq et al. [17] interviewd sellers on hand-
made product platform Etsy. Most content providers expressed the
helplessness they face in understanding the factors that influence
their product’s rank on the platform [8, 12, 16, 17], and would like
to gain transparency into it.
The kind of explainability that the content providers seek is similar
to counterfactual explanations in classification systems [23, 24].
In general, counterfactual explanations describe a causal situation
of the form: ‘If I change X to Y, the outcome will change to Z’.
Counterfactual explanations are frequently employed to answer
questions like “What change in my features would help me to get
the loan?”. In recommender systems, a set of factors that improves
the rank of a product offer a causal explanation of what changes
would lead to an improved ranking for it. This set of factors are
termed as recourse if the content providers can alter them to im-
prove their product’s rank. Since studies have shown that providing
transparency into the algorithmic system improves the user’s trust
and adoption of the platforms [13], the motivating reason for in-
corporating counterfactual explanations in recommender systems
is even more compelling.
The primary contribution of our work is to conceptualize a gener-
alized framework for generating algorithmic recourse-based expla-
nations for recommender systems. In this work, we use the terms
counterfactual explanations and algorithmic recourse interchange-
ably, as we are using counterfactuals to provide recourses to the
content providers, system developers, or curious end-users of a
recommender system. Under this framework, we propose a novel
algorithm, RecRec, that generates algorithmic recourses for a real-
world recommender systems. RecRec casts the problem of finding
recourses as an optimization problem that is solved using gradient
descent in the feature space.
We first establish the desirable properties of a recourse in recom-
mender systems (Section 2) and then cast the recourse generation
problem as an optimization problem (Section 3), which RecRec
solves. We conduct experiments with three different recommender
systems and show RecRec’s efficacy in generating recourses that
achieve high success rate while satisfying the other desirable prop-
erties (Section 4). We make the following key contributions:

(1) We establish the desirable properties for algorithmic recourses
in recommender systems (Section 2).

(2) We propose a novel approach called RecRec to generate recourses
for a broad class of recommender system architectures (Section 3).

(3) We empirically demonstrate the effectiveness of RecRec through
extensive experiments on three recommender systems trained
on real-world datasets (Section 4).

2 DESIRABLE PROPERTIES OF
ALGORITHMIC RECOURSE

To be effective for a content provider, a recourse in a recommender
system setting should satisfy several desirable properties:

(1) Valid: A recourse when executed should lead to an increased ex-
posure for the concerned item among the users of the target group,
and therefore should have an improved rank after the recourse.

(2) Sparse Changes: A recourse should not change many features of
the item. Being close to the original features makes the recourse
more easily achievable [15].

(3) Minimal side-effect : A recourse should ideally only move the
concerned item to an improved rank and have minimal side-effect
on the ranks of the other items [19] (specially near the top ranks).

3 RecRec’s ALGORITHM TO GENERATE
RECOURSE

This section formulates the recourse from the perspective of a
content provider wanting to change the features of an item so that
it gets more exposure for users in a target group, i.e., within the
top-𝑘 recommendations for these users.
Given an item’s original features, 𝑟 , the goal is to find updated
features 𝑟 ′, such that the item, item, is recommended within the
top-𝑘 ranks for a group of target users In content filtering based
systems, the features of an item are its attributes that are used to
measure the similarity between different items, e.g. genres of a
movie or book. Table 1 lists the notation used in this section.

Table 1: Notations for RecRec’s Algorithm
Notation Description

U: Set of users
I: Set of items
I: {𝑣𝑖 : 𝑖 ∈ 𝐼 , 𝑣𝑖 ∈ R𝑓 }, 𝑣𝑖 is the item features for item i.
R 𝑗 ∈ R |𝐼 𝑗 | : R 𝑗 [𝑘] denotes the rating given by user j to item 𝐼 𝑗 [𝑘]
S: Set of target users
a: The item for which recourse is being sought

ALGORITHM 1: Generate recourse to move an item to the top-k
recommendations for a target group of users.
Input : Item features I, the target user group S, ratings given by each user R, the

concerned item a, the desired rank of the item (e.g. top-10), hyperparameter 𝜆,
hyperparameter LearningRate

Output :New item feature for concerned item a: 𝑣∗𝑎
1 Function Compute_Recourse(I, S, R, a,DesiredRank, LearningRate, 𝜆)
2 iterations← 0
3 va, v′a ← I[a]
4 S′ ← S
5 while iterations < maxiterations do
6 loss← −

( ∑
j∈S′ vaI⊤j ⊙ Rj

)
+ 𝜆 ∗



v′a − va

1
// In each iteration, perform a gradient descent step for the loss

7 v′a ← gradient_descent(LearningRate, loss)
// Get the updated rank of the item for each user in S

8 newrank← get_updated_ranks(I, v′a, R, S) // Remove users from S for

whom the concerned item is within the desired rank

9 for u ∈ S do
10 if newrank[u] ∈ DesiredRank then
11 S′ ← S \ u
12 return v′a
13 Function get_updated_ranks(I, v′a, R, S)

// Compute the new score of each item for each user

14 for u ∈ S do
15 newscore← ∅
16 for z ∈ I do
17 newscore[z] ← ∑

vzI⊤j ⊙ Rj
// sort the newscore in descending order to generate new ranks

18 newrank[u] ← arg sortz∈I newscore[z]
19 return newrank

Equation (1) shows the objective function that we need to optimize
to generate a recourse that achieves the desired change in the rank
of the item while not changing its feature too much.

𝑣∗𝑎 = argmax
𝑣′𝑎

∑
𝑗 ∈𝑆

𝑣 ′𝑎I⊤𝑗 ⊙ R 𝑗 𝑠 .𝑡 .


𝑣 ′𝑎 − 𝑣𝑎

0 ≤ 𝜖 (1)
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Weuse gradient descent to optimize the objective function forwhich
we need encode the twofold goal as a constrained optimization
problem with sparsity inducing L1 norm as the constraint (with 𝜆

as the hyperparameter).

argmin
𝑣′𝑎

−
(∑
𝑗 ∈𝑆

𝑣𝑎I⊤𝑗 ⊙ R 𝑗

)
+ 𝜆 ∗



𝑣 ′𝑎 − 𝑣𝑎

1 (2)

Algorithm 1 provides the algorithm to generate recourses for con-
tent filtering based recommender systems. The algorithm takes as
input the features of all item I, the target user group 𝑆 , the ratings
given by the users R, the item for which a recourse is desired 𝑎, and
the desired rank for the item 𝐷𝑒𝑠𝑖𝑟𝑒𝑑𝑅𝑎𝑛𝑘 . It runs the gradient de-
scent algorithm until convergence. In each iteration, the algorithm
computes the loss given in eq. (2) and updates the features of the
item using the gradient descent algorithm. The first term of the loss
function is only computed for the subset of users in the target group
𝑆 for whom the concerned item has not yet been ranked within
the desired rank (line 9). This helps in two ways: a) encourages the
algorithm to change the item features to move the item within the
desired rank for a larger number of users from the target group,
and b) limits the change in the users’ recommendation lists (which
is another desirable property of a recourse).

Iterative Hard Thresholding We use L1 norm to induce sparsity in
the change between the original and the recourse item features.
However, this might not be sufficient to ensure that the recourse
is sparse. Therefore, after the convergence of algorithm 1, we it-
eratively set the values of the features with the smallest absolute
difference with the original features to the original feature value
at those indices, a process termed as iterative hard thresholding
[4]. This leads to a tradeoff between the number of users for whom
the item is moved within the desired rank (success rate) and the
sparsity of the recourse. We continue iteratively hard thresholding
until we start losing more than a certain percentage of the success
rate (in our experiments we set this threshold to 20%).

4 EVALUATION
We performed experiments using three real-world recommender
systems to measure RecRec’s efficacy, efficiency, and side-effect
when generating recourses for items at various ranks:

(1) MovieLens-100K [9]: This movie recommendation dataset has about
1000 movies and 1700 users who gave a total of 100K ratings. Each
movie has information such as its summary, actors, directors, and
genre. We consider the movie summary as mutable and others as
immutable features. Using standard NLP data processing we featur-
ize each summary in about 9500 dimensions. Dot product between
the feature vectors of two movies determine their similarity. If
two movies are very similar and a user has liked one of them, the
recommender system will recommend the other. MovieLens also
provides the rating a user has given to certain movies which we use
to weigh similarity between movies for providing more accurate
recommendations. The dataset also provides user metadata, like
age and occupation. In experiments, we use age ranges to group
users into 5 equi-sized groups that content providers want to target.

(2) AliEC Ads [22]: This dataset is an ad click prediction dataset pro-
vided by Alibaba. It has about 5600 ads and 13200 users who in-
teracted with 1.4 million ads. For each ad, it provides information

like its category, brand, and price. All features are considered muta-
ble. We one-hot encode all categorical features and use price after
normalization to feature each ad in about 2300 dimensions. Again,
the dot product between feature vectors of two ads determine their
similarity. The dataset also provides user metadata such as age level
and gender. In experiments, we use age level to group users into
five equi-sized groups that content providers want to target.

(3) Goodreads [25, 26]: This book recommendation dataset has about
4300 books and 11200 users who have a total of 1.3 million ratings.
Each book has features like its short description, genre, number
of reviews, hardcover or ebook format. All features are considered
mutable. Using standard NLP data processing, we featurize each
movie description and other features in about 17400 dimensions.
The dot product measures the similarity between two books, and
user ratings are used to weigh similarity. The dataset does not
provide user metadata, and therefore we group users into five equi-
sized groups based on the number of ratings they provided.

4.1 Experimental Methodology
For all three recommender systems, we group the users into 5 equi-
sized group either based on available metadata (like age) or based
on the number of ratings they provided. Our experimental setup
portrays a scenario where a content provider wants to increase
the exposure of their item to a group of users, the target group.
RecRec provides a recourse to the content provider and after its
execution, if the rank of their item improves to being within the
top-𝑘 recommendations for users in the target group, we would say
that the item’s exposure has increased and the provided recourse
was valid. In experiments, we consider an item to have increased
exposure for a user if after the recourse it is within the top-10
recommendation for that user. Even though the content providers
would want to target a large group of users, optimizing the losses
in eq. (2) for all users in the target group can be computationally
expensive. Therefore, we experiment using a sampling procedure.
We randomly sample a small percentage of the users in the target
group andminimize the loss only over them. However, we report the
percentage of users in the entire target group that get an increased
exposure to the item. Intuitively, if we sample more users from
the target group, a higher percentage of users would see the item
within their top-10 recommendations.
Metrics. We report the following metrics for RecRec:

(1) Success Rate: For each recommender system, we report the per-
centage for users from the target group who see the concerned
item withing their top-10 recommendations. We report this vari-
ous sampling sizes. A higher value for this metric is better.

(2) Number of changes required: This metric is computed as the L0
norm of the difference between the original features and the new
features after recourse. A lower value for this metric is better.

(3) Side-effect on user recommendations: To estimate the impact of a
recourse on the users’ original recommendations, wemeasure the
similarity between the them and the new recommendations. We
use rank-biased overlap (RBO) as a measure of similarity between
the two ranked lists. Since the change in recommendations at
top ranks matter more, we weigh them more when measuring
RBO similarity (p = 0.5). A higher value for this metric is better.

All the metrics are reported for items at various original ranks.
Specifically, we generate recourses for items whose original ranks
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Figure 1: RecRec’s success rate for items at original ranks 11, 21, 51, and 101 for the recommender system trained on MovieLens-100K. RecRec
gets 100% success rate for all user groups and items at all original ranks with very small sampling size starting from 1% of the user group.
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Figure 2: RecRec’s success rate for items at original ranks 11, 21, 51, and 101 for the recommender system trained on AliEC Ads. RecRec gets
more than 80% success for most user groups and items at all original ranks with very small sampling size starting from 1% of the user group,
and increases to 100% for with 20% sampling.
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Figure 3: RecRec’s success rate for items at original ranks 11, 21, 51, and 101 for the recommender system trained on Goodreads. RecRec gets
more than 90% success for all user groups and items at all original ranks with very small sampling size starting from 0.5% of the user group,
and increases to 100% for with 2-5% sampling.
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Figure 4:The percentage of item’s features that need to be changed to execute the recourse. The plots are for the recommender systems trained
on MovieLens-100K, AliEC Ads, and Goodreads. With increasing sampling percentage, the number of changes required to get a recourse
decreases, and eventually becomes negligible.

are 11, 21, 51, and 101 (item rank averaged over the users in the
target group). For rigorosity, we ensure that an item whose rank is
already within top-10 for more than 1% of the users in the target
group is not considered for getting a recourse.

Discussion of the results and the conclusions are the full version of
the paper available at http://arxiv.org/abs/2308.14916.
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