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ABSTRACT
Knowledge Tracing (KT) aims to track proficiency based on a
question-solving history, allowing us to offer a streamlined curricu-
lum. Recent studies actively utilize attention-based mechanisms
to capture the correlation between questions and combine it with
the learner’s characteristics for responses. However, our empirical
study shows that existing attention-based KT models neglect the
learner’s forgetting behavior, especially as the interaction history
becomes longer. This problem arises from the bias that overpriori-
tizes the correlation of questions while inadvertently ignoring the
impact of forgetting behavior. This paper proposes a simple-yet-
effective solution, namely Forgetting-aware Linear Bias (FoLiBi), to
reflect forgetting behavior as a linear bias. Despite its simplicity,
FoLiBi is readily equipped with existing attentive KT models by
effectively decomposing question correlations with forgetting be-
havior. FoLiBi plugged with several KT models yields a consistent
improvement of up to 2.58% in AUC over state-of-the-art KTmodels
on four benchmark datasets.

CCS CONCEPTS
• Social and professional topics→ Student assessment; •Com-
puting methodologies→ Neural networks.
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1 INTRODUCTION
With the prevalence of various online education platforms and
intelligent tutoring systems, analyzing the learner’s proficiency
through her interactions is crucial. Knowledge Tracing (KT) [4] aims
to quantify the level of knowledge by tracking the learner’s re-
sponses to the preceding questions and to predict the performance
of new questions. To effectively solve this task as a sequential pre-
diction, it is essential to learn the correlation between questions
(e.g., question similarity and concept dependency) and the char-
acteristics of the learner’s response (e.g., forgetting behavior and
concept proficiency).

Recent KT models utilized various deep neural networks to cap-
ture the question correlation: (i) Deep sequential models represent
learner’s knowledge with hidden states of RNNs [6, 12, 13, 15, 17,
23, 29, 35]. (ii) Memory-augmented models [2, 36] use key-value
memory structures to update knowledge. (iii) Graph-based models
employ GNNs to capture the correlation between questions and
concepts [19, 30, 34]. (iv) Attentive models that apply several vari-
ants of attention mechanisms to reflect long-term relationships of
questions [8, 14, 16, 20, 27].

Besides, several studies [3, 7, 11, 18, 21, 26, 28] attempted to con-
sider forgetting behavior based on a learning curve theory [1] into
deep learning models to integrate the learner’s latent factors. A
common assumption is that the learners’ knowledge is increasingly
forgotten over time. DFKT [18] and LPKT [26] extend DKT [23]
by leveraging time-interval information to reflect the forgetting
effect of learners. HawkesKT [33] utilizes time interval information
to improve an existing matrix-factorization-based KT model [32].
SAINT+ [28] extends SAINT [8] by using the time gap between
questions from different concept sets. However, these methods
need help establishing discrete representations for continuous time
intervals, mainly when they encounter time outliers that exceed
the threshold of pre-defined embeddings. AKT [11] and RKT [21]
address this challenge by introducing a relative time interval bias
that penalizes positional decay in attention weights instead of us-
ing absolute position embeddings. Nonetheless, the bias becomes
unnecessarily entangled with question correlations, obscuring the
influence of forgetting behavior. It is found that this tendency is
more evident in longer interactions, suggesting the disentangle-
ment between question correlations and forgetting behavior.

Inspired by recent work [24], we propose a more fine-designed
method to model forgetting behavior built upon attention-based
KT models, Forgetting-aware Linear Bias (FoLiBi), decoupling the
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Figure 1: The architecture of the forgetting-aware attentive
KT model. We describe the proposed method in the knowl-
edge retriever, a typical framework for attentive KT models.

learner’s forgetting effect from question correlations. It can be
achieved through linear bias, which penalizes the question attention
scores proportional to the relative distance. Despite its simplicity,
it has two advantages. (i) It does not interfere with estimating the
correlations of questions. (ii) It shows the robustness against the var-
ious sequence lengths. We have validated that FoLiBi consistently
outperforms existing methods for modeling forgetting behavior on
four standard datasets when plugged into four different KT models.

2 PROPOSED METHOD
Problem definition. Let 𝑋𝑡 = ⟨𝑥1, 𝑥2 ..., 𝑥𝑡 ⟩ denote a sequence
of interactions at the 𝑡-th time step. Each interaction 𝑥𝑖 = (𝑒𝑖 , 𝑟𝑖 )
consists of a pair of a question 𝑒𝑖 and its correctness 𝑟𝑖 ∈ {0, 1}. If 𝑒𝑖
is answered correctly, 𝑟𝑖 = 1, otherwise 𝑟𝑖 = 0. Given the sequence
of interactions 𝑋𝑡−1, KT models aim to predict the probability of
correctly answering the question 𝑒𝑡 , i.e., 𝑟𝑡 = 𝑝 (𝑟𝑡 = 1 | 𝑋𝑡−1, 𝑒𝑡 ).
They commonly adopt a binary cross-entropy for a loss function.
Attentive knowledge tracing models. Figure 1 shows the ar-
chitecture of attention-based KT models based on the previous
works [11, 14]. Given sequences of questions ⟨𝑒1, 𝑒2, ..., 𝑒𝑡 ⟩ and inter-
actions𝑋𝑡−1, we get the knowledge vector of the learner 𝒐𝒕 ∈ R1×𝑑
by passing through three attention mechanism-based structures:
question encoder, interaction encoder, and knowledge retriever.
It then combines 𝒐𝒕 with the target question’s embedding vector
h𝑡 ∈ R1×𝑑 , and feeds it to a classification layer consisting of two-
layered MLP with a sigmoid function to get a final prediction 𝑟𝑡 .

While the two encoders and the knowledge retriever have similar
internal architectures, our primary focus lies on the knowledge
retriever. It calculates the question correlations as attention weights
and aggregates interactions as a linear combination.

Table 1: Dataset statistics.

Dataset # learners # interactions # concepts # questions % correct
AL05 571 607,014 271 173,113 76
BR06 1,138 1,817,450 550 129,263 78
AS09 3,695 282,071 149 17,728 62
SLPY 5,000 623,212 1,380 2,713 79

𝜶 𝑡 = softmax

(
q𝑡K

⊤
√
𝑑

)
, v𝑡 = 𝜶 𝑡V, (1)

where 𝑑 is the dimension size of key, query, and value embedding
vectors. Let q𝑡 ∈ R1×𝑑 , K ∈ R(𝑡−1)×𝑑 , and V ∈ R(𝑡−1)×𝑑 denote
the query vector for the target question 𝑒𝑡 , the key matrix for
previous questions (1 ≤ 𝑖 < 𝑡), and the value matrix for previous
responses, respectively. The scaled dot product [31] captures the
relevance of each previous question with respect to the current
questions. v𝑡 is computed as a weighted sum of the values.
Modeling forgetting behavior. The correlation between a pre-
vious and the target question diminishes over time, indicating a
gradual decay of the user’s memory. We integrate the concept of
forgetting behavior in AKT [11] and RKT [21] into the attention
blocks presented, resulting in a simplified formula.

𝜶 𝑡 = softmax

(
q𝑡K

⊤ + 𝜷𝑡√
𝑑

)
+𝜸𝑡 , (2)

where 𝜷𝑡 ∈ R1×(𝑡−1) and𝜸𝑡 ∈ R1×(𝑡−1) are additional coefficients
to represent forgetting behavior according to 𝑡-th time step. By
combining these two additional terms into the attentionmechanism,
this approach considers both question correlations and forgetting
behavior in a unified manner.

AKT [11] uses monotonic attention (Mono), which incorporates
forgetting behavior into the attention weight. Monotonic attention
can generally be expressed with coefficient 𝜷𝑡 as:

𝜷Mono
𝑡 = (exp(−𝜃ℎ · d𝑡 ) − 1) · q𝑡K⊤, 𝜸Mono

𝑡 = ®0, (3)

where 𝜃ℎ is a learnable decay rate parameter for the ℎ-th head
within themulti-head attention block.d𝑡 = [𝑑 (1, 𝑡), 𝑑 (2, 𝑡), . . . , 𝑑 (𝑡−
1, 𝑡)] ∈ R1×(𝑡−1) consists of the function 𝑑 (𝑖, 𝑡), which calculates
the time interval bias among time steps 𝑖 and 𝑡 for a given ques-
tion by multiplying the question similarity with relative distance.
In other words, d𝑡 penalizes positional decay but unnecessarily
intertwines with the correlation of the question.

Meanwhile, RKT [21] develops a relational coefficient (RC) that
considers question similarity and forgetting behavior. It can be
defined with coefficient 𝜸𝑡 as:

𝜷RC
𝑡 = ®0, 𝜸RC

𝑡 = softmax(R𝐸 + R𝑇 ), (4)

where R𝐸 ∈ R1×(𝑡−1) represents the similarities between previous
questions and the target question derived from textual embeddings,
and R𝑇 ∈ R1×(𝑡−1) is defined as [exp(−(𝑡 − 1)/𝑆), exp(−(𝑡 −
2)/𝑆), . . . , exp(−1/𝑆)], consisting of the relative time interval nor-
malized by a learnable decay rate 𝑆 . Because R𝐸 denotes the simi-
larity of the context between the questions, the question correlation
is again considered in the attention operation eventually, which
reduces the effect of the relative time interval.

Despite diligent efforts, Eq. (3) and (4) are insufficient in captur-
ing the exclusive influence of relative positional decay, resulting in
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Table 2: Overall performance comparisons. The best scores are in bold, and the second-best scores are underlined. Statistical
significant differences (𝑝 < 0.05) between the reproduced baseline models and FoLiBi are reported with ⋄ . The last column
shows the average ratio of the improvement over the original method, i.e., PE for SAKT [20] andMono for AKT [11], CL4KT [14].

Model Type AL05 BR06 AS09 SLPY AUC improv.
/OriginalAUC ACC RMSE AUC ACC RMSE AUC ACC RMSE AUC ACC RMSE

SAKT

PE 75.69⋄ 78.50⋄ 39.37⋄ 74.37⋄ 78.83⋄ 39.13⋄ 73.81⋄ 70.60⋄ 44.42⋄ 69.02⋄ 77.94 40.11

2.58%Mono 75.62⋄ 78.57⋄ 39.20⋄ 74.43⋄ 79.01⋄ 38.77⋄ 73.62⋄ 70.38⋄ 44.35⋄ 69.35⋄ 78.21 39.64
RC 76.31⋄ 78.68⋄ 39.09⋄ 75.42⋄ 79.15⋄ 38.71⋄ 74.12⋄ 70.90⋄ 44.23⋄ 69.62⋄ 77.35 40.18

FoLiBi 77.96 79.40 38.57 76.72 79.69 38.25 75.24 71.78 43.68 70.55 77.52 40.01

AKT

PE 74.13⋄ 77.68⋄ 39.88⋄ 74.64⋄ 78.47⋄ 38.86⋄ 73.49⋄ 70.27⋄ 44.59⋄ 70.48⋄ 78.06 39.66⋄

0.84%Mono 76.73⋄ 78.61 38.93⋄ 76.18⋄ 79.31 38.26⋄ 74.91⋄ 71.25⋄ 43.80 72.42⋄ 78.49 39.03
RC 76.63⋄ 78.62 38.89⋄ 76.42⋄ 79.25 38.22⋄ 74.81⋄ 71.13⋄ 43.92⋄ 72.15⋄ 78.71 39.13⋄

FoLiBi 77.64 78.89 38.64 77.09 79.39 38.09 75.28 71.60 43.63 72.78 78.69 38.90

CL4KT

PE 74.93⋄ 77.76⋄ 39.64⋄ 74.02⋄ 78.39⋄ 39.16⋄ 74.00⋄ 70.48⋄ 44.39⋄ 68.99⋄ 78.18 40.01⋄

1.13%Mono 77.72⋄ 79.09⋄ 38.52⋄ 76.65⋄ 79.55⋄ 38.10⋄ 75.47⋄ 71.54⋄ 43.56⋄ 71.27 78.57 39.25
RC 77.03⋄ 78.94⋄ 38.71⋄ 76.58⋄ 79.70 38.08⋄ 75.35⋄ 71.36⋄ 43.70⋄ 71.23 78.71 39.23

FoLiBi 78.97 79.69 38.09 77.80 80.00 37.73 76.20 72.00 43.29 71.59 78.69 39.19

CL4KT
w/o CL

PE 75.68⋄ 78.16⋄ 39.30⋄ 75.78⋄ 79.16⋄ 38.54⋄ 74.31⋄ 70.73⋄ 44.23⋄ 71.04⋄ 78.25⋄ 39.56⋄

1.54%Mono 77.72⋄ 79.25⋄ 38.45⋄ 76.96⋄ 79.68⋄ 37.94⋄ 75.18⋄ 71.35⋄ 43.72⋄ 72.02⋄ 78.75 39.14⋄
RC 77.54⋄ 79.24⋄ 38.49⋄ 77.31⋄ 79.99⋄ 37.78⋄ 75.49⋄ 71.57⋄ 43.57⋄ 72.15⋄ 78.76 38.97⋄

FoLiBi 79.24 79.89 37.89 78.23 80.22 37.53 76.17 72.07 43.32 72.90 78.80 38.76

only modest enhancements (see Section 3.2 for further discussion).
We analyzed that both methods do not account for position decay
in a balanced manner due to unnecessary redundancy.

The linear bias [24] computes a constant value based on relative
distance and provides an effective approach to penalize forgetting
behavior directly. This paper devises a simple-yet-effective solution,
called forgetting-aware linear bias (FoLiBi), to decouple the intricate
relationship between question correlation and forgetting behavior.
We represent forgetting behavior using coefficient 𝜷𝑡 as:

𝜷FoLiBi
𝑡 =𝑚ℎ · [1, . . . , 𝑡 − 1], 𝜸FoLiBi

𝑡 = ®0, (5)

where [1, . . . , 𝑡 − 1] is a linear bias over time and 𝑚ℎ = 2
−8
𝐻

·ℎ

denotes a coefficient that adjusts the importance of forgetting be-
havior for the ℎ-th head out of 𝐻 attention heads.

Figure 2 shows how the attention weights of the existing meth-
ods and FoLiBi are distributed according to the positions. Because
FoLiBi independently computes the question correlations, it effec-
tively penalizes positional decay for forgetting behavior, especially
as the length of history increases, e.g., 20. Our experiments have
shown that this change improves overall performance, suggesting
that FoLiBi not only penalizes position collapse but also balances
correlations between questions at the same time.

3 EXPERIMENTS
3.1 Experimental Setup
Datasets.We evaluate the effectiveness of the proposed method us-
ing four real-world educational datasets: Algebra 2005-2006 (AL05),
Bridge to Algebra 2006-2007 (BR06), ASSISTments 2009-2010 (AS09)
[9], and Slepemapy (SLPY) [22]. AL05 and BR06 are algebra learning
history datasets provided by KDD Cup 2010. AS09 is collected from
a free online math education platform. SLPY, a dataset dedicated
to geography learning history, originates from the online platform
slepemapy.cz, and we randomly sampled 5,000 learners out of 91,331.

For all datasets, we follow the same pre-processing procedure in
[10, 14], such as dropping learners whose number of interactions
is less than 5. Table 1 shows statistics of the processed datasets.
Baselines and evaluation metrics. We apply FoLiBi and other
forgetting behavior modeling methods to several transformer-based
models to analyze their effectiveness thoroughly. SAKT [20] is an
early model of knowledge tracing using an attention mechanism.
AKT [11] introduces embeddings based on the Rasch model [25]
and reflects the learner’s forgetting behavior in the attention mech-
anism. CL4KT [14] proposes contrastive learning on the augmented
learning histories. We only report the method used in RKT [21],
i.e., RC, because it integrates textual content into the input in the
backbone model. Following the previous works [14, 26], we adopt
Area Under Curve (AUC), Accuracy (ACC), and Root Mean Squared
Error (RMSE), which are commonly used in KT for evaluation.
Implementation details. We perform 5-fold cross-validation and
report the average of 3 different seeds. For validation, we split 10%
from each training fold. Following [11, 14], we regard the same
concepts as a single question to help avoid over-parameterization.
We set the maximum history length to 100 for all experiments
except the one for figure 3. The hyperparameters are optimized for
each dataset using Optuna [5]. All the source code is available.1

3.2 Results and Analysis
To verify the effectiveness of our proposed method, we address the
following research questions.
• RQ1 Does FoLiBi improve the performance of the state-of-the-
at KT models?

• RQ2What are themain differences between FoLiBi and existing
methods on attention weights?

• RQ3 Does FoLiBi perform better on longer histories?

1https://github.com/skewondr/FoLiBi

https://github.com/skewondr/FoLiBi
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Figure 2: Visualization of attention weights with different
methods for forgetting behavior on the AKT. Note that the
value in the upper triangle is always 0 due to the causal mask.

Overall performance comparison. Table 2 shows the perfor-
mance of different forgetting behavior modeling methods using
different backbone models on the four benchmark datasets. While
Positional Embedding (PE) incorporates absolute position infor-
mation into the input embedding, Monotonic attention (Mono),
Relational Coefficient (RC), and FoLiBi design the coefficients 𝜷𝒕
and𝜸𝒕 to reflect relative positional decay. The key observations are:
(i) All backbone models show the highest AUC performance when
FoLiBi is plugged in. It confirms that FoLiBi helps trace learners’
knowledge effectively by avoiding the intervention between two
objectives, i.e., question and positional correlation. (ii) Mono and RC
usually perform better than PE by accounting for relative distance.
However, in most cases, they have no significant improvement be-
cause both approaches neglect the negative effects of the question
correlation when considering forgetting behavior. (iii) Applying
FoLiBi to CL4KT [14] shows an improvement over the original
method, Mono, with a 1.13% in AUC on average across datasets,
but removing contrastive learning (CL) increases the improvement
to 1.54%. As the contrastive learning in CL4KT [14] leads the model
to be more dependent on the question relevance, it implies that the
balance between the question and position correlation is crucial.
Comparison via attention weights. Figure 2 visualizes the at-
tention weights of the first 20 records in the first and last head of
the final self-attention block in AKT [11]. The x and y-axis of each
map represent the previous and the target questions, respectively.
Mono and RC models tend to assign a weight spread across all
previous questions in the first head. On the other hand, we found
that FoLiBi holds the more relative position for rearward sequences.
This is because Mono and RC are overly affected by question cor-
relation when computing 𝜷𝑡 and 𝜸𝑡 . Nevertheless, FoLiBi uses a
non-learnable 𝜷𝑡 , which means that a positional correlation can
constantly influence the attention weight regardless of the model
performance. While the other two methods maintain the tendency
within heads, FoLiBi adjusts the importance of position correlation
with the slope𝑚ℎ , so that the last head assigns attention weights
based mainly on the question correlations. This allows FoLiBi to
capture complex interactions, resulting in consistent effectiveness
over varying lengths. We will discuss this in the next section.

History length
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0.8
AL05
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SLPY
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Figure 3: Performance comparison varying the number of
previous interactions used as input for inference. We used
the AKTmodel as the backbone and trainedwith amaximum
length of 300 for a fair comparison to the PE method.

Effectiveness on various history lengths. Assuming the impor-
tance of forgetting behavior depends on the length of the problem-
solving history, we conducted further experiments to see how ef-
fective each method is in varying lengths. We set the maximum
sequence length to 300 in training and fixed the length of input
sequence 𝑛, i.e., 10, 20, 50, 100, 200, or 300, in evaluation. For exam-
ple, if 𝐿 is the total length of a learner’s history, then the number
of questions evaluated for the learner is 𝐿 − 𝑛. We make the fol-
lowing observations. Firstly, the lines of RC, Mono, and FoLiBi are
higher than those of PE, and the gaps between them get larger as
the number of interactions increases. This suggests that relative
positional distance is a core factor in the KT task and becomes more
critical with a longer history. Second, the improvement of FoLiBi is
maintained or increased as the number of interactions increases.
It indicates that FoLiBi can reflect forgetting behavior better than
other methods owing to decoupling from question correlations.

4 CONCLUSION
This paper first analyzes the effect of forgetting behavior in existing
attention-based KT models. As the interaction sequence extends
over time, the correlation between questions becomes dispropor-
tionately emphasized compared to the impact of forgetting behav-
ior. To address this problem, we propose FoLiBi, which represents
forgetting behavior as a linear bias decoupled from the question
correlation. Despite its simplicity, extensive experiments show that
FoLiBi consistently outperforms previous KT models and distin-
guishes the relative position distance from the question correlation.
As a result, FoLiBi is suitable to account for forgetting-aware atten-
tion by readily plugging into existing attention-based KT models.
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