
Technical Note 
Operating Systems 

Anita K. Jones 
Editor 

On an Improved Algorithm for 
Decentralized Extrema Finding in 
Circular Configurations of Processors 

Wm. Randolph Franklin 
Rensselaer Polytechnic Institute 

This note presents a more efficient algorithm for 
finding the largest element in a circular list of processors 
when messages can be passed in either direction. It 
passes 2N*floor(lg N) + 3N messages in the worst case, 
compared to Chang and Roberts' N(N + 1)/2 and 
Hirschberg and Sinclair's 8N + 8*ceiling(N lg N) mes- 
sages. The technique is a selective elimination of possible 
processes, which then merely relay future messages be- 
tween the remaining contenders. 

CR Categories and Subject Descriptors: C.2.5 [Com- 
puter Communication Networks]: Local Networks--rings 
D.44 [Operating Systems]: Communications Manage- 
ment--message sending. 

General Term: Algorithms 
Additional Key Words and Phrases: decentralized 

algorithms, distributed systems 

Chang and Roberts [1] present an algorithm for 
finding the largest element stored in a circular set of  
processes without a central controller, and whose size N 
is not known in advance. The measure of  complexity is 
the total number of  message passes, and their algorithm 
has an expected complexity of  O(N lg N), but the worst 
case is O(N2). This note presents a superior algorithm, 
which, if the ring is bidirectional, has a worst case 
complexity of  O(N lg N). 

We will define an inactive process as one that knows 
that it is not the largest; the other processes are active. 
The two neighbors of  an active process are those active 
processes closest to it in each direction along the ring. In 
the degenerate case of a ring with only two active pro- 
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cesses, each becomes the two neighbors of  the other; 
similarly, if there is only one active process, it becomes 
both of  its neighbors. 

The above definitions allow us to define the extrema 
finding algorithm. Its primary action is the repetition of  
the following step (we shall see the stopping criterion 
shortly). 

Each active process sends a message with its value to 
each of  its neighbors and receives such messages from 
its two active neighbors. If  either of  the messages it 
receives is larger than its value, then it makes itself 
inactive. 

The process of  sending a message to an active neigh- 
bor is apparently complicated by the fact that a given 
process does not know the exact locations of  its active 
neighbors. This is, in fact, no problem if we pass messages 
by the convention that inactive processes simply pass on 
received messages from either direction in the same 
direction, while active processes do not. Thus, during 
each step every inactive process receives and forwards 
two messages, while each active process transmits and 
receives two messages. The total number of  message 
passes required for each step of  the algorithm is 2N, 
regardless of  the number of  currently active processes. 

The repetition of  steps terminates when in some step 
a process receives a message from itself; this implies that 
it is the only active process left and that its value is the 
largest of  the set. As a final action, that process an- 
nounces that fact to all the other processes in N message 
passes. We will now analyze the performance of  this 
algorithm. 

In each step, at least half  of  the active processes are 
eliminated since a process remains active if and only if 
it is larger than both of  its neighbors. Thus there can be 
at most FLOOR(lg N) steps until there is only one active 
process. After one more step, that process knows that it 
is the only one, and sends its final notification. Since 
each step requires 2N message passes, and the final 
notification another N, the total number of  message 
passes in the worst case is 2N*FLOOR(lg N) + 3N. To 
demonstrate that this complexity can be achieved, we 
will consider the case that N = 2 k and define a sequence 
Pi for i from 0 to N - 1 that represents the value of  the 
ith process. Specifically, represent i as a k-bit binary 
number, and let the binary representation of  Pi be the 
left to right reversal of  the bit string for i. For  example, 
if N = 8, then the sequence P is 0, 4, 2, 6, 1, 5, 3, 7. At 
each step every second active process is inactivated. In 
the best case of  this algorithm, the processes are arranged 
in order, and the number of  message passes is 5N. This 
algorithm also requires a linear number of  message 
passes for the worst case listed in [1]. 

If  we let the unit of  execution time be the delay in 
sending a message from a process to its neighbor, then 
the worst case execution time is O(N lg N). We conjec- 
ture that the average time is 2.5N. Sample tests corrob- 
orate this but we have not proven it. 

336 Communications May 1982 
of Volume 25 
the ACM Number 5 

http://crossmark.crossref.org/dialog/?doi=10.1145%2F358506.358517&domain=pdf&date_stamp=1982-05-01


Acknowledgments. This  ma te r i a l  is based  upon  work  
p repa red  for the  N a t i o n a l  Science F o u n d a t i o n  unde r  
G r a n t  No.  ENG-79-08139  and  ECS-80-21504. This  note  
has  benef i t ted  f rom extensive rewri t ing by  Jon  Bentley,  
one o f  the referees. 

Postscript. The  a lgor i thm presented  here  was discov- 
e red  i ndependen t  of, and  s imul taneous  with  [2]. The  
Hi rschberg  and  Sincla i r  a lgor i thm requires  8N + 8 
C E I L I N G  ( N  lg N )  message passes in the worst  case. 
The  a lgor i thm presen ted  here requires  3N + 2 N  F L O O R  
(lg N )  message passes in the worst  case. 
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M o s t  d iscuss ions  of  M I S ' s  a s sume tha t  the  informa- 
t ion in the records  is e r ror - f ree  a l though it is recognized  
tha t  e r rors  exist .  These  e r rors  occur  because  of  delays  
in process ing  t imes,  lengthy cor rec t ion  t imes,  and,  overly 
or  insufficiently s t r ingent  da t a  edits .  In o rde r  to enable  
the  user  to implement  da t a  edi ts  and cor rec t ion  proce-  
dures  ta i lored  to the  degree  of  accuracy  needed,  this 
paper presen ts  funct ional  re la t ionships  be tween th ree  
common measu res  of  da t a  quali ty.  The  M I S  addressed  
is one where  records  in a M I S  a re  upda ted  as  changes  
occur  to the  record ,  e.g., a manpower  planning M I S  
where  the  changes  may re la te  to a se rv iceman ' s  rank  or  
skills. S ince  each  of  the  updat ing t r ansac t ions  may con- 
tain an error ,  the  t r ansac t ions  are  subjec ted  to var ious  
sc reens  before  the  s to red  records  are  changed.  Some of 
the  t r ansac t ions  including some tha t  a re  cor rec t ,  a re  
re jec ted;  these  are  reviewed manual ly  and co r r ec t ed  as  
necessary .  In the  meant ime,  the  record  is out  of  da t e  and 
in error .  Some  of  the  t r ansac t ions  tha t  were not  re jec ted  
also lead to er rors .  The  resul t  is tha t  a t  any given t ime 
the M I S  record  may  conta in  er rors .  

Fo r  each  of  severa l  e r ror  cont ro l  mechanisms ,  we 
show how to forecas t  the  level of  improvement  in the 
accuracy  of  the  M I S  record  if these  opt ions  a re  imple- 
mented .  

C R  Categor ies  and  Subject  Descr iptors :  K.6.4 [Sys- 
tem Management]--management audit. 

G e n e r a l  Terms:  Measurement ,  Per formance ,  Re l ia -  
b i l i ty  

A d d i t i o n a l  K e y  W o r d s  and  Phrases:  errors,  es t ima-  
tion, cost-effectiveness,  edits,  t u r n a r o u n d  times, process-  
ing, t ransac t ions  
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