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M o s t  d iscuss ions  of  M I S ' s  a s sume tha t  the  informa- 
t ion in the records  is e r ror - f ree  a l though it is recognized  
tha t  e r rors  exist .  These  e r rors  occur  because  of  delays  
in process ing  t imes,  lengthy cor rec t ion  t imes,  and,  overly 
or  insufficiently s t r ingent  da t a  edits .  In o rde r  to enable  
the  user  to implement  da t a  edi ts  and cor rec t ion  proce-  
dures  ta i lored  to the  degree  of  accuracy  needed,  this 
paper presen ts  funct ional  re la t ionships  be tween th ree  
common measu res  of  da t a  quali ty.  The  M I S  addressed  
is one where  records  in a M I S  a re  upda ted  as  changes  
occur  to the  record ,  e.g., a manpower  planning M I S  
where  the  changes  may re la te  to a se rv iceman ' s  rank  or  
skills. S ince  each  of  the  updat ing t r ansac t ions  may con- 
tain an error ,  the  t r ansac t ions  are  subjec ted  to var ious  
sc reens  before  the  s to red  records  are  changed.  Some of 
the  t r ansac t ions  including some tha t  a re  cor rec t ,  a re  
re jec ted;  these  are  reviewed manual ly  and co r r ec t ed  as  
necessary .  In the  meant ime,  the  record  is out  of  da t e  and 
in error .  Some  of  the  t r ansac t ions  tha t  were not  re jec ted  
also lead to er rors .  The  resul t  is tha t  a t  any given t ime 
the M I S  record  may  conta in  er rors .  

Fo r  each  of  severa l  e r ror  cont ro l  mechanisms ,  we 
show how to forecas t  the  level of  improvement  in the 
accuracy  of  the  M I S  record  if these  opt ions  a re  imple- 
mented .  

C R  Categor ies  and  Subject  Descr iptors :  K.6.4 [Sys- 
tem Management]--management audit. 
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1. Introduct ion  

The importance of  examining the impact of  infor- 
mation on decision effectiveness in designing and eval- 
uating MIS's has been stressed by several researchers 
(for example, [1]-[4] and [8].) Implicit in many of  these 
discussions is that the information in the file is error-free 
and should be used as presented; in reality many poten- 
tial users of  such systems feel the data in the file has not 
been validated and lacks credibility. They often end up 
bypassing the MIS in their own decision-making. 

General  procedures are missing which would enable 
one to objectively estimate and control the error rate 
present in the database or MIS. Since the need for 
accuracy differs drastically with different types of  records 
(e.g., rank, birth date, Mother's maiden name, etc.), one 
desires to accomplish the above as a function of  the type 
of  record. This information, together with the impacts of  
using erroneous information and the costs of  error re- 
duction, enables one to determine objectively the amount  
and mix of efforts warranted for each type of  record. 
The same approaches can also be used to help assess the 
benefits accruing from switching from a batch system to 
an on-line operation or by reducing various transaction 
turnaround times. 

As an example of  the types of  mechanisms to be 
explored, Fig. 1 depicts a series of  computerized edits to 
which all incoming changes to the record are subjected. 
Some of  these edits are completely limited to the entry 
or transaction itself. This is the case if simple admissi- 
bility edits, employing alphanumeric or range checks, 
are used. Other edits employ so-called logical relation- 
ship tests which compare the data contained in the 
submitted entry with that in the file to discern its "rea- 
sonableness." An example of  the latter is used in the 
U.S. Marine Corps' Manpower Management System 

Fig. 1. Diagrammatic Representation of Typical Flow of Data from 
Updating Transaction. 
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(MMS) and the Navy's Pay/Personnel Administrative 
Support System (PASS). These systems provide data on 
a continuing basis for payroll purposes and to assist in 
training, assignment, promotion, classification, and sep- 
aration. Consider a transaction which is to change the 
rank of  a serviceman. Before the stored record can be 
modified, the rank currently in the record is compared 
to the one on the transaction; if it is more than a single 
step, the transaction is automatically rejected by the edits 
for manual review to discern if the information is correct. 
(See [8] for other examples of  logical edits.) 

Beyond the inherent errors in transactions, the time 
it takes to batch and screen transactions and to manually 
review rejected transactions strongly impacts the error 
rates of  the information in the system. In addition the 
relative likelihood of  not catching erroneous transactions 
(i.e., a Type I error, or rejecting transactions that should 
not be rejected (i.e., a Type II error) also affects the final 
error rate present in the stored record. 

These types of  dynamic interactions have been rec- 
ognized by [2], [3] in their research, but not in the context 
of  an MIS. Such considerations become even more com- 
plex since different sets of  users within a given organi- 
zation may have different needs and uses for the same 
type of  information. As an example, personnel managers 
need timely and responsive answers to their queries, e.g., 
the number  of  personnel with certain qualifications. In 
contrast, the financial managers demand a detailed audit 
trail and consistency of  the historical record. To be able 
to meet these different needs, one needs the ability to 
custom tailor the error rate present in the stored record 
by type of  record. 

2. M e a s u r e s  o f  Error R a t e s  in a M I S  

The following discussion applies for a MIS whose 
records are updated periodically or whenever changes to 
the record are reported. In the illustrative manpower 
management systems, the records could be the rank of  a 
given individual or his "leave" status. In other MIS's, 
the inventory of  stock or the usage rates by type of  item, 
or the failure rates or repair costs of  certain types of  
equipment, are examples of  types of  records. 

Within this setting three key measures associated 
with the accuracy of  the information to a given type of  
record in a MIS are relevant. They are presented below 
and then discussed in turn. The three measures are: 

(i) The transaction reject rate, i.e., the proportion of  
incoming transactions which fail, either correctly 
or incorrectly, the various edits and logical tests 
used; 

(ii) The intrinsic transaction error rate, i.e., the propor- 
tion of  the incoming transactions that are truly in 
error; 

(iii) The stored M I S  record error rate, i.e., the proba- 
bility that the stored record is in error for any 
reason. It is defined as the likelihood that a ran- 
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domly chosen record (for the particular record type 
of  interest) examined at a random point in time, is 
in error. It includes the situation where a change 
in the record has occurred but has not yet been 
updated in the record. 

The reject rate is a widely used measure and is often 
used as a proxy for the quality of  the incoming transac- 
tions. However, the reject rate may exceed the intrinsic 
transaction error rate if the edits are overly stringent and 
reject correct transactions. On the other hand the reject 
rate may significantly underestimate the intrinsic trans- 
action error rate if the edits allow errors to pass through 
undetected. This might be the case if the MIS relies only 
on simple admissibility checks but cannot catch errors of 
substance. 

The stored MIS record error rate is, of  course, the 
"bottom line." It is the result of  erroneous transactions 
not being caught by the edits, correct transactions being 
improperly rejected by the edits, lengthy times between 
batchings of  transactions for initial entry into the com- 
puter, and excessive correction and turnaround times. 
The intrinsic transaction error rate can actually be less 
than the stored MIS record error rate if the processing 
and correction times are unduly long or if there is a 
significant likelihood of  Type II errors occurring. If  there 
were no data edits and transactions were allowed to 
update the stored records instantaneously without any 
screening, the MIS record would eventually be the same 
as the intrinsic transaction error rate. 

When the above measures were estimated for the 
leave status record of  the Marine Corps' Manpower 
Management System shortly after its startup, a reject 
rate of  48 percent was observed for all leave transactions. 
However, the intrinsic transaction error rate and the MIS 
error rate for the leave records were later estimated to be 
25 percent and 9 percent, respectively. This concretely 
points out the differences and interactions between these 
three measures and the need for MIS managers to be 
aware of  their differences when setting accuracy goals 
and priorities for the MIS's. 

3. Statistical Estimates of Error Rates 

We address in this section the functional relationships 
between the three rates and their estimation; a numerical 
example is also presented to help fix the ideas. The 
mathematical proofs are in the Appendix. 

3.1. Notation 
The following notation will facilitate the discussion: 

(1) r denotes the earlier defined [(i) of  Sec. 2] parameter 
termed the transaction reject rate; it is clearly a 
function of the edits being used. 

(2) P denotes the conditional probability that an erro- 
neous transaction is properly rejected by one of  the 
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edits. Hence I-P is the probability of  the Type I 
error occurring. 

(3) P '  denotes the conditional probability that a correct 
transaction is improperly rejected by one of  the 
edits, thereby delaying proper updating of  the rec- 
ord. P'  is the probability of  the Type II error 
occurring. 

(4) eTdenotes the earlier defined [(ii) of  Sec. 2] intrinsic 
transaction error rate parameter for the type of  
record in question. 

(5) T denotes the nonnegative random variable repre- 
senting the time interval or spacing between trans- 
actions for a given record of  the type being ana- 
lyzed; these are further assumed to be independent 
and identically distributed. Candidates for T might 
be the exponential, uniform, lognormal random 
variables or even a constant. Also let p r  denote the 
mean of  the intertransaction times. 

(6) C1, a constant, denotes the minimum processing 
time, measuring the elapsed time from when a 
transaction is submitted to the system until it up- 
dates the record. This occurs for a transaction not 
rejected by any of  the edits. 

(7) (72, a constant, denotes the additional processing 
time delay, over and above C1, to manually review 
and correct transactions which (i) were in error, 
and (ii) were properly rejected by the edits. It will 
be assumed, to facilitate the exposition, that the 
manual review perfectly resolves all discrepancies 
and correctly updates the stored record. 

(8) C3, a constant, denotes the additional processing 
time over and above C1, to manually review and 
allow to enter into the system any intrinsically 
correct transactions which were rejected by the 
edits. It is assumed the reviewer is able to ascertain 
the correct situation so that the stored record is 
updated accurately. 

(9) em denotes the earlier defined [(iii) of  Sec. 2] stored 
MIS record error rate parameter. 

Figure 2 is presented to help the exposition of  the various 
contingencies. 

3.2 Estimation of Various Error Rates 
This section presents the formulas for calculating the 

three error rates discussed in Sec. 2 and their interdepen- 
dencies. They are presented as functions of  the various 
parameters in the previous subsection. The derivations 
of  the formulas have been relegated to the Appendix. 

First consider the maximum likelihood estimate of 
eT, the intrinsic transaction error rate, given an empirical 
estimate of  the transaction reject rate ~ and the parame- 
ters P and P'.  (Note that ~ is simply the fraction of 
transactions in any sample that were rejected by the 
edit.) The quantity denoted ~T is helpful in monitoring 
the general quality of  the incoming transactions. It can 
also help determine if reporting procedures need to be 
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Fig. 2. T h e  Various  Possible Disposit ions for N e w  Transact ions .  
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4 In this case the record is in error for the entire interval (0, T). 

tightened or if the edits should be relaxed or tightened. 
Assuming P > P '  (that is, the edit is more likely to 

reject erroneous transactions than correct ones), one can 
show: 

~T = p,  if P ' < _ ~ < _ P  (1) 
1 if ~ > P  

If  P _< P' ,  then the edit is not providing a useful function 
and should be dropped. 

Next consider the estimate of  eu ,  the stored MIS 
record error rate, as a function of  ~T, the various pro- 
cessing times, i.e., G ,  C2, and C3, the likelihoods of  Type 
I and Type II errors, and the intertransaction statistics. 
If  the user has expended the effort to develop a complete 
probability distribution for the time between transactions 
(of the type of  interest), i.e., a distribution for T, then an 
exact, albeit somewhat intractable, expression for eM is 
available; this is presented in the Appendix [See 
Eq. (5)]. In those situations where only the mean of  the 
intertransaction times is available, and where a tight 
lower bound on eM would suffice, the following relation- 
ship is useful: 

~M --> ~T(1 -- P)  + [C,(I - ~r)(1 - e ' )  

+ (C1 + C2)~rP + (C1 + (:73)(1 - ~T)P']//Xr. (2) 

In order to apply this result, one should be able to 
assume that essentially all of  the intertransaction times 
are larger than C1 + C2 and C1 + Ca, a very reasonable 
assumption for most practical cases. It is reassuring to 
note from Eq. (5) that, in the special case where P = P '  
= Ca = C2 = Ca = 0, (that is, no edit is applied and the 
record is updated instantaneously), gM properly reduces 
to gT. In addition, if T is a constant and this constant is 
allowed to grow without bound, one obtains gM ap- 
proaching gT(l -- P), namely, the joint likelihood that 
the transaction is in error and is not caught by the edit. 
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One of  the real uses for the lower bound of  Eq. (2) is 
in quantitatively assessing the relative improvement in 
MIS accuracy to be gained from batching transactions 
more frequently, or from converting to an on-line oper- 
ation. By varying (:'1 in Eqs. (2) or (5), one can compare 
the changes in ~u (or its lower bound) with the cost 
consequences to determine, in an objective and defensive 
manner, the relative cost-effectiveness of  various propos- 
als. One can even obtain a confidence interval which 
takes into account the uncertainty associated with the 
transaction reject rate estimate. This follows since the 
lower and upper yth level confidence limits for the reject 
rate parameter r are given by: 

F +_ ky F) (3) 

In Eq. (3), N is the size of  the sample on which the reject 
rate is being estimated, and kr satisfies 1 - -t -- 2(1 - 
~(kv)  ), ~ ( x )  being the cumulative distribution function 
for the standard normal. By substituting the upper and 
lower confidence limits from Eq. (3) for ~, one has 
confidence limits on eT, and hence, from Eq. (5) or (2), 
on eM or its lower bound. 

3.3 Application 
The following numerical illustration is given using 

actual data associated with the aforementioned Marine 
Corps Manpower Management System shortly after its 
startup. The transaction type of  interest was the leave 
status for a typical enlisted Marine. The edits were 
actually a series of  simple admissibility and logical edits 
which together yielded estimates of  P and P '  of  0.95 and 
0.03, respectively. These estimates of  P and P '  were 
based on a detailed analysis of  a sample of  transactions 
which had been carefully researched to reveal the true 
situation for each transaction in the sample. The various 
processing times were estimated to be as follows: C1 = 3 
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days, C2 = 2 days, and C3 = 4 days. The mean time 
between leave transactions for a given Marine was 43 
days; this was based on the total number of  leave trans- 
actions for all enlisted Marines in the past year and the 
average number of  active duty Marines during that 
period. 

Based upon the results of  all leave transactions con- 
tained in a randomly drawn processing cycle, the empir- 
ical estimate of  the transaction reject rate parameter was 
0.26. The 90 percent confidence limits on r were 0.26 +__ 
0.0272. From Eq. (1), we obtain the estimate ofeT  to be: 

_S p 0.26 - 0.03 
~T -- p _ p------7 - 0.95 - 0.03 - 0.25. 

By substituting in the upper and lower confidence limits, 
at the 90 percent level, for r into Eq. (1), we also obtain 
(0.22, 0.28) as the 90 percent confidence interval on eT. 
The next step was to lower bound the stored MIS error 
rate for this type of  transaction. Before Eq. (2) could be 
used for that purpose, a review of  intertransaction times 
for randomly selected Marines was conducted. This was 
to ascertain that, for all practical purposes, the time 
between transactions exceeded a week, i.e., the larger of  
C~ + C2 and C1 + C3. This having been accomplished, 
Eq. (2) was applied yielding a lower bound on ~M of  9.45 
percent. In order to determine how close the lower bound 
of  ~M was to its exact estimate, a detailed review of  
intertransaction times yielded the probability distribu- 
tion for T to be well approximated by a uniform distri- 
bution between 14 and 72 days and a mean of  43 days. 
Upon substitution of  this probability distribution into 
Eq. (5), one obtains ~M = 11.21 percent, so that the lower 
bound of  9.45 percent was reasonably tight. The analysis 
enabled the MIS manager to estimate objectively that his 
edits, processing times, and Type I and II errors all 
combined to take an intrinsic transaction error rate of  25 
percent and yield a stored MIS record error rate of  11.21 
percent; this represented an improvement of  about 56 
percent in the quality of  information. 

4.1. Analysis of Marginal Effectiveness of Various MIS 
Error Rate Reduction Mechanisms 

Consider the use of the functional form, available in 
Eq. (5), for gauging the reductions possible in the stored 
MIS error rate. The various control mechanisms avail- 
able to the MIS manager include: 

(i) Improving the quality of  the incoming transac- 
tions, i.e., reducing eT; presumably this could be 
accomplished by more training of  the preparers of  
the transactions, use of  optical character recogni- 
tion (OCR) equipment, more emphasis on the care 
exercised in preparing transactions, etc. 

(ii) Reducing the cycle time for processing of  transac- 
tions, i.e., reducing C1; this could be accomplished 

by batching more frequently or use of  an on-line 
operation. 

(iii) Reduction of  the time required for manual review, 
researching, and correction of  rejected transac- 
tions, i.e., reduction of  C2 and C3. This depends 
upon more and /or  better trained clerks, as well as 
improving their access to the historical records or 
individuals involved. This is exactly the thrust of  
the Navy's new PASS system mentioned earlier 
where there is to be one single location for each 
Navy person, handling all payroll, re-enlistment, 
separation, vacations, etc. issues. This improved 
interface will facilitate the researching and correc- 
tion of  rejected transactions. 

(iv) A tightening of  the edits to reduce the frequency 
of  Type I and Type II errors, i.e., to increase P and 
and reduce P' .  This requires more precision in the 
screens used and requires a careful analysis of  the 
relative advantages and disadvantages of deleting 
or adding edits. 

To investigate which of  the above mechanisms has 
the most impact, the functional form of  Eq. (5) in the 
Appendix can straightforwardly be differentiated to yield 
the rate of  change of  ~M with respect to P, P ' ,  ~T, C1, C2 
and C3. As an illustration, consider the scenario discussed 
in the previous section. Upon differentiating Eq. (5) and 
evaluating it at the stated levels, one finds: 

O~M I ~T = 0.25, C1 = 3, C2 = 2, = -0.215 
Op I 

C3 = 4, P = 0.95, P '  = 0.03 

Hence, in a small neighborhood about P = 0.95, an 
increase in P of  one percentage point (by tightening the 
edit) is likely to lower the stored MIS error rate by 0.215 
of  one percentage point. In a similar manner one can 
compute, in a small neighborhood about the current 
values, a marginal percentage reduction in ~u per per- 
centage reduction in P '  of  0.084, and a marginal per- 
centage reduction in ~M per percentage reduction in eT 
of  0.097. Upon carrying out a similar exercise for C1, C2, 
or C3, one can estimate that a one day reduction in C~, 
C2, or Ca reduces ~M by 2.79, 0.67, and 0.06 percent, 
respectively. The MIS manager, armed with these re- 
spective reductions and with respective costs to imple- 
ment each of  the error control mechanisms, can objec- 
tively and defensibly determine the best method of  attack 
to reach some given accuracy goals. 

5. Summary 

An assessment of  the quality of  information stored in 
a MIS database where records are updated as changes 
occur to them is considered. It is assumed the updating 
transaction is subjected to edits before it is allowed to 
modify the record. The key result is a mathematical 
relationship for the stored MIS record error rate as a 
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function of  the quality of  the incoming data, the various 
processing times, the likelihoods of  Type I and II errors, 
and the probability distribution for the intertransaction 
time. This yields an easy-to-compute lower bound on the 
stored MIS error rate and enables one to compute the 
impacts on the MIS error rate of  marginal changes in 
the above error control mechanisms. Also important are 
the interrelationships developed between other standard 
measures of  data quality. Finally, the method is useful 
for estimating in a quantitative fashion the relative cost- 
effectiveness of  various error reduction strategies includ- 
ing converting from a batch processing operation to an 
on-line operation. 

Appendix .  Der iva t ion  o f  E s t i m a t i o n  Formulas  

The proof  of  Eq. (1) follows from the realization that 

r = eTP + (1 -- eT)P', (4) 

r being a convex combination of  P and P' .  For  realiza- 
tions of  r outside of  (P ' ,  P),  the best estimate of  er  is 0 
or 1. Consider the derivation of  Eq. (2). We assume that 
the successive transactions are independent in terms of  
their likelihood of  being in error. It is recognized that 
this may be somewhat of  a departure from reality but is 
plausible if the sources of  the error are more from 
keypunching or human errors. 

Let X, a random variable denote the length of  time 
the file is incorrect in the period T (itself a random 
variable) between individual transactions. Then the ran- 
dom variable X / T  represents the fraction of  the interval 
(0, T)  that a record, chosen at random and examined at 
a random point in time, is in error. Consider the random 
variable X/T[  T =  t, using the notation that a Ab denotes 
the smaller of  a and b. One has: 

( x / r  I T = t =) 

1 with probability eT(l -- P), i.e., the transaction 
contains errors but slips through undetected. 

C~At with probability (1 - er)(l -- P') ,  i.e., the 
t errorless transaction properly passes the edits 

and updates the file correctly. 

(C~ + C2)At with probability ev X P, i.e., the erroneous 
t transaction properly is failed by the edit and 

after manual review, is allowed to update the 
record correctly. 

(C~ + C3)At with probability (1 - er) P', i.e., an errorless 
t transaction improperly fails the edits, but after 

manual review is allowed to update the record 
correctly. 

Upon computing the expectation of  X / T ] T  = t and 
taking the expectation of this with respect to T, one 
obtains the result: 

= er (1  -- P )  + (1 -- er)(1  -- P ' )  

[ f/ x GFT(C1) + Ca/t dFT (t 
1 

r"  

+ eTP '~ (G  + G)FT(Ci  + G)  

+ (C1 + C2)/t dFT(t 
1+C2 

I-  

-- eT) P ' l  ( c1 + Ca) FT(  C1 + C3) + (1 

+ C1 + Ca)/t dFT(t 
• JC l  4" C 3 ( 5 )  

where FT(t) is the cumulative distribution function for 
the random variable T. The result Eq. (2) of  Sec. 3 is 
then a direct corollary from Eq. (5) where Jensen's 
Inequality (for example, see [5]) is used to obtain ET( I /  
T)  >_ 1/ET (T) = l/#T. Finally, the numerical application 
is based on FT(t) being a uniform distribution over the 
interval (a, b). In this case the computation of  Eq. (5) is 
facilitated by realizing that: 

t d F T ( t ) =  a t ( b - - a )  dt b - a  a 

whenever k < a. 
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