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Figure 1: We introduce an approach to revive static text by transferring the motion of characters in a driving GIF.

ABSTRACT

With appealing visual effects, kinetic typography (animated text)
has prevailed in movies, advertisements, and social media. However,
it remains challenging and time-consuming to craft its animation
scheme. We propose an automatic framework to transfer the an-
imation scheme of a rigid body on a given meme GIF to text in
vector format. First, the trajectories of key points on the GIF an-
chor are extracted and mapped to the text’s control points based
on local affine transformation. Then the temporal positions of the
control points are optimized to maintain the text topology. We also
develop an authoring tool that allows intuitive human control in
the generation process. A questionnaire study provides evidence
that the output results are aesthetically pleasing and well preserve
the animation patterns in the original GIF, where participants were
impressed by a similar emotional semantics of the original GIF. In
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addition, we evaluate the utility and effectiveness of our approach
through a workshop with general users and designers.
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« Human-centered computing — Graphical user interfaces; «
Computing methodologies — Animation.
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1 INTRODUCTION

Nowadays, kinetic typography, i.e., animated text or motion text,
has become common in daily life. These vibrant artifacts can be
observed in movies, website widgets, and online memes, such as
the lyric video Skyfall [1] and the main title sequence of the movie
Spider-Man. Kinetic typography is effective for expressing emo-
tional content, creating characters, and capturing or directing at-
tention [16, 31]. And there have been fruitful investigations of its
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application scenarios, including animated visualization [60], instant
messaging [19, 27], ambient displays [37], and captioning [30].

However, it remains non-trivial to craft the animation for text
elements. Leveraging commercial animation software [2, 4] or pro-
gramming toolkits [31] one may tweak the configuration of text in
each animation keyframe,e.g., color, positions of the anchor point,
and the transition between keyframes like a slow—-in easing func-
tion. Orchestrating these low-level parameters for a meaningful
animation such as a melting scene requires careful considerations
like which part of the text element to move, where to move, at
what speed, etc. As such, this process remains challenging and time-
consuming with the large design space. Previous studies [30, 66]
tried to alleviate the authoring burden by designing a suite of tem-
plates. While categorizing animated effects allows a one-click or
even automatic generation, this approach suffers from limited cus-
tomizability. For instance, when one hopes to impress viewers with
a refreshing presentation title, a pre-defined jumping effect may be
inferior to a customized motion of breakdance.

Valuing uniqueness and personalization in digital communica-
tion [13, 53], we are motivated to find a sweet spot between auto-
maticity and agency in kinetic typography tools. Inspired by the
recent advances in artificial intelligence, where a head image can
talk by mimicking the motion of a driving video, e.g., [22, 68], we
explore transferring existing animation designs to text. The flour-
ishing of GIFs on the web offers myriad high-quality animation
references that imply emotions and humor, which can enrich the
expressiveness of kinetic typography and make it easy for creators
to specify desired effects. However, existing approaches are not
directly applicable to our goal. On the one hand, research in motion
transfer hardly attends to the non-photorealistic domains [45, 62],
especially for kinetic typography. On the other hand, relevant re-
search in text stylization focus on static text (e.g., [23, 63]), where
the animation remains largely under-explored.

We propose a mixed-initiative framework for creating kinetic
typography based on a driving GIF with a moving character. On
the machine side, the motion of the driving GIF is represented as
the trajectories of several key points, which are extracted and guide
the positional changes in the control points of the target text. On
the human side, people can steer the mapping process by directly
manipulating these points to refine the automatically computed
positions of each point, resulting in a more desirable output. Based
on the proposed framework, we develop an interactive interface
for creating kinetic typography. We perform a series of evaluation
studies to evaluate the usefulness and effectiveness of our approach.
First, we demonstrate how individual components of the proposed
framework contribute to the final result and test several cases.
Second, a questionnaire study shows evidence that the output is
both aesthetically pleasing and similar to the driving GIF. Third,
we organize a workshop with general users and expert designers
to evaluate the utility of our approach.

In summary, our work contributes to the following three aspects.

o (Technique) An automatic approach to transfer the animation

scheme from an anchor GIF to vector text.

e (Application) A prototype authoring tool for generating be-

spoke kinetic typography, which supports various scenarios,
e.g., design prototyping and instant messaging.
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o (Evaluation) A questionnaire study validating our transfer
approach and a workshop demonstrating the usefulness of
the authoring tool.

2 BACKGROUND & RELATED WORK

In this section, we provide background information on typography
and review existing research on kinetic typography, text stylization,
and guided animation generation with an anchor.

2.1 Preliminaries on Digital Typography

Typography is defined as the art and technique of organizing text
in a way that is easy to read, comprehend, and visually pleasing
while presented. In general, the visual appearance of a digital letter
is determined by its font, which is a particular size, weight, and
style of a typeface. The typeface is a set of designed characters or
letters, named glyphs, such as Courier New, Times New Roman,
and Bookman Old. Internally, a typeface is represented in the
raster domain or vector domain. As bitmap fonts may become dis-
torted or blurred with mosaic-like jagged edges at high resolution,
we chose to adopt a vector-based typeface—the TrueType [40] font,
which describes glyphs with quadratic bezier curves.

2.2 Kinetic Typography
Kinetic typography enriches animated user interface [9] and digital
media, which has received scholarly interest since the 1990s [16].
Most recently, Xie et al. [60] summarized a design space of kinetic
typography concerning changes in style, shape, position, and scale.
Compared with static text, kinetic typography is more competent in
guiding attention [7, 37] and communicating emotions or semantics
with the paralinguistic clues underlying animation [30, 34]. Accord-
ingly, there has been a series of works seeking to lower the burden
of creating kinetic typography. Kinetic Typography Engine [31] set
the basis of modern animation software (e.g., Adobe After Effects [2]
and TypeMonkey [70]) with frame-based low-level specifications
and a library of common effects. The specification concerns text
properties like position, rotation, etc. And the library was composed
of functional time filters like oscillation. TextAlive [24] featured ki-
netic typography synchronized with audio signals in video editing.
A stream of work investigated tools for average users rather than
professional designers, where reducing efforts in animation config-
urations is a primary goal. These works normally predefined a suite
of animated effects and support selection or automatic matching
under various contexts. Instant messaging has been most stud-
ied, e.g., [17, 20, 38, 66]. For instance, Kinedit [17] allowed users
to integrate text animation into a line of words. Minakuchi and
Tanaka [38] conceptualized an automatic composer that analyzes
the semantics of text and queries suitable motions from a static
repository to amplify its meanings. Other scenarios include emo-
tional animation for lyric videos [54] and dynamic display based
on viewers’ emotions [32]. These works suffered from the num-
ber of animated effects provided. For instance, there is hardly any
consideration of transforming the text shape, which is common in
animation [52] yet requires by-frame editing. In comparison, our
work takes advantage of the ubiquitous online memes or stickers
and can scrape their animation schemes to a random text with
reliable transformation on its outlines.
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2.3 Text Stylization

Our work closely relates to the task of text style transfer and se-
mantic typography in text stylization, an area widely studied in
computer vision/graphics to make a given text visually appealing.

Similar to our workflow, text style transfer concerns transferring
the style of a given source (font samples, natural image/video)
into text. Some works explored propagating the design of a few
stylized letters to others, such as typeface geometry [41] and glyph
decorations [56]. Other works followed the general workflow of
neural style transfer [18] and viewed style as local neural patterns
of the input image/video, e.g., [35, 36, 65]. In contrast, our work
deforms the vectorized outline of the text to match the reference
GIF. We propose to vivify text by animating it in the way of a
cartoon character, which diverges from their focus on learning
image patch-based features. Additionally, compared with kinetic
typography, text style transfer emphasizes the artistic effect rather
than an affective impact and typically produces static output.

Semantic typography amplifies the semantic meanings through
visual cues in typography, which is also our goal. Xu and Kaplan [63]
proposed calligraphic packing, which deforms letters in a word to
fit a given shape, which was improved by Zou et al. [69]. In contrast
to the intense deformation in letters, Word-As-Image [23] stroke
the balance of transformation on both sides, preserving the original
font’s style and legibility while ensuring the semantic implication,
which was constrained by a pre-trained Stable Diffusion model [42].
Other approaches operate in the raster domain and leveraged exter-
nal icons to replace parts of a text [50, 67]. Our work differentiates
from these works in that we imply semantics/emotion via anima-
tion of the text geometry rather than its static appearance, where
the continuity between frames is considered. To the best of our
knowledge, this work is the first attempt to incorporate semantics
in generating kinetic typography.

2.4 Guided Animation Generation

As we aim to produce emotionally or semantically resonant kinetic
typography based on a given text, relevant constraints need to
be introduced in the animation generation process. Some works
infer motions directly from a given still image, concerning features
like texture [10, 25, 28], status in a motion cycle [64], periodic
patterns [21], etc. These methods are unsuitable for our goal because
a text usually appears with no background and is not equipped with
equivalently rich properties for motion inference.

Motion transfer has been a standard task in computer vision,
which is to generate a video based on a source image and a driven
video by learning the motion from the driving video while pre-
serving the appearance of the source image. Monkey-Net [44] was
the first model-free approach to transfer motions of arbitrary ob-
jects by aligning key points between the source and target domain.
FOMM [45] further enhanced it with local affine transformations on
the extracted key points. It is one of the state-of-the-art models and
we adapted it to fit the vector-based text. Specifically, we maintained
the text legibility by regularizing motion anchors with the distance
change in the Laplacian coordinate. Our method shares the same
idea to preserve the structural information as DAM [49], which
introduced a latent root anchor to model the structure of objects.
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Different from our focus on the text, most existing datasets and mod-
els concern talking heads and human posture (e.g., [8, 22, 46, 47, 68])
and do not yield desired results on texts where legibility matters
(see Section4). Our exploration of kinetic typography contributes
to a unique case of cross-domain motion transfer.

In addition to fully automatic approaches, mixed-initiative inter-
faces for animation authoring have been investigated. Users may
specify the intended effect with sketch-based demonstration [25,
26, 58, 61], gestures [5], or examples [14]. Pose2Pose [59] supports
creating cartoon character animation by minimizing the design
efforts through clustering postures and automatically matching the
stylized postures designed by the artists to the driving video. Most
similar to our work, Live Sketch [48] leveraged motion transfer to
let novice users create animated sketches, where users are required
to define control points in both the source and target domain. Our
approach also allows users to specify their desired animation effect
through a GIF, which is easy to access online. However, the key
points in the driving video are automatically extracted and auto-
matically mapped to the target domain. For a finer-grain control,
users can adjust the extracted key points and internal parameters.

3 DESIGN CONSIDERATIONS

Motivated to lower the barrier in creating kinetic typography, we
explore motion transfer techniques. Instead of tweaking keyframe
configurations from scratch, users may specify the desired anima-
tion effect based on a reference GIF. With numerous online GIF
instances, users may derive more diverse animation effects com-
pared with using template-based tools.

One major design consideration is to support both direct gener-
ation and fine-grain refinement (C1). We expect our approach can
generalize to various user requirements, including casual use as in
online-messaging and professional editing like video-making. In ad-
dition to producing one-off results, the tool should allow refinement
over fine-grain configurations of each frame. This is because mo-
tion transfer inherently introduces uncertainties in the generated
result from motion transfer, which may violate user preference.

Additionally, we strive to empower creators with interpretable
algorithmic parameters (C2). We hope the system supports itera-
tive refinement, which necessitates providing explanations for the
generation process so that users can provide feedback and make
adjustments at every step of the generation process. By combining
human experience and supervision, we seek to achieve higher qual-
ity and more consistent generations in line with users’ expectations.

4 FRAMEWORK

In this section, we introduce a general framework for transferring
the motion of a given GIF to a static text.

4.1 Overview

Figure 2 illustrates our framework. The computational pipeline
takes in a driving GIF and static text as input and outputs the
kinetic typography. Users can tweak the intermediate key points
and control points in the generated result (C1).

Internally, the input text is represented in the TrueType for-
mat [40]. It is first converted into an image and fed into a FOMM
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Figure 2: Overview of our approach. Inputs are a driving GIF and static text. The output is kinetic typography echoing the GIF’s
animations. The motion trajectory extraction module captures the key points in the driving GIF. The key point alignment
module aligns the control points of the vectorized text to the key points. The position optimization module regularizes the text
outline. And the User Interaction module allows human intervention on the intermediate key points and final results.

model [45] together with the anchor GIF to obtain the trajectory of

the motion key points at each frame le , where the model identifies
N key points, and the GIF consists of F frames, i.e,i = 1,..., N,
f =1,...,F. The input text is also parsed to the initial control point
set C? of its glyphs, with a total of M control points, i.e., j = 1,..., M.
A local affine transformation is applied to both the initial control
point set C® and the key point set trajectory X/ to obtain the mo-

tion trajectory of the control point set C{ . The updated control

point trajectory C;.f is attained through position optimization. Sub-
sequently, a vectorized glyph sequence is generated, culminating
in the creation of animated text in vector form. Through the user

interaction module, Xif and " can be directly manipulated, and
users can control some hyperparameters (C2).

4.2 Motion Trajectory Extraction

We convert the static text to an image, and input it along with
the anchor GIF to obtain the trajectory of motion key points. We
adopted motion transfer to support the fast and flexible generation
of kinetic typography. As the object in the GIF usually differs from
the text in shape, we need to separate the appearance and extract
the motion trajectories of key points from the source GIF.

FOMM [45] is applied for key points extraction in our task. It is
a self-supervised method using a framework that decouples appear-
ance and motion, which effectively enriches the possible transfer-
able motions to support motion transfer within any object category.
To address the problem of large differences in key points between
the driving frame D and the source image S, the FOMM model intro-
duces an abstract reference frame R and obtains 7s._p by separately
calculating 75 g and ‘7]“)_(_1R.

-1
T5<D = Ts<R © TR—D = TsR © 7~D<—R’

where 75 p denotes the mapping from the image B to A.

In the implementation, 75 R and 7pR are obtained by key
points detection in S and D, respectively, which supports us to
extract the key point trajectories from both the source and gener-
ated pixel-based text GIFs. Either of the two trajectories of the key
points can be applied to drive the subsequent generation, and we

use X; to represent the selected key point trajectory for simplicity.
The separate detection mode also supports the relative generation

(7s, s, to deform from the source image) following a similar mind-
set, in addition to the absolute way (75, p, to deform from the
corresponding frame of the source GIF directly).

In our implementation, we utilized the pre-trained FOMM model
on the MGif dataset [44], which has shown good performance in
key point detection. Following the pre-trained model, the features
extracted for each frame are estimated independently, and the num-
ber of key points is set to 10. However, to further enhance the
integration of emotion into generation and analysis, we gather and
create a dataset of Puppy Maltese [39] with 77 emotional-labeled
GIFs and use it to fine-tune the model. This is done to better cater
to the needs of the subsequent case studies and user surveys.

Due to the difficulty of FOMM in achieving good performance
in motion transfer across different categories of objects, we only
extract intermediate results from the key point detection module
and redesign the subsequent generation steps based on our task.
We compare our result with the rasterized output of FOMM in a
crowdsourcing study introduced in Section7.

4.3 Key Point Alignment

A local affine transformation is applied to align the motion trajecto-
ries of key points to the control points. It introduces non-linearity
to preserve local information better and achieve richer deforma-
tion. In our task, each key point extracted from each frame from
the GIF is considered a local region, and the local affine trans-
formation matrix set is obtained by computing the translational
transformation of each key point in adjacent frames. The global non-
linear transformation is then calculated using a distance-weighted
interpolation-based approach with the matrix set.

N
zzwi(cj).[(’}?] I 0],
i=1

o/ -xHT 1
0 _ x1
1/||C] _Xi ”e

Ti1/IC) = X}le

J+1
G
1

wi(Cj)

ij and le denote the control point j and the key point i at frame f,
respectively. The control point’s position at each frame is calculated
in reference to the key point at the first frame to achieve global
stability. 7 is a 2nd-order identity matrix. w; is a weight function
for a control point with respect to the key point i.

The weight decays according to the inverse of the e-th power
of the relative distance from X; to Cj, where e controls the locality
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Figure 3: Wakey-Wakey: An authoring interface to interactively create anchor-based kinetic typography. There are three views:
input view, correction view, and refinement view. (A) Input and preview the text, where font and color can be specified. (B)
Upload a driving GIF. (C) Preview the matching of key points between the text and GIF at each frame. (D) Directly manipulate
key points locations. (E) Fine-tune the hyperparameter. (F) Preview result GIF. (G) Refine the text control points at each frame.

of the affine transformations, i.e., the degree to which each affine
transformation affects the target point.

4.4 Position Optimization

To alleviate inappropriate deformation of glyphs caused by changes
in the relative position of the control points, we optimize the po-
sitions of the control points by frame based on the Laplacian co-
ordinate, which generally describes the relative positions on the
surface using the neighbor information. For a control point j at

frame f, its Laplacian coordinate L{ is calculated as

= 3 o (el -c)= 3 whel -]
keN; keN;

where C{ and C{: denote the Cartesian coordinate of the control
point j and k, respectively. Nj is the set of K-nearest neighboring
control points with the smallest Euclidean distance to the control
point j, which is calculated based on the initial control points set C,

invariant to changes in f. wj.c .. denotes the weight of the neighbor
point k in the Laplacian representation of the control point j, where

ylic) -l

w., = .
k
T Sken, 1/lC, =12

Considering the inhomogeneity of the distribution of discrete
sampling points, we use the aforementioned distance-based weights
to describe the detailed location information better. Further, we

design the following objective function Ly, to optimize the coor-
dinates of the sequence of control points obtained by frame.

Liotal = Lglyph + Liotion, @ € [0, +00),

M M
e
Lgiyph = Z ”Lf - L? > Lmotion = Z ”Cf - C;/
Jj=1 Jj=1

e

L{ and L? denote the Laplacian coordinates of the control point j

in frame f and 0, respectively. C{ and C{ 7 denote the coordinates of
the control points before and after optimization. Lgy,,, measures
how much the local shape details are preserved, which is computed
as the sum of the distance of Laplacian coordinates between the
optimized and initial control points. L otion measures how much
of the motions are preserved, as the sum of the distance of the
control points before and after optimization, i.e., minimizing edit
distance. « is a hyperparameter representing the trade-off between
the two loss functions. The larger « is, the more details of the
initial glyph and the less motion are preserved. As for the norm
e, the larger it is, the locality is more regulated, which leads to
stronger deformation. We use a K-dimensional tree to accelerate
the nearest-neighbor search, where the parameter is empirically
set: K = 3. While we employ frame-by-frame optimization, we note
it is worth introducing global temporal regularization terms in the
loss function to promote smoothness and consistency.

4.5 User Interaction

The user interaction module allows direct manipulation of the com-
puted positions of the key points and control points at each frame,
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Figure 4: Comparison of the generation results with ¢ = 0, 2, 4. Increasing « enhances the smoothness of the glyph, but an
excessive value of ¢ may negatively impact the amplitude of the motion.
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In this way, creators of kinetic typography can participate in the mo-
tion transfer process and adjust the final results according to their
needs. The hyperparameter « in the position optimization stage
can also be adjusted for different texts, as illustrated in Section7.1.

5 AUTHORING INTERFACE

Based on the proposed framework, we implement a mixed-initiative
authoring tool called Wakey-Wakey! that allows fine-grain adjust-
ment for more natural and aesthetic results (see Figure 3). This
section offers a step-by-step guide showing how to interactively
generate animated text with our tool referring to the interface.
The user-oriented process mainly consists of three steps: text
and GIF input, key point correction, and glyph refinement, each
supported by a view: Input View, Correction View, and Refinement
View. While the input step is mandatory, the correction and re-
finement stages are optional. This allows for simple end-to-end
personalized generation, as well as interactive improvement.

Input View. Users first input the text and customize its static
appearance with the global typeface and color (Figure3 A). They
can upload and preview the driving GIF through a button (Figure3
B) . The section will record and list the recent upload history. After
clicking “Next”, the system will process the input with our method,
and both intermediate and final results will be displayed in the
other two views. Users can easily obtain the generated animated
text here without any additional effort.

Correction View. Users can then drag the displayed the key points
from the motion trajectory extraction module to a suitable location
at a specific frame, as shown in Figure3 D. Special attention can be
paid to the key point trajectory with a corresponding colored button
above. Two thumbnails (Figure3 C) enable switching between the
anchor GIF and the extracted key points for correction. As the
corresponding key points share the same color, users can learn how
the mapping is. Users are supported to ensure better quality by
maintaining reasonable motion trajectory to drive the generation
of the vector animated text.

Refinement View. Users may configure the parameters « and e,
and select whether the kinetic typography is generated by aligning
to key points from the anchor GIF or the extracted key points
(Figure 3 E). The bottom panel (Figure 3 G) enables the users to
adjust the glyph by dragging the control points. And the final GIF
of kinetic typography is displayed in the middle panel (Figure3 F).

1 The name suggests that the authoring tool awakes static text and makes it lively.

6 IMPLEMENTATION

Wakey-Wakey? was implemented as a client/server web applica-
tion. The front end was built with Vue for user interactions. The
computational framework for generating kinetic typography was
implemented in Python. An automatic generation takes around
300ms/frame (CPU: Intel i7 4.9 GHz). The Flask framework is used
to handle the messaging between the front end and the back end.

7 METHOD ANALYSIS

Due to the absence of pre-defined “ground truth” and lack of stan-
dard metrics in the nascent area of motion transfer for quantitative
assessment, we empirically evaluated our approach by (1) analyz-
ing the impacts introduced by each component, (2) comparing the
automatically generated result from different styles of GIFs and
typefaces, and (3) conducting questionnaire studies to understand
how general people perceive the outputs based on several cases.

7.1 Effects of Components

We evaluated the effect of each component in the workflow to
analyze how our adaption to FOMM and the introduced human
interventions can improve the generated result, including local
position optimization, vectorized text representation, key point
correction, and glyph refinement.

Local Position Optimization. The position optimization module is
introduced to preserve the local shape of each glyph better. Figure4
demonstrates three motion transfer results with «a set to 0, 2, 4. «
is the weight of Ly, which controls the degree of preservation
of local shape. As can be seen, when alpha is set to 0, i.e., without
local position optimizing, some local parts of the glyphs are un-
satisfactory, such as the “p” in “sleep”, the “t” and “k” in “thanks”,
and the “a” and “k” in “wakey”. With the increment of «, the glyph
becomes smoother. However, when alpha is too large, it may cause
too much preservation of the original glyph and result in a loss
of motion, for example, the “w” and “k” of “wakey” when a = 4.
Through experiments, we find a suitable default value of 2.

Vectorized Text Representation. Instead of directly employing ex-
isting image-based motion transfer models, our approach operates
on the control points of text glyphs. As shown in Figure5, the out-
put results based on pixels are not stable enough. For example, in
the pixel-based glyph generated by FOMM, the letter “y” of “angry”
has breaks and extra noisy strokes. As the anchor GIF is hardly
the targeted category of kinetic typography, using FOMM for mo-

tion transfer does not produce satisfactory results. In contrast, our

2Source code available at https:/github.com/KeriYuu/Wakey-Wakey.
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Figure 5: A comparison with the FOMM model [45]. Our
approach operates on the control points of vectorized text,
which improves legibility.

method better preserves the integrity and legibility of the glyph
and produces a more stable frame sequence.

Key Point Correction. The key points {le } detected by the model
may not always be accurate, which can result in unexpected de-
formations in the generated animated text that rely on these key
points. Our approach allows users to interactively correct the key
points, thereby obtaining a more desirable generation that aligns
with their expectations. As shown in Figure 6, by analyzing the
preceding and following frames, we can find that in the fourth
frame of the pixel-based animated text image sequence generated
by FOMM, the key point marked in red noticeably shifts towards
the right. This caused an excessive deformation towards the right
in the lower right part of the letter “W” in the vector-based an-
imated text generated with this key point. By dragging the key
point towards the left to an area consistent with the preceding and
following frames, the deformation of the generated glyph appears
more reasonable and smoother.

e Key Point o,

sway SWa

Frame 2

Frame 3

Frame 3

Figure 6: Comparison of the output before (top) and after
(bottom) key point correction. The automatic mapping fails
when the highlighted red key point shifts to another location
in two consecutive frames, which yields distortion in the text.

Glyph Refinement. The control point sequence {C{ } can be man-
ually updated for fine-grain refinement. Through the authoring
interface, users are supported to drag the control points and pre-
view the result immediately. As shown in Figure7, the sharp corners
inside the first letter “p” affect the glyph aesthetics, where the high-
lighted left line segment is tilted to the left and needs to be adjusted.
By moving the three control points in the sharp corner area to the
right and adjusting the relative positions of the three points, the
refinement process is done. It is evident that the updated glyph
achieves a better effect through simple and immediate dragging.

7.2 Generalizability
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Figure 7: Manual refinement of the text control points. By
dragging the distorted control points, one may intuitively
refine the output kinetic typography at a fine-grained level.

Drawing from our experience, we reflect on the generalizability of
our approach in terms of the driving GIF and the input typeface.

In general, Wakey-Wakey can accommodate input GIFs with
a clean background and a simple-shape moving rigid body, such
as instances from the Puppy Maltese dataset. This is because our
implementation adopts the pre-trained FOMM model based on the
MGif dataset, which features a white background and one cartoon
animal. Seen from Figure8, the automatic key point extraction may
fail and cause large distortion when there are multiple moving ob-
jects, or the moving object exhibits complex patterns. A complex
background also threatens the reliability of extracted key points in
the driving GIFs, such as a clip from natural videos. While these
issues can be addressed by manual correction, we also note that
the motion trajectory extraction module can be improved by unsu-
pervised training on a larger dataset with representative cases or
using a large universal model.

As for the input fonts, our approach empirically performs well
for typefaces with more than 5 control points in a glyph. The more
control points encapsulated in the typeface, the more likely that
the position optimization can maintain its legibility. Figure 9 show-
cases the automatic generation results for ten typefaces of common
classes. Typefaces with the most control point number also yield
the most smooth results, including Fredericka and Cedarville. How-
ever, there might be strong deformation for handwriting-styled
typefaces, potentially due to their high flexibility.

7.3 Questionnaire Study

We conducted two questionnaire studies to evaluate the effec-
tiveness of our approach. Specifically, we seek to understand (1)
whether our approach convincingly transfers the motion, and (2)
to what extent the semantics of the original GIF can be preserved.

7.3.1 Setup. The questionnaires are distributed on Qualtrics. Par-
ticipants are required to complete Study I before Study II. And the
questions appear in a random order in each study. We used mean-
ingless pseudo-words from the Lorem Ipsum corpus [33] as input
text in order to minimize the influence of text content. For driving
GIFs, we used the Puppy Maltese dataset to generate cases. To avoid
confounding effects, the driving GIFs are non-repetitive. And we
employed the typeface “Akronim” for it has over 300 control points,
which may lead to satisfying results without human intervention
and therefore suitable for our scenario requiring batch generation.

Study I: Motion Transfer. The first study aimed to evaluate the
overall quality of the output kinetic typography. As no quantitative
metric is available in our task, we obtained subjective assessments
by asking the participants to rate the similarity between the driving
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Figure 8: A comparison of results from driving GIFs of different complexities in background and target object(s).
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Figure 9: A comparison of results from typefaces of different categories and average number of control points for the 26 English
alphabets (Avg. #Control). The first column shows four key frames of the driving GIF. Each column in the rest shows the font

information and the corresponding motion transfer result.

GIF and the output kinetic typography and their aesthetics. On
the one hand, the similarity between the source and target is the
primary goal in motion transfer. On the other hand, aesthetics is a
common pursuit in animation design.

A sample question is shown in Figure 10 A. When designing the
questionnaires, we tried to familiarize participants with simple and
concrete questions. For instance, we asked whether a GIF is “aes-
thetically pleasing” to align participants’ appraisal of the aesthetic
property to their feelings [11]. For each question, the animated text
and the corresponding anchor GIF are displayed, and participants
are asked to rate them on a 7-point Likert scale (0-strongly disagree
to 6-strongly agree) for aesthetics and motion similarity, respec-
tively. 20 driving GIFs were randomly selected. For each driving
GIF, we set two questions, one for the baseline-rasterized kinetic
typography generated with FOMM, and one for the experimental
group-vectorized kinetic typography with our approach. Therefore,
a questionnaire consists of 40 questions. Considering the influence
of the font, participants are asked to rate the aesthetics of the static
font before viewing the main body of the questionnaire.

Study II: Semantic Preservation. The second study aimed to ver-
ify whether the learned animation can preserve the semantics of
the driving GIF. We tackled the problem from the perspective of
emotion, which is an integral part of semantics. Specifically, we
focused on Ekman’s six basic emotions [15], i.e. sadness, happiness,
fear, anger, surprise, and disgust.

Figure 10 B illustrates a sample question. We adopted the Affec-
tive Slider [6] for participants to self-report their emotions, which
consist of two dimensions: pleasure and arousal from the extent
1 to 100. Pleasure means the degree of positivity or negativity of
an individual’s emotional state. Arousal corresponds to the level of
physiological activation or stimulation in an individual’s emotional
state. For each basic emotion, we selected two GIFs as anchors
according to the pre-defined labels in the dataset. A question com-
prises one kinetic typography, where we required participants to
assess the perceived emotions. Hence, there were 12 questions.

7.3.2  Participants. We recruited participants from a local univer-
sity by posting advertisements on social media. Each participant
is paid £3.5 for completing the questionnaire. A total of 33 people
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Figure 10: Example questions and results in two questionnaire studies (N=33). (A) Study I: Subjective ratings for the aesthetic
property of the output kinetic typography and similarity between the target and source GIF. (B) Study II: Perception of emotions
underlying kinetic typography. (C) The average ratings and standard errors of cases in Study I, where our approach outperforms
the baseline FOMM in motion similarity and result aesthetics. (D) The average ratings and standard errors of the pairwise
(pleasure, arousal) ratings for sample GIFs, where the driving GIF and corresponding Kkinetic typography posit in adjacent
areas. Ratings of the same emotion are encoded with colors of a similar hue.

signed up for the questionnaire study. Most participants were be-
tween 18-24 years old, with 15 females and 18 males. In addition,
all participants reported using emojis frequently in daily communi-
cation, where 14 (42%) reported to use emojis very often.

7.3.3  Result Analysis.

Study I Motion Transfer. Participants spent an average of 10.4
minutes in completing the 20 questions (std=6.2, ranging from 3.5
to 28). We deemed all the responses valid. Seen from Figure 10 C,
participants generally recognized the aesthetics and the similarity
of movement between the driving GIFs and the animated text in our
approach. For our approach, the average score on the aesthetics was
4.71 (std=1.21), and the motion similarity was 4.85 (std=1.06), where
both scores exceeded 4, i.e., somewhat agree, on the 7-point scale.
For the baseline, the average aesthetic score was 2.34 (std=1.60) and
the average similarity score was 3.31 (std=1.59). Compared to the
baseline method, our approach obtained significantly higher scores
(significance level @ = 0.001, Student’s t-test), which suggests that
our method outperforms the FOMM in terms of motion transfer,
making the generated animations more visually appealing and more
similar to the source motion. This finding echoes our ablation study
on the vectorized text representation, where we identified certain
glitches in the pixel-based methods. Moreover, after adding the
dynamic motion, the aesthetics of the text improves compared to
static text with an average aesthetics score of 3.79, further validating
the effectiveness of our method.

In summary, Study I verified that our model could achieve better
motion transfer compared to the baseline. The improved aesthet-
ics and motion similarity scores, along with the user comments,
demonstrated the effectiveness and applicability of our method in
generating visually appealing and motion-consistent animated text.

Study II. Emotion Preservation. Participants spent an average
of 8.5 minutes to complete the questionnaire, with a maximum
of 30 minutes and a minimum of 2 minutes (std=8.9). The results

of study II are shown in Figure 10 B, where the scatterplot maps
the average scores of the (pleasure, arousal) pairs. The attached
error bars indicate the standard error of each dimension with their
lengths, where vertical for arousal and horizontal for pleasure.

Inspecting the diagram, we could see that the data points for
the same emotion under both the driving GIF and Text are pro-
jected on adjacent areas, revealing that the expression of emotion
has also been successfully transferred through the motion transfer.
Furthermore, different emotion classes largely varied. For example,
there is a significant difference between happy and sad emotions,
demonstrating the effectiveness of our method in preserving the
emotional semantics of the anchor GIFs. One could see that the
emotions of disgust and anger are very close, and the demarcation is
not obvious, with only the ordering of pleasure being altered. This
suggested that the emotional expressions in these two emotions
might be similar, making it harder for users to differentiate them
clearly. In addition, the variances in the arousal dimension were
generally greater, possibly due to the users’ perception of arousal
being more ambiguous or subjective, leading to a wider range of
responses. In contrast, the arousal and pleasure scores for the text
are more neutral (around 50 points). Although the emotional expres-
sion has been learned and transferred, it is not as strong as in the
source motion pictures. It might result from the limitations of the
method or the inherent difference between text and the figure-like
domain in representing emotions.

In summary, results from Study II showed that our method could
effectively preserve the emotional semantics when transferring
animations from the driving GIF to a text. However, some emotions
may not be as distinct as they are in the original anchor GIFs. And
users’ perceptions of arousal might be more ambiguous. While
the questionnaire shows the success of emotion transfer on the
particular typeface being used, more studies are needed to validate
similar mechanisms for other fonts, as we did not eliminate the
influence on emotion perception from the typeface.
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Figure 11: Demonstrations in the workshop. (A) A video opening featuring synchronous animation of textual descriptions and

the cartoon character. (B) A browser plugin for the automatic generation of kinetic typography based on our approach.

8 WORKSHOP

We organized a workshop to evaluate the utility of our method.

8.1 Demonstrations

To elicit in-depth discussions in the workshop, we designed and
implemented several demonstrations of potential application sce-
narios, including a video opening, an online messaging widget, and
an emotional word cloud.

Video opening. Vlogs (Video blogs) are becoming a prevalent
form to share personal experiences creatively. To make a vlog stand
out, an engaging opening animation can help grab viewers’ atten-
tion and set the tone for the rest of the video. Leveraging results
generated by our method, we created a vlog opening as an example
of its practical application in daily content creation. As shown in
Figure11 A, D1 is a vlog opening with the Puppy Maltese theme,
showcasing different states of the character and introducing “My
Day”, which suggests the video topic. We envision that integrating
animated text with consistent motions enhances both explanatory
and entertaining values. Similarly, users can use our method to
create and personalize animated text in their video creations across
different themes and contents.

Browser Widget for Online Chatting. Informed by the previous
efforts in enhancing emotion communication in online messag-
ing [3, 34, 55], we implemented a light-weighted Chrome extension
to facilitate the real-time creation of kinetic typography (see Fig-
ure11 B). It has a simplified interface compared with Wakey-wakey,
which features real-time generation and removes the human inter-
action module. Users may upload an anchor GIF, type down the text,
configure the color and font, and then directly obtain the generated
kinetic typography in the GIF format.

Emotional Animated Word Cloud. The word cloud is a common
visualization technique to summarize text data, where the text size
represents the word frequency. Xie et al. [60] coined the word “emor-
dle” representing animated word clouds that suggest underlying
emotions. Based on our approach, we generated an “emordle” by
transferring the animated scheme of a bumpy cartoon pig from the
MGif dataset. Instead of using the parsed control points, we trans-
formed the text anchors for each text element that constitute the

.e e " " e
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Figure 12: Application of animated word cloud that delivers
a certain emotion with the animation.

word cloud. In other words, we replace the vector control points
with the anchor points of each word in the proposed approach.
Note that one word has one anchor point at its central position.
The generated word cloud example is displayed in Figure 12.

8.2 Protocol

The workshop proceeded in the following four stages.

Briefing. The briefing session took 10 minutes, during which we
introduced the background of our work and briefly explained our
method. We then used a demo video to demonstrate the functions
of the tool and illustrate the generation process.

Demonstration. We spent another 10 minutes displaying the
video opening, the online messaging widget, and the animated
word cloud to demonstrate potential application scenarios. We also
introduced the installation and use of the plugin through a demo.

Self-creation. We then allow users to freely use and explore the
system and widget to create their kinetic typography for 20 minutes.

Post-interview. After trying Wakey-Wakey, participants are asked
to complete a questionnaire with six questions on a 7-point Likert
scale about its usability, including covering Practicality, Customiza-
tion, Pleasure, Efficiency, and the Intuitiveness for widget and inter-
face respectively. We also raised open-ended questions following a
structured template in order to understand their perceptions of the
authoring process as well as the generated kinetic typography.
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8.3 Participants

Both designers and general users are invited to obtain feedback
from different perspectives in the evaluation. We recruited 20 par-
ticipants through our personal network and advertisements on
social media, with 7 females and 13 males. There are 3 professional
designers: P1 works on user experience design; P2 engages in self-
media creation as a blogger and vlogger; P3 is a digital painter
(P3). The rest are graduate students majoring in data science at a
local university (denoted as P4-P20 in ascending time order of their
interviews). Among all participants, 13 have seen kinetic typog-
raphy before, such as in online memes, short videos, slides, and
advertisements. Only two participants have experience in creating
kinetic typography with other software (P2, P3).

8.4 Results

Here we present both the quantitative and qualitative results.

8.4.1 Observations. Nonetheless, when it comes to the time re-
quired for creation, there is substantial dissent, as our concurrency
fell short, leading to extended completion times for some users.
In spite of this setback, the system garners favorable acknowledg-
ment for its expressiveness, user-friendliness, intuitiveness, and
real-world applicability. To elevate the overall user experience,
refinements in creation duration and concurrency should be consid-
ered. As for the usage of a or e, most users were generally satisfied
with the empirical default value. However, two users with a design
background occasionally fine-tuned this parameter to derive better
results. In terms of the manual adjustments on control points, users
without a design background barely adjusted the control points.
Three users with design backgrounds occasionally make manual
adjustments, about 8/14 frames, with an average duration of 2.1/5.8
min for one kinetic typography. Users tended to adjust key points
in GIFs when there were noticeable detection errors. Otherwise,
they normally increased « to mitigate unexpected deformations,
though less motion preserving.

8.4.2 Usability Ratings. Figure 13 shows the distribution of users’
subjective ratings of the six usability questions. More than half of
users concurred that the tool was intuitive, tailored, and delivers an
enjoyable experience during usage. To be more specific, 45% users
strongly agreed that our work is pleasant and interesting. They
valued the innovative animated text design, the straightforward
comprehension of emotions portrayed, and the uncomplicated tool
configurations for selecting animation approaches. They also ob-
served that blending textual meanings with animations facilitated
a beneficial expression of the content.

8.4.3 User Feedback. We summarize the following insights and
implications for future improvements from the users’ feedback.

©On mixed-initiative authoring. Participants expressed their agree-

ment with the balance we stroke between user involvement and
automatic generation. P3 said: “supporting quick automatic gener-
ation while also offering optional customization and improvement
from users”. Participants were optimistic about the mixed-initiative
way, as “intelligence improves efficiency while users enhance quality
and creativity, as the imagination of users cannot be dismissed” (P10).
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Figure 13: Quantitative Results of the usefulness of our
method. We measured the practicality, customization, plea-
sure, efficiency and the intuitiveness for the browser widget
and authoring interface respectively.

¢ On personalization. 19 participants (except P11) valued cus-

tomization highly and believed it helps incorporate their own ideas
and shape a unique personal style, while three designers showed an
“innate aversion to preconceived solutions” (P1). Among them, 17 be-
lieved that customization is also crucial in the context of animated
text, which helps to “express opinions and feelings more effectively
and precisely” (P10), as well as “making the creations more specific
and memorable” (P18).

© On motion transfer. Users expressed their agreement with the
novelty, interest, and inspiration of our approach. Seven partici-
pants mentioned “novel”, where P9 commented “it is pleasantly
surprising”. Four participants mentioned “interesting”, and 3 partic-
ipants found it inspiring. P2 found “the generated results inspiring
and insightful for my design progress”. P1 said: “I appreciate the
smart use of motion transfer, as the interpretation of motion is sub-
Jjective, but you use memes as an intermediate medium whose ability
to convey emotions is validated through wide applications, making
the generated results meet subjective expectations. In addition, using
text as a vector container for transformation, where the container can
be liquefied, allows for slight deformation, thus in support of more
subtle emotional expression.”

¢ On application scenarios. Participants brainstormed multiple
application scenarios in their personal life with kinetic typography,
including online chatting, social media post, website banners, pre-
sentations, subtitle enhancement, and E-invitation. P13 also imag-
ined that in order to attract interest, animated text may be used
as a teaching instrument for introducing words to little children.
P1 identified some challenges in the application of the animated
text. “When used alone, the interpretation by users can be ambiguous.
There are challenges in accessibility, readability, as well as efficiency
of perception and recognition”. He suggested that we can “emphasize
the combination with animated images, which can enhance contex-
tual effects and create a synergistic interaction greater than the sum
of the separate parts”.

¢ On future improvements. First, Participants suggested a pos-
sible enhancement in the guidance of interactions, preferably by
introducing recommendations for interactive operations. The oper-
ations may be clearer “with the help of some icons and text” (P16),
and “the generation efficiency can be improved by recommending
interactive behaviors. In addition, it would be very helpful to support
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automatic modifications of other frames after modifying one frame in
key point correction and glyph refinement” (P2). Besides, integrating
external resources may enrich the generated results. P11 suggested
“incorporating language models to generate using instructions en-
hances its convenience”. P3 commented that “integrating meme and
artistic font libraries helps generate richer and more artistic results”.

9 DISCUSSION

We summarize the implications of our investigation, reflect on our
limitations, and discuss promising directions for future research.

9.1 Implication

Create animated effects with model-free motion transfer. We con-
tribute a novel approach in the emerging area of Al-generated
content to design motion graphics using prevalent cross-domain
GIFs as references. Participants in the workshop acknowledge the
ease of guiding animation generation with reference GIFs. Despite
various properties to coordinate in animation design, the underly-
ing workflow of Wakey-Wakey helps users to author in a top-down
manner instead of tweaking every details. Beyond template engines,
model-free motion transfer helps create more diversified effects.

Support human-Al collaboration with interpretable features. Ac-
cording to the user feedback in the workshop, the extracted key
point helps them understand the causes of misalignment. While
most of our participants are unaware of the internal mechanism,
they are able to correct the flaws introduced by the black-box model
and intervene in the generation process to produce more desirable
results. In designing Al-empowered authoring tools, interpretable
features are practical entry points for humans to inject requirements
into the content creation process.

Consider design requirements of users at different levels. Wakey-
Wakey supports both one-off generation and fine-grain control.
On the one hand, there are default values underlying algorithms
to cater to the fast-generation need of causal users. On the other
hand, configurable parameters and the vector representation of
generated results are also exposed for further adjustment. When
developing authoring support for prevailing artifacts, such as ki-
netic typography or data visualization, it is important to consider
the requirements of different user profiles to make the authoring
tool more useful.

9.2 Limitation

Deformation stability. When the motion amplitude of the charac-
ter in the driving GIF is too large, excessive deformation may occur
in the glyph, especially for fonts with only a few control points.
Severe deformation can result in distorted glyphs with discontinued
outlines and low legibility. This may be addressed by expanding the
number of control points along the predefined glyph outline [23],
using the triangulated mesh representation of glyphs [12], and intro-
ducing global penalty in the loss function. In addition, as discussed
in Section?7.2, the automatic pipeline may fail for over-complicated
GIF styles or typefaces, which requires more generalized models in
motion trajectory extraction.

Motion semantic perseverance. As with other cross-domain mo-
tion transfer problems, when generated result may not preserve
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the original semantics, as text generally lacks comparable internal
structures with GIFs, where the length of a text strongly influences
the success. With our approach, a “goodbye” may crawl like a snake
but hardly a giraffe swinging its neck. In addition, our objective
function prioritizes the overall deformation of the exterior and may
neglect the local and independent deformation of the interior. For
instance, the generated result may learn the waving gesture but
miss the delicate eye blinking.

Animation expressiveness. We leverage motion transfer on text
control points to deform the shape of text elements and mimic the
general animated effects in the driving GIF. However, in addition to
learning the shape-deformation patterns, kinetic typography also
concerns other properties [60]. Future works may explore incor-
porating visual properties like colors and designing an integrated
environment for a more flexible authoring experience.

9.3 Future Work

This work demonstrates a novice-friendly approach to creating
text animation through cross-domain motion transfer. While we
focus on texts, it is also interesting to explore arbitrary anthropo-
morphized shapes, such as the dancing mushrooms in Disney’s
Fantasia [51] or sketches of monsters [47, 48]. Unlike human pos-
tures constrained by bones and flesh, motion graphics enjoy higher
flexibility for exaggerating effects, which share similarities with text.
We note that the outline optimization should shift the focus from
maintaining text legibility to shape semantics. Recent advances in
large language-vision models like Stable Diffusion [42] may help
to regularize undesired artifacts. In addition, animated data story-
telling (e.g., [43, 57]) remains an exciting avenue for integrating
expressive motions on visual marks. As illustrated in the case of
an animated word cloud (see Figure 12), the positions of individ-
ual visual marks in a visualization can be regarded as the control
points of a text. Using our approach, it is possible to transfer motion
into visualizations, which may extend existing visual vocabularies
and further facilitate the comprehension of abstract data and the
expression of emotions [29, 60].

10 CONCLUSION

In this study, we explore the opportunity to create expressive ki-
netic typography based on a driving GIF with character motions.
Based on the unique characteristics of text, we propose a frame-
work that adapts existing motion transfer models to the vector
domain. Specifically, we animate text based on their control points
predefined in font specification. To mimic the motion while main-
taining fair legibility, the by-frame positions of each control point
are regularized by the extracted motion key point in the driving
GIF and neighboring control points. We also introduce an inter-
action module that allows human-computer collaboration, where
humans can steer the intermediate results and guide the generation
of kinetic typography. Based on the framework, we developed a
mixed-initiative authoring tool and a browser widget featuring au-
tomatic generation. A questionnaire study (N=33) initially validated
the effectiveness of our approach. Participants generally recognized
that the results were animated in a desirable manner, both aestheti-
cally pleasing and semantically resonant. Moreover, we evaluated
the novel transfer-based kinetic typography tools by organizing a
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workshop (N=20) with both general users and professional design-

ers.

People were positive about the interactive system and showed

interest in employing our tools for various scenarios.
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