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Reverse Maximum Inner Product Search: Formulation,
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The maximum inner product search (MIPS), which finds the item with the highest inner product with a
given query user, is an essential problem in the recommendation field. Usually e-commerce companies
face situations where they want to promote and sell new or discounted items. In these situations, we
have to consider the following questions: Who is interested in the items, and how do we find them? This
article answers this question by addressing a new problem called reverse maximum inner product search
(reverse MIPS). Given a query vector and two sets of vectors (user vectors and item vectors), the problem
of reverse MIPS finds a set of user vectors whose inner product with the query vector is the maximum
among the query and item vectors. Although the importance of this problem is clear, its straightforward
implementation incurs a computationally expensive cost.

We therefore propose Simpfer, a simple, fast, and exact algorithm for reverse MIPS. In an offline phase,
Simpfer builds a simple index that maintains a lower bound of the maximum inner product. By exploiting
this index, Simpfer judges whether the query vector can have the maximum inner product or not, for a given
user vector, in a constant time. Our index enables filtering user vectors, which cannot have the maximum
inner product with the query vector, in a batch. We theoretically demonstrate that Simpfer outperforms
baselines employing state-of-the-art MIPS techniques. In addition, we answer two new research questions.
Can approximation algorithms further improve reverse MIPS processing? Is there an exact algorithm that
is faster than Simpfer? For the former, we show that approximation with quality guarantee provides a little
speed-up. For the latter, we propose Simpfer++, a theoretically and practically faster algorithm than Simpfer.
Our extensive experiments on real datasets show that Simpfer is at least two orders of magnitude faster than
the baselines, and Simpfer++ further improves the online processing time.
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1 INTRODUCTION

The maximum inner product search (MIPS) problem, or k-MIPS problem, is an essential tool
in the recommendation field. Given a query (user) vector, this problem finds the k item vectors
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Table 2. The Result
of MIPS (p*) on P for
U P EachueU

Table 1. Example of U and P

up | (3.1,0.1) | p1 | (2.8,0.6) p* (MIPS result)
uy | (2.5,2.0) | p2 | (2.5,1.8) u s
us | (1.5,2.2) | ps | (3.2,1.0 u P2
Uy <1.8, 32) P4 <1.4, 2.6> us3 Ps
ps | €0.5,3.4) uy Ps

with the highest inner product with the query vector among a set of item vectors. The search
result, i.e., k item vectors, can be used as recommendation for the user, and the user and item
vectors are obtained via Matrix Factorization, which is well employed in recommender systems
[4,7,12, 15,19, 21, 30, 40]. Although some learned similarities via MLP (i.e., neural networks) have
also been devised, e.g., in References [46, 49], a study [34] has actually demonstrated that inner
product-based (i.e., Matrix Factorization-based) recommendations show better performances than
learned similarities. We hence focus on the inner product between d-dimensional vectors that is
obtained via Matrix Factorization.!

1.1 Motivation

The k-MIPS problem is effective for the case where a user wants to know items that s/he prefers
(i.e., user-driven cases) [16, 17, 28], but e-commerce companies usually face situations where they
want to advertise an item [18], which may be a new or discounted one, to users, which corresponds
to item-driven cases. Trivially, an effective advertisement is to recommend such an item to users
who would be interested in this item.

In the context of the k-MIPS problem, if this item is included in the top-k item set for a user,
then we should make an advertisement of the item to this user. That is, we should find a set of
such users. This article addresses this new problem, called the reverse k-MIPS problem. For ease of
presentation, this section assumes that k = 1 (the general case is defined in Section 2). Given a
query vector q (the vector of a target item) and two sets of d-dimensional vectors U (set of user
vectors) and P (set of item vectors), the reverse MIPS problem finds all user vectors u € U such
that q = arg maxyepu (q)P * U

Example 1. Table 1 illustrates U and P, while Table 2 shows the MIPS result, i.e., p*
arg maxpep u - p, of each vector in U in Table 1. Let q = ps, and the result of reverse MIPS is
{us, us}, because ps is the top-1 item for us and uy. When q = py, we have no result, because py is
not the top-1 item Yu € U. Similarly, when q = p,, the result is {u;}.

From this example, we see that if an e-commerce service wants to promote the item corresponding
to ps, then this service can obtain the users who would prefer this item through the reverse MIPS
and send them a notification about this item.

The reverse k-MIPS problem is an effective tool not only for item-driven recommendations but
also market analysis. Assume that we are given a vector of a new item, q. It is necessary to design
an effective sales strategy to gain a profit. Understanding the features of users that may prefer the
item is important for the strategy. Solving the reverse k-MIPS of the query vector q supports this
understanding.

! Actually, as long as users and items are represented by vectors and the relationships between users and items are evaluated
by inner products of them, our problem and techniques are available.
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1.2 Challenge

The above practical situations clarify the importance of reverse MIPS. Because e-commerce ser-
vices have large number of users and items, |U| and |P| are large. In addition, a query vector is not
pre-known and is specified on-demand fashion. The reverse k-MIPS is therefore conducted online
and is a computationally intensive task. Now the question is how to efficiently obtain the reverse
MIPS result for a given query.

A straightforward approach is to run a state-of-the-art exact MIPS algorithm for every vector in
U and check whether q = arg maxpcpy (q) u- p. This approach obtains the exact result, but it incurs
unnecessary computation. The poor performance of this approach is derived from the following
observations. First, we do not need the MIPS result of u when q does not have the maximum inner
product with u. Second, this approach certainly accesses all user vectors in U, although many of
them do not contribute to the reverse MIPS result. However, it is not trivial to skip evaluations
of some user vectors without losing correctness. Last, its theoretical cost is the same as the brute-
force case, i.e., O(nmd) time, where n = |[U| and m = |P|, which is not appropriate for online
computations. These concerns pose challenges for solving the reverse MIPS problem efficiently.

1.3 Contribution

To address the above issues, we propose Simpfer, a simple, fast, and exact algorithm for reverse
MIPS. The general idea of Simpfer is to efficiently solve the decision version of the MIPS problem.
Because the reverse MIPS of a query q requires a yes/no decision for each vector u € U, it is suf-
ficient to know whether q can have the maximum inner product for u. Simpfer achieves this in
O(1) time in many cases by exploiting its index built in an offline phase. This index furthermore
supports a constant time filtering that prunes vectors in a batch if their answers are no. We the-
oretically demonstrate that the time complexity of Simpfer is lower than O(nmd). To summarize,
we make the following contributions:

e We address the problem of reverse k-MIPS. To our knowledge, this is the first work to study
this problem.

e We propose Simpfer as an exact solution to the reverse MIPS problem. Simpfer solves the
decision version of the MIPS problem at both the group level and the vector level efficiently.
Simpfer is surprisingly simple, but our analysis demonstrates that Simpfer theoretically out-
performs a solution that employs a state-of-the-art exact MIPS algorithm.

These contents appear in our conference version [2].

1.3.1 Comparison to Our Preliminary Version. In addition to the above contributions, we ad-
dress new research questions that are worth investigating for designing faster algorithms than
Simpfer.

(1) Is approximation useful for efficiency acceleration?
(2) Is there a faster exact algorithm than Simpfer?

First, we address the important question: Can approximation algorithms further improve reverse
MIPS processing? To answer this question, we first incorporate the concept c-Approximate MIPS
(c-AMIPS) [20, 29, 35, 43] into the reverse MIPS problem. Consider a user vector u and its exact
MIPS result p*. If u- q > ¢ X u - p* for a given query vector q and ¢ € (0, 1), then q can be
an answer of ¢c-AMIPS. Then, we show that the approach of Simpfer can be extended so that we
always guarantee to have user vectors u such that u-q > ¢ X u - p* for arbitrary queries and
c. We theoretically show that this approximation algorithm provides a speed-up, but it is a slight
improvement against Simpfer.
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Then, we consider the second new question: Is there an exact algorithm that is faster than
Simpfer? The answer is yes if we take a more pre-processing time than that of Simpfer. In a nutshell,
if we run a maximum inner product join between U and P offline, then we can avoid accessing P on-
line, suggesting the existence of an O(nd) time algorithm. By taking this observation, we propose
Simpfer++, an extension of Simpfer.

Below, we summarize our additional contributions of this article (Sections 5, 6, and 7 are new
contents compared with Reference [2]).

e We answer the question: Can we improve reverse MIPS processing time by approximation?
We incorporate the concept c-approximate MIPS into the reverse MIPS problem and show
that the framework of Simper is surprisingly easy to have a quality guarantee. However, this
approximation, denoted by c-Simpfar (simple, fast, and approximate reverse), yields a little
speed-up theoretically and practically.

e We next answer the question: Is there an exact algorithm that is faster than Simpfer? We
propose Simpfer++, which needs at most O(nd) time while guaranteeing the correctness by
taking more pre-processing time than Simpfer. The advantage of Simpfer++ is that it does
need to access P in the online processing.

e We conduct extensive experiments on four real datasets, MovieLens, Netflix, Amazon, and

Yahoo!. The results show that Simpfer is at least two orders of magnitude faster than base-

lines. In addition, Simpfer++ further improves the reverse MIPS and is at most 70 times faster

than Simpfer.

Simpfer and Simpfer++ are easy to deploy: If recommender systems have user and item vector

sets that are designed in the inner product space, then they are ready to use Simpfer(++) via our

open source implementation.? This is because Simpfer and Simpfer++ are unsupervised and
have only a single parameter (the maximum value of k) that is easy to tune and has no effect
on the running time of online processing.

1.4 Organization

The rest of this article is organized as follows. We formally define our problem in Section 2. We
review related work in Section 3. Simpfer, its approximation, and Simpfer++ are presented in
Sections 4, 5, and 6, respectively. Our experimental results are reported in Section 7. Last, we
conclude this article in Section 8.

2 PROBLEM DEFINITION

Let P be a set of d-dimensional dense real-valued item vectors, and we assume that d is high [26, 35].
Given a query vector, the MIPS problem finds

p’ =argmax p-q.
peP

The general version of the MIPS problem, i.e., the k-MIPS problem, is defined as follows:

Definition 1 (k-MIPS proBLEM). Given a set of vectors P, a query vector q, and k, the k-MIPS
problem, denoted by farrps(P, q, k), is defined as

fumrps(P,q, k) =S C P,

such that |S| = k and, for each p € S and p’ € P\S, we have p - q > p’ - q. That is, the k-MIPS
problem returns the set S of k vectors in P that have the highest inner products with q.

Zhttps://github.com/amgt-d1/Simpfer.
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For a user (i.e., query), the k-MIPS problem can retrieve k items (e.g., vectors in P) that the user
would prefer. Different from this, the reverse k-MIPS problem can retrieve a set of users who would
prefer a given item. That is, in the reverse k-MIPS problem, a query can be an item, and this problem
finds users attracted by the query item. Therefore, the reverse k-MIPS is effective for advertisement
and market analysis, as described in Section 1. We formally define this problem.?

Definition 2 (REVERSE k-MIPS proBLEM). Given a query (item) vector q, k, and two sets of vec-
tors U (set of user vectors) and P (set of item vectors), the reverse k-MIPS problem, denoted by
frmips(U, P, q, k), is defined as

Sfrmips(U,P,q, k) = {ulu e U,q € fyups(PU{q},u,k)}.

That is, the reverse k-MIPS problem finds all vectors u € U such that q is included in the k-MIPS
result of u among P U {q}.

Note that q can be q € P, as described in Example 1. We use n and m to denote |U| and |P|,
respectively.

Our only assumption is that there is a maximum k that can be specified, denoted by k5. This
is practical, because k should be small, e.g., k = 5 [21] or k = 10 [3], to make applications effective.
(We explain how to deal with the case of k > k45 in Section 4.1.) The objective of this article is
to develop an algorithm that can quickly solve the reverse k-MIPS problem.

3 RELATED WORK
3.1 Exact k-MIPS Algorithm

The reverse k-MIPS problem can be solved exactly by conducting an exact k-MIPS algorithm for
each user vector in U. The first line of solution to the k-MIPS problem is a tree-index approach
[8, 22, 33]. For example, Reference [33] proposed a tree-based algorithm that processes k-MIPS not
only for a single user vector but also for some user vectors in a batch. Unfortunately, the perfor-
mances of the tree-index algorithms degrade for large d because of the curse of dimensionality.

LEMP [38, 39] avoids this issue and significantly outperforms the tree-based algorithms. LEMP
uses several search algorithms according to the norm of each vector. In addition, LEMP devises an
early stop scheme of inner product computation. During the computation of u- q, LEMP computes
an upper bound of u - q. If this bound is lower than an intermediate kth maximum inner product,
then q cannot be in the final result, and thus the inner product computation can be stopped. LEMP
is actually designed for the top-k inner product join (i.e., all pairs k-MIPS) problem: For each u € U,
it finds the k-MIPS result of u. Therefore, LEMP can solve the reverse k-MIPS problem, but it is
not efficient as demonstrated in Section 7.

FEXIPRO [23] further improves the early stop of inner product computation of LEMP. Specifi-
cally, FEXIPRO exploits singular value decomposition, integer approximation, and a transforma-
tion to positive values. These techniques aim at obtaining a tighter upper bound of u - q as early
as possible. Reference [23] reports that state-of-the-art tree-index algorithm [33] is completely
outperformed by FEXIPRO. Maximus [1] takes hardware optimization into account. However, it
is limited to specific CPUs, so we do not consider Maximus. Note that LEMP and FEXIPRO are
heuristic algorithms, and O(nmd) time is required for the reverse k-MIPS problem.

3 Actually, the reverse top-k query (and its variant), a similar concept to the reverse k-MIPS problem, has been proposed
in References [41, 42, 48]. It is important to note that these works do not suit recent recommender systems. First, they
assume that d is low (d is around 5), which is not probable in Matrix Factorization. Second, they consider the Euclidean
space, whereas inner product is a non-metric space. Because the reverse top-k query processing algorithms are optimized
for these assumptions, they cannot be employed in Matrix Factorization-based recommender systems and cannot solve (or
be extended for) the reverse k-MIPS problem.
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3.2 Approximation k-MIPS Algorithm

To solve the k-MIPS problem in sub-linear time by sacrificing correctness, many works proposed
approximation k-MIPS algorithms. There are several approaches to the approximation k-MIPS
problem: sampling-based [6, 26, 45], LSH-based [20, 29, 32, 35, 36, 43], graph-based [25, 27, 37, 50],
and quantization approaches [9, 13, 47]. They have both strong and weak points. For example, LSH-
based algorithms enjoy a probabilistic accuracy guarantee. However, they are empirically slower
than graph-based algorithms that have no theoretical performance guarantee. The literature [3]
shows that the MIPS problem can be transformed into the Euclidean nearest-neighbor search prob-
lem, but it still cannot provide the correct answer. Besides, existing works that address the (reverse)
nearest-neighbor search problem assume low-dimensional data [44] or consider approximation
algorithms [24].

When applications allow approximate results, these approximation k-MIPS algorithms can be
utilized. However, approximate answers may lose effectiveness of the reverse k-MIPS problem. If
applications cannot contain users, who are the answer of the k-MIPS problem, then these users may
lose chances of knowing the target item, which would reduce profits. In addition, users, who have
much less inner products with a given query vector than that with the exact k-MIPS answer, would
not be interested in the item. Including them as a reverse k-MIPS result may lose future profits,
because such users may stop receiving advertisements from the recommender systems if they get
those of non-interesting items. Therefore, a reasonable approximation is to allow a solution to
additionally include only users vectors, which have similar inner products with a given query
vector to that with the exact k-MIPS answers. In Section 5, we formulate such an approximate
reverse k-MIPS problem and show that the approach of Simpfer is easy to give a quality guarantee.
Note that, for approximation, we do not consider existing algorithms that cannot provide any
theoretical error guarantee for approximate k-MIPS results [6, 9, 13, 25-27, 31, 37, 45, 47, 50]. This
is because they cannot provide any error guarantee for our problem (see Definition 7). Remark 2
further clarifies this point.

4 SIMPFER

To efficiently solve the reverse MIPS problem, we propose Simpfer. Its general idea is to efficiently
solve the decision version of the k-MIPS problem for each u € U.

Definition 3 (k-MIPS DEc1sION PROBLEM). Given a query q, k, a user vector u, and P, this problem,
denoted by farrps-pec(P U {q}, u, k), is defined as

1 (q€ farrs(PU{q},u,k)) .

11PS-Dec(P U ,u k) =
fmips-pec(P U {q},u, k) {0 (otherwise)

That is, this problem returns yes, i.e., 1, (no, i.e., 0) if q is (not) included in the k-MIPS result of u.

From Definitions 2 and 3, we see that if fyrps-pec(P U {q},u, k) returns 1, then u € frayps
(U,P,q,k), i.e, uis included in the reverse k-MIPS result. Therefore, by solving the k-MIPS de-
cision problem for each u € U, we can solve the reverse k-MIPS result. The main merit of the
k-MIPS “decision” problem is that this problem does not require the complete k-MIPS result. We can
terminate the k-MIPS of u whenever it is guaranteed that q is (not) included in the k-MIPS result.

To achieve this early termination efficiently, it is necessary to obtain a lower bound and an
upper bound of the kth highest inner product of u. Let ¢ and n respectively be a lower bound and
an upper bound of the kth highest inner product of u on P. If ¢ > u - q, then it is guaranteed that q
does not have the k highest inner product with u. Similarly, if y < u-q, then it is guaranteed that q
has the k highest inner product with u. This observation implies that we need to efficiently obtain

ACM Transactions on the Web, Vol. 17, No. 4, Article 26. Publication date: July 2023.
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¢ and . Simpfer does pre-processing to enable it in an offline phase. Besides, since n = |U] is often
large, accessing all user vectors online is time-consuming. This requires a filtering technique that
enables the pruning of user vectors that are not included in the reverse k-MIPS result in a batch.
During the pre-processing, Simpfer arranges U so that batch filtering is enabled. Simpfer exploits
the data structures built in the pre-processing phase to quickly solve the k-MIPS decision problem.

4.1 Pre-processing

The objective of this pre-processing phase is to build data structures that support efficient compu-
tation of a lower bound and an upper bound of the kth highest inner product for each u; € U, for
arbitrary queries. We utilize Cauchy-Schwarz inequality for upper bounding. Hence we need the
Euclidean norm ||u;|| for each u; € U. To obtain a lower bound of the kth highest inner product,
we need to access at least k item vectors in P. The norm computation and lower-bound computa-
tion are independent of queries (as long as k < kp,4x), so they can be pre-computed. In this phase,
Simpfer builds the following array for each u; € U.

Definition 4 (LOWER-BOUND ARRAY). The lower-bound array L; of a user vector u; € U is an

array whose jth element, L]l:, maintains a lower bound of the jth inner product of u; on P, and
|L1| = kmax-

Furthermore, to enable batch filtering, Simpfer builds a block, which is defined below.

Definition 5 (BLock). A block B is a subset of U. The set of vectors belonging to B is represented
by U(B). Besides, we use L(B) to represent the lower-bound array of this block, and
L/B)= min L. 1
(B) Jmin L 1)
The block size |U(B)| can be arbitrarily determined, and we set [U(B)| = O(log n) to avoid system
parameter setting.

4.1.1 Algorithm Description. Algorithm 1 describes the pre-processing algorithm of Simpfer.

(1) Norm computation: First, for each u € U and p € P, its norm is computed. Then, U and P
are sorted in descending order of norm.

(2) Lower-bound array building: Let P” be the set of the O(k;,4x) vectors with the highest norm
in P. For each u; € U, L; is built by using P’. That is, L]l: = u; - p, where p € P’ yields the
Jjth highest inner product for u. The behind idea of using the first O(k;,4x) vectors with the
highest norm in P is that vectors with large norms tend to provide large inner products [25].
This means that we can obtain a tight lower bound at a lightweight cost.

(3) Block building: After that, blocks are built, so that user vectors in a block keep the order
and each block is disjoint. Given a new block B, we insert user vectors u; € U into U(B) in
sequence while updating I/ (B), until we have |U(B)| = O(logn). When [U(B)| = O(log n),
we insert B into a set of blocks B, and make a new block.*

Example 2. Figure 1 illustrates an example of block building. For ease of presentation, we use b
as a block size and n = 3b. For example, U(B;) = {uy,...,up}, and [[uy]| = - -+ > [Jup]|.

Generally, this pre-processing is done only once. An exception is the case where a query with
k > kyax is specified. In this case, Simpfer re-builds the data structures then processes the query.
This is actually much faster than the baselines, as shown in Section 7.8.

4We employ norm-based blocking (grouping) to enable filtering based on Cauchy-Schwarz inequality. Because inner prod-

uct is not metric (i.e., it does not satisfy triangle inequality), filtering based on triangle inequality (e.g., by using a clustering
method) is impossible.
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norm order
u . Up |Upyq | - | Ugp [Uppyq| - | Uzp Q
T ) T I T
B, B, B;
Fig. 1. Example of block building.
ALGORITHM 1: PRE-PROCESSING OF SIMPFER
Input: U, P, and kjqx

1 for eachu; € Udo

2 L Compute ||u;||

3 for eachp; € P do

4 L Compute [|pjl|

5 Sort U and P in descending order of norm size

6 P’ « the first O(kmqx) vectors in P

7 for eachu; € U do

8 R « kpqax vectors p € P’ that maximize u; - p

9 for j =1 tokpmgy do
10 L Lé < u; - p, where p provides the jth highest inner product with u; in R

11 B« @,

12 B < a new block

13 for eachu; € U do

14 U(B) « U(B) U {u;}

15 for j =1 to kigx do

16 | I(B) « min{L/(B). 1/}
17 if |[U(B)| = O(logn) then
18 L B « BU(B)

B < a new block

4.1.2  Analysis. We here prove that the time complexity of this pre-processing is reasonable.
Without loss of generality, we assume n > m, because this is a usual case for many real datasets,
as the ones we use in Section 7.

THEOREM 1. Algorithm 1 requires O(n(d + logn)) time.

Proor. The norm computation requires O((n + m)d) = O(nd) time, and sorting re-
quires O(nlogn) time. The building of lower-bound arrays needs O(n X kpqyx) time, since
O(IP’]) = O(kmax)- Because kyax = O(1), O(n X kmax) = O(n). The block building also requires
O(n X kmax) = O(n) time. In total, this pre-processing requires O(n(d + log n)) time. O

The space complexity of Simpfer is also reasonable.

THEOREM 2. The space complexity of the index is O(n).

Proor. The space of the lower-bound arrays of user vectors is O(}, |L;]) = O(n), since
O(IL;]) = O(1). Blocks are disjoint, and the space of the lower-bound array of a block is also

O(1). We hence have O(logn) lower-bound arrays of blocks. Now this theorem is clear. O
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4.2 Upper and Lower Bounding for the k-MIPS Decision Problem

Before we present the details of Simpfer, we introduce our techniques that can quickly answer the
k-MIPS decision problem for a given query q. Recall that U and P are sorted in descending order
of norm. Without loss of generality, we assume that |[u;|| > |lu;;1]| for each i € [1,n — 1] and
lIpjll = llpj+1ll for each j € [1,m — 1], for ease of presentation. That is, for example, we assume
that the vectors in P are ordered as p1, p2, - - ., Pn-

Given a query q and a user vector u; € U, we have u; -q. Although our data structures are simple,
they provide effective and “light-weight” filters. Specifically, we can quickly answer the k-MIPS
decision problem on q through the following observations.

LemmMa 1. Ifu; - q < L’l.‘, then it is guaranteed that q is not included in the k-MIPS result of u;.

Proor. Let p be the vector in P such that u; - p is the kth highest inner product in P. The fact
that L’iC < u; - p immediately derives this lemma. O

It is important to see that the above lemma provides “no” as the answer to the k-MIPS decision
problem on q in O(1) time (after computing u; - q). The next lemma deals with the “yes” case in
0O(1) time.

LEmMA 2. Ifu; - q > |lu;llllpkll, then it is guaranteed that q is included in the k-MIPS result of u;.

Proor. From Cauchy-Schwarz inequality, we have u; - p; < |lu;||||p;ll. Since [[pk|l is the kth
highest normin P, u; -p < [|u;||||pkll, where p is defined in the proof of Lemma 1. That is, ||u;||||pk||
is an upper bound of u; - p. Now it is clear that q has u; - q > u; - pif u; - q > [lu;llllp«ll- O

We next introduce a technique that yields “no” as the answer for all user vectors in a block B in
O(1) time.

LEMMA 3. Given a block B, let u; be the first vector in U(B). If |[u;||llqll < LF(B), then, for all
u; € U(B), it is guaranteed that q is not included in the k-MIPS result of u;.

Proor. From Cauchy-Schwarz inequality, ||u;||[|ql| is an upper bound of u; - q for all u; € U(B),
since U(B) = {u;, u;41, ...}. We have L¥(B) < Lf for all u; € U(B), from Equation (1). Therefore,
if |lu;llIqll < LF(B), then u; - q cannot be the k highest inner product. O

If a user vector u; cannot obtain a yes/no answer from Lemmas 1-3, then Simpfer uses a linear
scan of P to obtain the answer. Let 7 be a threshold, i.e., an intermediate kth highest inner product

for u during the linear scan. By using the following corollaries, Simpfer can obtain the correct
answer and early terminate the linear scan.

COROLLARY 1. Assume that q is included in an intermediate result of the k-MIPS of u; and we now
evaluatep; € P. Ifu; - q > ||u;||lIp;ll, then it is guaranteed that q is included in the final result of the
k-MIPS of u;.

Proor. Trivially, we have j > k. Besides, |[u;||llp;ll > u; - p; for all k < [ < m, because P is
sorted. This corollary is hence true. O
From this corollary, it it trivial to see that

COROLLARY 2. When we have T > u; - q, it is guaranteed that q is not included in the final result
of the k-MIPS of u;.

Algorithm 2 summarizes the linear scan that incorporates Corollaries 1 and 2.

SExisting algorithms for top-k retrieval, e.g., References [10, 11], use similar (but different) bounding techniques. They use
a bound (e.g., obtained by a block) to early stop linear scans. However, our bounding is designed to avoid linear scans and
to filer multiple user vectors in a batch.
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ALGORITHM 2: LINEAR-SCAN(u)
Input:u € U, P, q, and k

1]« f{u-q}

27«0

3 for eachp; € P do

4 if u-q > [|ullllp;|| then

5 L return 1 (yes)

6 Yy < u-p;

7 if y > 7 then

8 I—1Ul{y}

9 if |I| > k then

10 Delete the (k + 1)-th inner product from I
11 L 7 « the kth inner product in I
12 if 7 > u-qthen

13 L return 0 (no)

ALGORITHM 3: SIMPFER
Input: U, P, q, k, and 8B

1 U, <0 > U, is a set of the reverse k-MIPS result
2 Compute ||q]|

3 for eachB € 8B do

4 u « the first user vector in U(B)

5 | if [lullllg]l > L¥(B) then

6 for eachu; € U(B) do

7 y<u-q

8 ify > L]i‘ then

9 if [lu;[lllpgll > y then

10 f < LINEAR-ScAN(u;)
11 if f =1 then

12 L U, <« U, U {u;}
13 else
14 L U, « U, U {u;}
15 return U,

4.3 The Algorithm

Now we are ready to present Simpfer. Algorithm 3 details it. To start with, Simpfer computes ||q]|.
Given a block B € B, Simpfer tests Lemma 3 (line 5). If the user vectors in U(B) may have yes
as an answer, then for each u; € U(B) Simpfer does the following. (Otherwise, all user vectors
in U(B) are ignored.) First, it computes u; - q and then tests Lemma 1 (line 8). If u; cannot have
the answer from this lemma, then Simpfer tests Lemma 2. Simpfer inserts u; into the result set
U, ifu; - q > ||lu;llllpll. Otherwise, Simpfer conducts LINEAR-sCAN(u;) (Algorithm 2). If LINEAR-
SCAN(u;) returns 1 (yes), then u; is inserted into U,. The above operations are repeated for each
B € 8. Finally, Simpfer returns the result set U,.
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The correctness of Simpfer is obvious, because it conducts LINEAR-scAN(+) for all vectors that
cannot have yes/no answers from Lemmas 1-3. Besides, Simpfer accesses blocks sequentially, so
it is easy to parallelize by using multicore (although this article focuses on a single-threaded case).
Interested readers may refer to Reference [2], and note that distributed computing environments
[14] are out of the scope of this work.

4.4 Complexity Analysis
We theoretically demonstrate the efficiency of Simpfer. Specifically, we have the following.

THEOREM 3. Let a be the pruning ratio (0 < a < 1) of blocks in B. Furthermore, let m’ be
the average number of item vectors accessed in LINEAR-SCAN(-). The time complexity of Simpfer is
O((1 = a)nm’d).

Proor. Simpfer accesses all blocks in 8, and |B| = O(logn). Assume that a block B € B is
not pruned by Lemma 3. Simpfer accesses all user vectors in U(B), so the total number of such
user vectors is (1 — @) X O(logn) x O(logn) = O((1 — a)n). For these vectors, Simpfer computes
inner products with q, and an inner product computation needs O(d) time. The evaluation cost
of Lemmas 1 and 2 for these user vectors is thus O((1 — @)nd). The worst cost of LINEAR-SCAN(-)
for vectors that cannot obtain the answer from these lemmas is O((1 — a)nm’d). Now the time

complexity of Simpfer is

o( ! +(1—a)nd+(1—a)nm'd) =0(L+(1—a)nm'd) @)
logn logn

= O0((1 — a)nm’d).
Consequently, this theorem holds. O

Remark 1. There are two main observations in Theorem 3. First, because we practically have
m’ < mand a > 0, Simpfer outperforms a k-MIPS-based solution that incurs O(nmd) time. (Our
experimental results show that m” = O(k) in practice.) The second observation is obtained from
Equation (2), which implies the effectiveness of blocks. If Simpfer does not build blocks, then we
have to evaluate Lemma 1 for all u € U. Equation (2) suggests that the blocks theoretically avoids
this.

It is important to notice that & in Theorem 3 is directly related to the probability that |[u]|||q|| <
L¥(B) for a given q and a block B. We therefore analyze this probability.® To enable this analysis,
we put two assumptions: (i) The norm of each item vector in P follows a normal distribution. This
assumption is reasonable, because real datasets tend to have this case, see Figure 2(a) and (b). (ii)
A query vector is a randomly sampled one from P. Under these assumptions, the probability is
computable (and high).

Recall that, given a block B, we use its first vector u and lower-bound array L¥(B) to apply
Lemma 3. Notice that, for B, |[u|| is fixed, so ||u||||q|| also follows a normal distribution N (, o%),
where y and o represent mean and variance, respectively. Since the norm of each vector is com-
puted offline, y and o are also obtained easily. The probability density function, denoted by
fluallliqll), is as follows:

o (lullligl - )2
Fllullal) = <= exp - T)

OIf this probability is high, then & becomes high. For each block B € 8, its first vector u and lower-bound array L (B) are
independent of those of the other blocks. We thus can only provide a probability that ||u]|||q|| < Lk (B), i.e., it is impossible
to calculate how many blocks are pruned for a random query vector.
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Fdullliald

- - ¥ [lullliqll
Norm (MovieLens) Norm (Netflix) 1¥(B)

(a) Norm distribution in MovieLens ~ (b) Norm distribution in Netflix ~ (c) Distribution of |[u]|||q|| for a given
block B. The gray area represents the
probability that ||ul|||q]| < L*(B),ie.,

kB
® £ (x)dx, where x = [[u]||q]I.

—o0

Fig. 2. Analysis of probability that ||ul||lq|| < Lk(B).

Then, the probability that we have |[ul|||ql| < L¥(B), Pr[|lull|lq]| < L*(B)] is
L*(B)

Pr{lullliqll < L*(B)] = f Fx)dx,

where x = |[u|||[q||. This probability is high if LK(B) is high. We have high LF(B) when k is small,
and small k is the standard setting, as mentioned in Section 2. Figure 2(c) illustrates an intuitive
example suggesting that Pr[||ul||lq]| < LF(B)] ~ 1fora high LK(B).In particular, under the second
assumption, the expected |[u|||q|| is g, and we usually have p < L¥(B) for small k. That is, for
small k and a random q € P, we have a high @ in expectation. If we further assume that only O(k)
item vectors have ||ul|||q|| > LK (B), then Pr[]lullllqll < LK(B)] = 1 — O(k/m), which also leads to
a high a.

5 APPROXIMATE REVERSE MIPS

This section answers the following question: Can approximation algorithms with quality guar-
antee improve reverse k-MIPS processing? To start with, we introduce the concept c-AMIPS
[20, 29, 35, 43].

Definition 6 (c-ApProXIMATE MIPS PROBLEM). Given a set of vectors P, a query vector q, and an
approximation factor ¢ € (0, 1), the c-Approximate MIPS problem returns a vector p € P satisfying
thatp-q > ¢ X p* - q, where p* is the exact result for q.

Extending this definition for c-k-Approximate MIPS is straightforward. Let p} be the ith exact
answer of the k-MIPS for a given q. Then, c-k-Approximate MIPS returns a vector p € P, which
satisfies that p - q > ¢ X pj - q, as the ith result. This approximation accepts vectors, which have
similar inner products with a given query vector to those of the exact results, as answers.

5.1 Designing an Approximation Version of the Reverse k-MIPS Problem

Now consider the reverse k-MIPS problem. For a user vector u and a query vector q, even if q does
not exist in the k-MIPS answer for u but satisfies u-q > ¢ Xu- p;, u may be interested in q. Hence,
u can be one of the results of approximate reverse k-MIPS. By taking this idea, we formulate an
approximation version of the reverse k-MIPS problem.

Definition 7 (REVERSE c-k-ApPPROXIMATE MIPS proBLEM). Given a query (item) vector q, k, ¢, and
two sets of vectors U (set of user vectors) and P (set of item vectors), the reverse c-k-Approximate
MIPS problem finds all vectors u € U such that q can be included in the c-k-Approximate MIPS
result of u among P U {q} (i.e., u must satisfy u- q > ¢ X u - pj. to be included in the result set).
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Compared with the reverse k-MIPS problem, the above problem allows user vectors u to be in-
cluded in the result iff u - q > ¢ X u - p;. Therefore, it does not miss any user vectors that are in the
exact reverse k-MIPS result.

5.2 The Algorithm

Our next challenge is how to solve this problem while guaranteeing the result quality. We can
actually exploit our approaches in Simpfer to return all user vectors satisfying the condition in
Definition 7. Surprisingly, we need a few modifications: We extend only Lemma 2 and Corollary 1.
Recall that item vectors in P are sorted in descending order of norm.

CoROLLARY 3. Ifu; - q > c|lu;llllpkll, then it is guaranteed that q can be included in the c-k-
Approximate MIPS result of u;.

ProoF. From Lemma 2 and Definition 7. O

COROLLARY 4. Assume that q is included in an intermediate result of the k-MIPS of u; and we now
evaluatep; € P. Ifu; - q > cllu;||[Ip;ll, then it is guaranteed that q can be included in the final result
of the c-k-Approximate MIPS of u;.

Proor. This corollary is derived by combining the proof of Corollary 1 and Definition 7. O

By using Corollaries 3 and 4, we propose c-Simpfar k-MIPS. This is a variant of Simpfer. The
difference is that c-Simpfar replaces

e line 9 of Algorithm 3 with “c|[u;|||[pxll > y” and
e line 4 of Algorithm 2 with “u- q > c||ullllp;|I”.

(Therefore, when ¢ = 1, c-Simpfar is equivalent to Simpfer.)

5.3 Analysis

We introduce that c-Simpfar has a quality guarantee, i.e., does not miss any user vectors that satisfy
the condition in Definition 7.

THEOREM 4. For arbitrary ¢ and q, c-Simpfar returns all user vectors that satisfy the condition in
Definition 7.

Proor. From Corollaries 3 and 4. m|

Next, we have
THEOREM 5. The time complexity of c-Simpfar is O((1 — a)nm”’d), wherem’ > m"’.

Proor. Corollaries 3 and 4 are applied when a given block cannot be pruned, so c-Simpfar has
the same o with Simpfer. However, it is trivial to see that c-Simpfar can reduce the number of
sequential scans compared with Simpfer, from Corollary 3. Also, thanks to Corollary 4, c-Simpfar
can reduce the number of item vectors accessed. Therefore, m”, the average number of item vectors
accessed in LINEAR-SCAN(+), has m’ > m”’. O

Remark 2. At a glance, iterating an existing c-k-AMIPS algorithm for each user vector in U can
solve the problem defined in Definition 7. However, this iteration-based approach has two criti-
cal drawbacks. First, this approach cannot guarantee the correctness. As mentioned in Section 3,
LSH-based algorithms have only probabilistic accuracy guarantees, so they may lose user vectors
that are in the exact result. However, c-Simpfar certainly guarantees the result quality. The other
approaches for approximate MIPS (e.g., References [31, 37, 47]) cannot be reasonably employed
in our problem, because they have no theoretical accuracy guarantee “w.r.t. c-k-AMIPS.” Second,
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this iteration-based approach still needs O(nmd) or O(nmdlogn) time theoretically, because (i)
proximity graphs and quantization techniques have no performance guarantee and (ii) the state-
of-the-art LSH algorithms for c-k-AMIPS [20, 32] need superlinear time or space in the worst case.
Therefore, this approach provides no clear advantages over c-Simpfar.

From the above results, we say yes as the answer to the question about the possibility of approx-
imation algorithms for improving reverse k-MIPS processing, since we have m’ > m’”. However,
as our experimental results show, m’ of Simpfer is already small in practice, so reducing this value
does not yield a significant speed-up. This means that its practical impact is unfortunately small,
which is also confirmed in Section 7.3. To summarize, the approximation based on Definition 7
does not yield a significant efficiency improvement in practice, and it is an open question to de-
sign different settings/definitions allowing approximate results for further speed-up.

6 SIMPFER++

In this section, we answer the question: Is there an exact algorithm that is faster than Simpfer?
Our answer is positive, and we propose a variant of Simpfer, namely Simpfer++. In a nutshell, this
new algorithm has the following two main differences to Simpfer.

e Maintaining the tightest lower bound. To maximize the impact of Lemmas 1 and 3, it is trivial
to see that the lower-bound arrays should have tighter values. Notice that, for each user
vector u; € U, its jth (1 < j < kyax) MIPS result on P is obtained offline, as it does not
depend on q. Simpfer++ does this in its pre-processing step. That is, it sets

L= pj, 3)

where p; € P is the jth MIPS result for u; on P. From this equation, it is trivial to see that

L’iC is the tightest lower bound of the top kth inner product for u;. Thanks to this, given a
query vector q, to see whether u can be included in the reverse k-MIPS, all we have to do
online is to compare Lf with u; - q. This means that Simpfer++ does not need LINEAR-SCAN(+)
anymore, removing the factor of m’ held by the time complexity of Simpfer.

e Using matrix multiplication. Consider U as a matrix:

ug

uy
U=

up

From the first difference, what we need to do is to compute Uq’, where q’ is the transposition
of q. That is, when Simpfer++ computes inner products of user vectors and q, it employs
matrix multiplication. This manner can exploit hardware optimization, so this computation
is faster than simply computing u - q in an iteration manner.

As with Simpfer, Simpfer++ uses the block-based user filtering, i.e., the vectors in blocks are
maintained in the matrix manner. This means that the cost of Simpfer++ is usually less than
the cost of computing Uq’, as analyzed in Section 4.4.

The above differences enable filtering both user and all item vectors and (ii) fast inner product
computation if necessary, which guarantees the superiority of Simpfer++ against Simpfer practi-
cally and theoretically (see Theorem 6). In the subsequent sub-sections, we present operational
differences to those of Simpfer,

ACM Transactions on the Web, Vol. 17, No. 4, Article 26. Publication date: July 2023.



Reverse Maximum Inner Product Search: Formulation, Algorithms, and Analysis 26:15

6.1 Pre-processing

There are two main differences from the pre-processing of Simpfer.

e Instead of using O(k;,4x) vectors of P, we use Equation (3) to compute the lower-bound
array of each u; € U. This corresponds to k-Maximum Inner Product Join (k-MIPJ),
which retrieves the top-k (item) vectors for each user vector in Q. We use LEMP [39], a
state-of-the-art k-MIPJ algorithm, to compute the lower-bound arrays.

e We maintain the user vectors in each block B; by using a matrix M;, where its each row
corresponds a user vector. That is,

U(i-1)b+1

U(i-1)b+2
Mi=|

Uip
(we use the same assumption w.r.t. vector order in Section 4.1). This is because we use
fast matrix operations in the online processing, as stated earlier. The detail is described in
Section 6.2.

The other operations are the same as those in Algorithm 1.

Remark 3. Clearly, the space complexity of Simpfer++ is the same as Simpfer, so it is O(n). How-
ever, the time complexity of the pre-processing of Simpfer++ is O(nmd). This needs a more com-
putational cost than O(n(d + log n)) time, i.e., the pre-processing time of Simpfer. However, LEMP
uses several filtering techniques to reduce its practical time as noted in Section 3, and LEMP can
be parallelized by using multi-threading [38]. Recall that this pre-processing is done only once, so
the pre-processing of Simpfer++ is still reasonable, as our experimental results show (see Table 5).

6.2 Online Processing
6.2.1 Algorithm Description. Algorithm 4 describes the online processing of Simpfer++. Com-
pared with Simpfer, Simpfer++ has two differences:

e Given a block B;, after applying Lemma 3 (the block-based filtering), we compute the inner
products of q and every user vectors in B; via a matrix multiplication. Specifically, we have

Ui-1)b+1 " q
Ui-1)b+2 " q
Miqt = . .

Wip - q
We then evaluate whether each row of M;q’ is larger than the corresponding lower bound.

Iff yes, it is added into the result set.
e Simpfer++ does not use Lemma 2 and LINEAR-SCAN(+), since they are not necessary.

6.2.2  Analysis. The main result of Simpfer++ is that its online time always beats those of Simpfer
and any solutions that iteratively run an exact or approximate k-MIPS algorithm. This is demon-
strated by:

THEOREM 6. The time complexity of Simpfer++ is O((1 — a’)nd), where &’ is the pruning ratio of
blocks in B, and we have a’ > a.

Proor. From Algorithm 4, we see that (i) Simpfer++ computes the inner product of u and q only
when its block is not filtered and (ii) Simpfer++ does not access P online. Then, it is straightforward
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ALGORITHM 4: SIMPFER++
Input: U, P, q, k, and B

1 U, <0
2 Compute ||q]|
3 for eachB € 8 do
4 u « the first user vector in U(B)
5 | if [lulllig]l > L*(B) then
6 IP « M,'qt > JP is a set of the inner products with q and the user vectors in M;
7 for eachi =1 to |M;| do
8 u; « the jth vector in B
9 if IP; > L]l.‘, where IP; = u; - q then
10 L Uy < Uy U {u;}

[

1 return U,

to see that its time complexity is O((1—a’)nd). In addition, as Simpfer++ is guaranteed to use lower
bounds that are tighter than or the same as Simpfer, it is obvious that ¢’ > «. ]

7 EXPERIMENT

This section reports our experimental results. All experiments were conducted on a Ubuntu 18.04
LTS machine with a 12-core 3.0-GHz Intel Xeon E5-2687w v4 processor and 512 GB RAM.

7.1 Setting

7.1.1  Datasets. We used four popular real datasets: MovieLens,” Netflix, Amazon,® and Yahoo!.’
These are usually used as benchmark data in MIPS works (under recommendation scenarios)
[9, 20, 27, 37, 50].

The user and item vectors of these datasets were obtained by the Matrix Factorization in Refer-
ence [5]. These are 50-dimensional vectors (the dimensionality setting is the same as in References
[23, 39]'%). The other statistics is shown in Table 3. We randomly chose 1,000 vectors as query vec-
tors from P.

7.1.2  Evaluated Algorithms. We evaluated the following algorithms.

e LEMP [39]: the state-of-the-art exact all-k-MIPS algorithm. LEMP originally does k-MIPS
for all user vectors in U.

FEXIPRO [23]: the state-of-the-art exact k-MIPS algorithm. We simply ran FEXIPRO for each
ueclU

Simpfer: the exact algorithm proposed in Section 4.

c-Simpfar: the approximation algorithm proposed in Section 5.

e Simpfer++: the exact algorithm proposed in Section 6. We used Eigen'’ for matrix operations.

We set kpmqxr = 25. These algorithms were implemented in C++ and compiled by g++ 7.5.0 with
-03 flag.

"https://grouplens.org/datasets/movielens/.

8https://jmcauley.ucsd.edu/data/amazon/.

“https://webscope.sandbox.yahoo.com/.

10 A5 our theoretical analysis shows, the time of Simpfer is trivially proportional to d, thus its empirical impact is omitted.
Uhttps://eigen.tuxfamily.org/dox/.
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Table 3. Dataset Statistics

MovieLens Netflix Amazon  Yahoo!
|U] 138,493 480,189 1,948,882 2,088,620
|P| 26,744 17,770 98,211 200,941
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Fig. 3. Impact of ¢ of c-Simpfar: Running time (top) and #ip computations (bottom).

Note that References [23, 39] have demonstrated that the other exact MIPS algorithms are out-
performed by LEMP and FEXIPRO, so we did not use them as competitors. All experiments except
for Section 7.3 focused on the exact answer, thus we did not use approximate MIPS algorithms
as competitors. (In Section 7.5, we demonstrate that solutions that iteratively run an approximate
MIPS algorithm cannot beat Simpfer and Simpfer++.) In addition, LEMP and FEXIPRO also have
a pre-processing (offline) phase. We did not include the offline time as the running time.

7.2 Effectiveness of Blocks

We first clarify the effectiveness of blocks employed in Simpfer. To show this, we compare Simpfer
with Simpfer without blocks (which does not evaluate line 5 of Algorithm 3). We set k = 10.

On MovieLens, Netflix, Amazon, and Yahoo!, Simpfer (Simpfer without blocks) takes 10.3 (22.0),
58.6 (100.8), 117.6 (446.2), and 1481.2 (1586.2) [msec], respectively. This result demonstrates that,
although the speed-up ratio is affected by data distributions, blocks surely yield speed-up.

7.3 Impactof ¢

We here report the performance of c-Simpfar. Figure 3 depicts the result with varying ¢ (we set
k = 10). Note that ¢ = 1 corresponds to the exact case (i.e., Simpfer). Recall Theorem 4: c-Simpfar
does not miss any user vectors that satisfy the condition in Definition 7. We hence focus on its
running time.

From Figure 3(a)-(d), we see that c-Simpfar is faster than Simpfer, which is consist with the
theoretical result in Section 5, but it does not provide a significant speed-up compared with Simpfer.
Lemma 2 and Corollary 1 already function well, so m’ in Theorem 3 is sufficiently small (this is
shown in Table 4). Hence, their relaxed versions, Corollaries 3 and 4, bring a little gains, implying
that m’ > m” but m" ~ m”. This is confirmed by the results in Figure 3(e)-(h) showing that the
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Fig. 4. Impact of k: Running time (top) and #ip computations (bottom). “x” shows LEMP, “o” shows FEXIPRO,
“A” shows Simpfer, and “0” shows Simpfer++.

number of inner product (ip) computations do not reduce so much even when ¢ = 0.8. Therefore,
we do not consider c-Simpfar in the subsequent experiments.

7.4 Efficiency of Matrix Multiplication

Next, we show the efficiency of matrix multiplication employed by Simpfer++. As a competitor, we
used a variant of Simpfer++ that simply computes inner products, denoted by Simpfer++ without
matrix. On MovieLens, Netflix, Amazon, and Yahoo!, Simpfer++ (Simpfer++ without matrix) takes
1.1 (2.4), 12.6 (22.6), 49.6 (91.0), and 73.1 (148.8) (ms), respectively. We see that Simpfer++ obtains
about 2x speed-up against its variant. This result clarifies the importance of employing matrix-
based implementation to reduce practical time.

7.5 Impactof k

We investigate how k affects the computational performance of each algorithm. Figure 4 depicts
the experimental results.

We first observe that, as k increases, the running time of each algorithm increases, as shown
in Figure 4(a)—(d). This is reasonable, because the cost of (decision version of) k-MIPS increases
and k affects @’ of Simpfer++. As a proof, Figure 4(e)—-(h) show that the number of inner product
computations increases as k increases. The running time of Simpfer is (sub-)linear to k (the plots are
log-scale). This suggests that m” = O(k). However, the running time of Simpfer++ is less affected
by k, compared with the other algorithms. The reason is that Simpfer++ does not run any k-MIPS.
Therefore, Simpfer++ always outperforms the other algorithms. Simpfer++ is in particular useful
on Yahoo!, and it has 70x speed-up against Simpfer. We found that, compared with the cases of
the other datasets, Simpfer needs more LINEAR-sCAN(-) on Yahoo!, thereby Simpfer++, which does
not run LINEAR-SCAN(-), functions well.

Second, Simpfer significantly outperforms LEMP and FEXIPRO. This result is derived from our
idea of quickly solving the k-MIPS decision problem. The techniques introduced in Section 4.2 can
deal with both yes and no answer cases efficiently. Therefore, our approach functions quite well in
practice. An interesting observation is the performance differences between FEXIPRO and Simpfer.
Let us compare them with regard to running time. Simpfer is at least two orders of magnitude
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Table 4. Average #ip Computations per User Vector

in Simpfer
k  MovieLens Netflix Amazon Yahoo!
5 0.31 0.62 0.23 4.02
10 0.64 1.12 0.28 9.40
15 1.18 1.59 0.34 15.64
20 1.79 2.22 0.41 22.49
25 2.51 3.29 0.50 29.87

faster than FEXIPRO. However, with regard to the number of inner product computations, that
of Simpfer is one order of magnitude lower than that of FEXIPRO. This result suggests that the
filtering cost of Simpfer is light, whereas that of FEXIPRO is heavy. Recall that Lemmas 1-3 need
only O(1) time, and Corollaries 1-2 need O(k) time in practice. However, for each user vector in
U, FEXIPRO incurs Q(k) time, and its filtering cost is O(d”), where d’ < d. For high-dimensional
vectors, the difference between O(1) and O(d’) is large. From this point of view, we can see the
efficiency of Simpfer.

Last, we focus on the average number of inner product computations per user in Simpfer, i.e., m’
in Theorem 3. This is shown in Table 4. Although we have a few exceptions, we have m’ < k (and
the exceptions have trivial differences). Notice that the average number of inner product compu-
tations per user in Simpfer++ is at most 1. This results confirms that any solutions that iteratively
run a k-MIPS algorithm cannot beat Simpfer and Simpfer++. This also holds for any solutions that
use an approximate k-MIPS algorithm, because even the state-of-the-art approximation algorithm
[13] requires Q(kd) time'? for an approximate k-MIPS.

7.6 Impact of Cardinality of U

We next study the scalability to n = [U]. To this end, we randomly sampled s X n user vectors in U,
and this sampling rate s has s € [0.2,1.0]. We set k = 10. Figure 5 shows the experimental result.

In a nutshell, we have a similar result to that in Figure 4. As n increases, the running times of
Simpfer and Simpfer++ linearly increase. This result is consistent with Theorems 3 and 6. Notice
that the tendency of the running times of Simpfer and Simpfer++ follow that of the number of
inner product computations. This phenomenon is also supported by Theorems 3 and 6, because
the main bottlenecks of Simpfer and Simpfer++ are LINEAR-SCAN(-) and matrix multiplications,
respectively.

7.7 Impact of Cardinality of P

The scalability to m = |P| is also investigated. We randomly sampled s X m user vectors in P, as
with the previous section. Figure 6 shows the experimental result, where k = 10. Interestingly, we
see that the result is different from that in Figure 5. The running times of Simpfer and Simpfer++
are almost stable for different m. In this experiment, n and k were fixed, and recall that m’ = O(k).
From this observation, the stable performance of Simpfer is theoretically obtained. Recall again
that Simpfer++ does not run any k-MIPS, so m has an impact only on L¥ of each user vector.
The experimental result suggests that this impact is negligible. This scalability of Simpfer and
Simpfer++ is an advantage over the other algorithms, since the running times of the baselines
increase as m increases.

12The state of the art [13] suggests accessing at least  x k vectors, where f8 is sufficiently large (e.g., 10) to obtain an
accurate result. Therefore, it needs much more item vector accesses for a user vector than Simpfer.
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7.8 Pre-processing Time

tions)

shows FEX-

Last, we report the pre-processing times of Simpfer and Simpfer++. We used 12 threads for their
pre-processing (we used OpenMP for multi-threading). Table 5 shows the results. As Theorem 1
demonstrates, the pre-processing times of Simpfer and Simpfer++ increase as n increases.

We see that the pre-processing time of Simpfer is reasonable and much faster than the online
(running) time of the baselines. For example, when k = 25, the running time of FEXIPRO on
Amazon with 12 threads was 114 [sec]. When k = 25 (i.e., k = kpqax), the total time of pre-
processing and online processing of Simpfer with 12 threads is 11.18 + 0.02 = 11.20 (s). Therefore,
even if k > k4 is specified, re-building blocks then processing the query by Simpfer is still faster.

For small datasets (i.e., MovieLens and Netflix), the pre-processing time of Simpfer++ is competi-
tive with that of Simpfer. However, for large datasets (i.e., Amazon and Yahoo!), the pre-processing
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Table 5. Pre-processing Time of Simpfer and Simpfer++ [sec]

MovieLens Netflix Amazon Yahoo!
Simpfer 0.78 2.55 11.18 10.52
Simpfer++ 1.00 3.56 77.79 191.68

time of Simpfer++ is clearly longer than that of Simpfer. However, it still completes the pre-
processing within about a few minutes. If user and item vectors are not updated so frequently
and applications do not change k.« frequently, then Simpfer++ can be the first choice.

8 CONCLUSION

This article introduced a new problem, reverse maximum inner product search (reverse MIPS).
The reverse MIPS problem supports many applications, such as recommendation, advertisement,
and market analysis. Because even state-of-the-art algorithms for MIPS cannot solve the reverse
MIPS problem efficiently, we proposed Simpfer as an exact and efficient solution. Simpfer exploits
several techniques to efficiently answer the decision version of the MIPS problem. Our theoretical
analysis has demonstrated that Simpfer is always better than a solution that employs a state-of-the-
art algorithm of MIPS. We also proposed an approximation version of the reverse MIPS problem.
As its solution, we proposed c-Simpfar that always guarantees the result quality. In addition, we
extended Simpfer to demonstrate that there exists an exact algorithm that is faster than Simpfer.
Our last algorithm, Simpfer++, requires at most O(nd) time, i.e., it needs to access only user vectors,
different from Simpfer and c-Simpfar. Our experimental results on four real datasets show that (i)
Simpfer is at least two orders of magnitude faster than the MIPS-based solutions, (ii) c-Simpfar can
improve the reverse MIPS processing but its impact is not significant, and (iii) Simpfer++ yields
the fastest online processing time.
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