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ABSTRACT
Recently, many types of workers are required for the ultra-high
voltage (UHV) power line construction sites in China. For safety,
each worker’s real-time status should be monitored. The key point
of this monitoring system is identifying and tracking each worker
accurately and quickly, which is the special multi-objects tracking
(MOT) problem at the large open scene. In this paper, an intelligent
person monitoring system with sensors composed of a camera
and the ultra-wide band (UWB) radars is proposed. The proposed
MOT method is composed of two parts. The one is the method
of detecting and identifying persons, which is composed of an
image person recognition method that is a Faster R-CNN combined
with a re-ID branch, a UWB worker localization method, and a
person association method. And the other is tracking these persons,
which is composed of an person-track association algorithm by a
similarity matrix, and a tracking method by the Kalman Filter. The
experiments illustrate that our method can monitor multi-persons
accurately and quickly in real time.
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1 INTRODUCTION
Recently, the pace of power infrastructure construction has been
significantly accelerated in China, especially the ultra-high volt-
age engineering. Since, the safety guarantee of workers at power
infrastructure construction site has attacked widespread attention
[1]. In this paper, we focus on the special safety issues in the early
stage of the line construction site, such as the tower foundation
construction etc. In this scene, workers are managed by a supervi-
sion person without any intelligent supervision equipment due to
no electricity. Since the security risks are completely unpredictable,
the most serious person security accidents can’t be prevented so as
to cause serious economic losses.

To solve these problems, we established an intelligent person
monitoring systemwith one camera and the ultra-wide band (UWB)
radar that is a type of low-power consumption localization equip-
ment. In the system, all collected raw site data is transferred to
the cloud server to analyse, and then the analysis results are trans-
ferred to the supervision person’s mobile phone to help him to
manage workers. The core of the system is how to recognize and
track multi-objects with mono camera and the UWB equipment
accurately.

In this paper, we identify and track all persons by the frame
images captured by the mono camera, and improve the persons’
recognizing and tracking accuracy by the UWB. First, we extract
feature maps from the frame images. Second, we take Faster R-CNN
to detect the targets and get the category and coordinate. A re-ID
branch is combined with Faster R-CNN to recognize the persons. In
re-ID branch, we further extract the re-ID features and get the ID
annotation of each person, and improve the re-ID branch accuracy
with the UWB recognition results. Based on the camera, we can get
information of each person, such as the coordinate, the virtual ID,
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the class. Third, in the tracking network, we establish an person-
track similarity matrix, and its element is calculated by a mixed
metric distance including the coordinate, and the intersection over
union (IoU) info. And finally, persons’ tracks are improved by the
Kalman Filter.

Compared to the existing works, the main contributions of this
paper are as follows.

• A novel network structure is proposed to detect and identify
persons, which is combined of the Faster R-CNN and re-ID
network branch.

• Anovel trackingmethod based on the person-track similarity
metric with the mixed distance is proposed.

The rest of this paper is organized as follows. Section 2 introduces
the current related works of the MOT. Section 3 exhibits our multi-
objects tracking method. Experiments are given in Section 4 to
illustrate performances of our method. Finally, some conclusions
and future works are given in Section 5.

2 RELATEDWORDS
From the perspective of image acquisition, cameras and stereo RGB-
D cameras are widely used in multi-object recognition and tracking.
For example, Jiang et al. [2] presented amultiple pedestrian tracking
method for videos captured by a fixed camera. Zimmermann et al.
[3] proposed a hand pose detectionmethod based on cameras. These
methods that consider RGB-only come with some limitations. They
struggle with postures, occlusions and motion blur. The reason
is that a camera only makes observations in the 2D image plane
and cannot directly measure the distance to objects. Thus, some
researchers used hybrid device to achieve multi-object tracking.
Sun et al. [4] reduced the influence of electromagnetic interference
on sensor data accuracy, while it’s not needing in the line site with
no power in this paper. Zhao et al. [5] developed a framework
for moving vehicle detecting, tracking and geolocating based on
a camera, a GPS receiver and inertial measurement unit sensors.
Sridhar et al. [6] used five cameras and an additional depth sensor
to demonstrate real-time hand pose estimation. Li et al. [7] studied
3D bounding box tracking with stereo RGB-D cameras. Dieterle
et al. [8] proposed a multi-object tracking method using a stereo
RGB-D camera and a laser range finder. The stereo RGB-D cameras
can perceive 3D depth directly, but is not possible in many cases
[9]-[12]. Li et al.[13] proposed a novel data fusion method but it’s
not applicable to the RGB-D data fusion scene.

For the videos from cameras or RGB-D cameras, some re-
searchers presented many methods to achieve multi-object recogni-
tion and tracking. Early methods track objects based on correlation
filters, such as MOSSE [14], MCPF [15], KCF [16], Kalman filter
[17] and Staple [18]. In recent years, techniques based on deep
learning have achieved excellent results in multi-object recognition
and tracking. MOTDT [19] is a real-time multiple people tracking
method that combines Kalman filter with deep neural network. Xu
et al. [20] proposed DeepMOT based on a bidirectional recurrent
network to train multiple target trackers. Chen et al. [21] proposed
EDMT to detect and track multiple targets. Especially, the multi-
object recognition and tracking reaped many of the benefits from
the success of convolutional representation. Mahmoudi et al. [22]

proposed a CNN-based method (CNNMTT) for multi-object track-
ing. Girshick et al. [23] proposed regions of convolutional neural
network features (R-CNN). The method gets region proposals by
selective search and uses CNN features to classify the region of
interest (ROI). Girshick [24] further proposed Fast R-CNN with ROI
pooling layer. The region proposals are projected on the feature
map by ROI pooling, which decreases the processing time. After
that, Ren et al. [25] proposed Faster R-CNN. Faster R-CNN inte-
grates the Fast R-CNN and region proposal network (RPN). The
method gets region proposals from feature maps generated by RPN
instead of selective search. Mask R-CNN [26] is further proposed
based on Faster R-CNN. It contains three modules: Faster R-CNN,
ROI Align and full convolution network (FCN). Furthermore, Track
R-CNN [27] extended the Mask R-CNN and added an identity em-
bedding net-work to extract re-ID features. Tracktor [28] is also an
adaptation of the Faster R-CNN to the multi-object tracking task. It
uses a Faster R-CNN to detect targets and to follow the detected
targets in the consecutive frames. Baisa [29] posed a novel online
multi-object visual tracker using a Gaussian mixture Probability
Hypothesis Density (GM-PHD) filter and deep appearance learning.
The GM-PHD filter is to estimate the states and cardinality of time-
varying number of objects, and the deep appearance learning is to
perform estimates-to-tracks data association for target labeling as
well as formulate an augmented likelihood and then inte-grate into
the update step of the GM-PHD filter.

3 METHODOLOGY
3.1 Overview
In the line site, the camera is fixed at any corner of the site to mon-
itor the whole site, and the four UWB base stations are deployed at
each corner of the site to locate each worker. Since, the tracking
method should fuse data from multi-sensors, and the tracking pro-
cess (see Figure 1). First, all persons should be recognized by the
image and the UWB. While, the boxes in the image are recognized
by the Fast R-CNN with the re-ID branch, and the boxes formed
by the UWB are drawn by each person’s position and its height
and width. Second, a person association algorithm is proposed to
localize each person with the above two boxes, which is the box
align algorithm in the Figure 1. Third, each person’s track can
be calculated by the Kalman Filter (KF) with its positions before
time t. Fourth, a person-track data association algorithm that is
defined as the similarity matrix is proposed to match the person to
his pre-track. Finally, refreshing each person’s track. And the core
algorithms are illustrated in details.

3.2 Multi-Persons Recognition
3.2.1 Recognition with the Image data. The persons in the image
are recognized by the Fast R-CNN with a re-ID branch (see Figure
2). The method is composed by three parts: a CNN backbone, a
detection branch and a re-ID branch. The backbone network is
responsible for extracting feature maps from images. The detection
branch is used to get the category and coordinate of each person in
the images. The re-ID branch identifies each detection object in the
same class which is person in this paper.
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Figure 1: the MOT method.

Figure 2: Overview of multi-objects recognition.

Backbone Network. We adopt VGG-19 [30] as backbone network
to extract image features. The network consists of sixteen convolu-
tional layers and four max-pooling layers (see Table 1). The inputs
of backbone network are images from video frames. Denote the
input size as ℎ × 𝑤 , in which ℎ and𝑤 are the height and width of
the image, respectively. The convolutional layers involve a filter
𝑊 ∈ R3×3, where 3 × 3 is the filter size. The convolutional opera-
tion maps the input image to a latent feature map 𝑐 = 𝜎 (𝑊 ∗𝑥 + 𝑏),
where 𝜎 (·) is the activation function ReLU, 𝑥 is the input image,
∗ is the convolutional operation, and 𝑏 is the corresponding bias.
The convolutional layers are followed by max-pooling layers with
pooling size of 2×2. Different from original VGG-19, we abandon
three fully-connected layers to speed up the feature extraction.

Detection Branch. The detection branch is a common Faster R-
CNN architecture that consists of a RPN, followed by classification
layer and regression layer. This RPN takes the feature maps from

Table 1: Details of backbone network.

Kernel size Kernel size Output

Conv 1.1, 1.2, Max-pool 3×3 h/2×w/2×64
Conv 2.1, 2.2, Max-pool 3×3 h/4×w/4×128
Conv 3.1, 3.2, 3.3, 3.4, Max-pool 3×3 h/8×w/8×256
Conv 4.1, 4.2, 4.3, 4.4, Max-pool 3×3 h/16×w/16×512
Conv 5.1, 5.2, 5.3, 5.4 3×3 h/16×w/16×512

the backbone network as input and outputs rectangular region pro-
posals. Then we align the extracted feature maps with the region
proposals. We classify the regions by classification layer and locate
the coordinates by regression layer. The output of the classification
layer is the probability distribution of each candidate region, which
is denoted as 𝑝 = (𝑝𝑖 , 𝑝∗𝑖 ). 𝑝𝑖 is the probability that the candidate
region is the target, and 𝑝∗

𝑖
is the probability that the candidate

125



APIT 2023, February 09–11, 2023, Ho Chi Minh City, Vietnam Keliang Zhu et al.

region is not the target. The output of regression layer is the pre-
dicted coordinate 𝑡𝑖 = (𝑡𝑥 , 𝑡𝑦, 𝑡𝑤 , 𝑡ℎ). The classification loss is a
cross entropy loss and the regression loss is a smooth L1 loss [20].
The joint loss function is shown as below:

𝐿𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 (𝑝𝑖 , 𝑡𝑖 ) =
1
𝑁

𝑁∑︁
𝑖=1

𝐿𝑐𝑙𝑠
(
𝑝𝑖 , 𝑝

∗
𝑖

)
+𝜆 1

𝑁

𝑁∑︁
𝑖=1

𝑝∗𝑖 𝐿𝑟𝑒𝑔
(
𝑡𝑖 , 𝑡

∗
𝑖

)
(1)

where 𝑁 is the number of candidate regions, 𝜆 is the corresponding
coefficient. 𝐿𝑐𝑙𝑠 is the classification loss and 𝐿𝑟𝑒𝑔 is the regression
loss, denoted as:

𝐿𝑐𝑙𝑠
(
𝑝𝑖 , 𝑝

∗
𝑖

)
= − log

[
𝑝∗𝑖 𝑝𝑖 +

(
1 − 𝑝∗𝑖

)
(1 − 𝑝𝑖 )

]
(2)

𝐿𝑟𝑒𝑔
(
𝑡𝑖 , 𝑡

∗
𝑖

)
= 𝑅

(
𝑡𝑖 − 𝑡∗𝑖

)
(3)

where 𝑅 is the smooth L1 loss function, 𝑡∗
𝑖
is the true coordinate of

the targets.
To accommodate for this difference, we average the detection

loss 𝐿𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 from both video frames while training our detection
branch.

Re-ID Branch. The re-ID branch aims to identify an ID of each per-
son. We use two fully-connected layers to extract re-ID features for
each target in the same class which is the person. Then we map the
feature vector to an ID distribution vector 𝑃 = {𝑝 (𝑘), 𝑘 ∈ [1, 𝐾]}.
The re-ID loss is a cross entropy loss, which is shown as bellow:

𝐿𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 = −
𝐾∑︁
𝑘=1

𝐿 (𝑘) log (𝑝 (𝑘)) (4)

where 𝐾 is the number of IDs for each person, 𝐿(𝑘) is the one-hot
representation of the ID label of a real person and his related to the
UWB’s ID, and 𝑝 (𝑘) is defined as follow.

𝑝 (𝑘) = 𝑛𝑜𝑟𝑚 ©­«
𝐵𝑜𝑥𝑘

𝑖𝑚𝑔
∩ 𝐵𝑜𝑥𝑘

𝑈𝑊𝐵

𝐵𝑜𝑥𝑘
𝑖𝑚𝑔

∪ 𝐵𝑜𝑥𝑘
𝑈𝑊𝐵

ª®¬ ∗ 1
𝐾

(5)

where 𝐵𝑜𝑥𝑘
𝑖𝑚𝑔

is the k-th person’s box detected by the detection
branch, and𝐵𝑜𝑥𝑘

𝑈𝑊𝐵
is the box drawn by the same person’s position

calculated by the UWB, and norm is a normalization function to

ensure
𝐾∑
𝑘=1

𝑝 (𝑘) = 1. While, if the 𝐵𝑜𝑥𝑘
𝑈𝑊𝐵

is not exist, it’s defined

as 𝐵𝑜𝑥𝑘
𝑖𝑚𝑔

.

3.2.2 Recognition with the UWB data. Usually, each worker that
is a special identity person is required to equip his unique UWB
receiver at his middle waist position. While each worker’s location
is calculated by the following formula.

√︃
(𝑥𝑘 − 𝑥1)2 + (𝑦𝑘 − 𝑦1)2 + (𝑧𝑘 − 𝑧1)2 = 𝑑1√︃
(𝑥𝑘 − 𝑥2)2 + (𝑦𝑘 − 𝑦2)2 + (𝑧𝑘 − 𝑧2)2 = 𝑑2√︃
(𝑥𝑘 − 𝑥3)2 + (𝑦𝑘 − 𝑦3)2 + (𝑧𝑘 − 𝑧3)2 = 𝑑3

(6)

where (𝑥𝑘 , 𝑦𝑘 ) is the worker’s location that is unknown and cal-
culated by the least square algorithm, 𝑧𝑘 is set equal to one meter,
(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 ), 𝑖 = 1, 2, 3 is the UWB station’s location fixed at each
corner of the site, 𝑑𝑖 , 𝑖 = 1, 2, 3 is the distance between the worker
and each UWB station, which is a measured value by the UWB. To
decrease the location error, 𝑑𝑖 with a smaller value is selected from
the four UWB station.

In the camera’s perspective, the k-th worker’s box is drawn as
(𝑥𝑘 −𝑊 /2, 𝑦𝑘 − 𝐻/2), (𝑥𝑘 +𝑊 /2, 𝑦𝑘 + 𝐻/2), where the first coor-
dinate is the top left corner of the box, and the last is the lower right
corner, W is a worker’s width and set to 0.5m, H is a his height that
is a different known value.

3.2.3 Multi-Objects Association with the mixed results. After each
person is recognized respectively by the UWB and the image, a box
align algorithm should be proposed. To associate data from different
sensors, we use the spatial coordinate transformation [8] method
to transform the UWB localization to the camera coordinate. And
the algin steps are shown as follows.

Algorithm 1 Person Box Align Algorithm
Inputs: 𝐵𝑜𝑥𝐾

𝑖𝑚𝑔
, 𝐵𝑜𝑥𝑀

𝑈𝑊𝐵
// boxes detected by the image and the

UWB, K, M is the total number
Step 1:
𝑁 =𝑚𝑎𝑥 (𝐵𝑜𝑥𝐾

𝑖𝑚𝑔
, 𝐵𝑜𝑥𝑀

𝑈𝑊𝐵
) while i<N, do:

Step 2:
𝐵𝑜𝑥𝑖 = 𝐵𝑜𝑥

𝑖
𝑖𝑚𝑔

∩ 𝐵𝑜𝑥𝑖
𝑈𝑊𝐵

// when one of 𝐵𝑜𝑥𝑘
𝑖𝑚𝑔

and 𝐵𝑜𝑥𝑚
𝑈𝑊𝐵

is
not exist, 𝐵𝑜𝑥𝑖 = 𝐵𝑜𝑥𝑖𝑖𝑚𝑔 𝑜𝑟 𝐵𝑜𝑥

𝑖
𝑈𝑊𝐵

Step 3:
the k-th person’s coordinate is
<?TeX

(
𝑥𝐵𝑜𝑥𝑖 , 𝑦𝐵𝑜𝑥𝑖

)
= 𝑐𝑒𝑛𝑡𝑒𝑟 (𝐵𝑜𝑥𝑖 ) ?>

Outputs: each person’s box and his coordinate; the total number N.

3.3 Data associated by the Similarity Matrix
Ideally, we get the track by lining the persons with same IDs cal-
culated by the re-ID branch. However, the appearance of the per-
sons can change rapidly over time due to pose changes, occlu-
sion and motion blur, and the tracks of different persons can in-
tersect while crossing each other. Thus, some persons may have
no IDs or wrong IDs, which leads the track to be disconnected
or wrong. While, UWB tag with person’s identify info can as-
sociated to the virtual IDs. So, an accurate similarity metric dis-
tance between the person and his tracks should be designed prop-
erly. For convenience, some definitions are described as follows.
𝐷 = {𝐵𝑜𝑥𝑡1, 𝐵𝑜𝑥

𝑡
2, · · · , 𝐵𝑜𝑥

𝑡
𝑁
} denotes all detected persons by the

Algorithm 1. 𝑇 = {𝑇𝑟𝑡−11 ,𝑇𝑟𝑡−12 , · · · ,𝑇𝑟𝑡−1
𝑀

} denotes the tracks in
(𝑡 − 1)-th video frame, M is the number of tracks. 𝑇𝑟𝑡−1

𝑗
denotes

the 𝑗-th track drawn with person 𝐵𝑜𝑥𝑘
𝑖
(𝑘 ∈ [1, 𝑡 − 1]).

We apply intersection over union (IoU) and distances to measure
the similarity between the current persons and tracks.

𝑑𝑖 𝑗 = 𝑑𝐿𝑖 𝑗/𝐼𝑜𝑈𝑖 𝑗 (7)

where 𝑑𝐿𝑖 𝑗 and 𝐼𝑜𝑈𝑖 𝑗 are defined as follows:

𝑑𝐿𝑖 𝑗 =

√︂(
𝑥𝐵𝑜𝑥𝑡

𝑖
− 𝑥𝑇𝑟𝑡−1

𝑗

)2
+
(
𝑦𝐵𝑜𝑥𝑡

𝑖
− 𝑦𝑇𝑟𝑡−1

𝑗

)2
(8)

𝐼𝑜𝑈𝑖 𝑗 = (1 − 𝛼)
𝐵𝑜𝑥𝑡

𝑖
∩𝑇𝑟𝐵𝑡−1

𝑗

𝐵𝑜𝑥𝑡
𝑖
𝑇𝑟𝐵𝑡−1

𝑗

+ 𝛼
𝐵𝑜𝑥𝑡

𝑖
∩𝑇𝑟𝐵𝑡−1

𝑗

𝐵𝑜𝑥𝑡
𝑖
𝑇𝑟𝐵𝑡−1

𝑗

(9)

where𝑇𝑟𝐵𝑡−1
𝑗

is the j-th person’s box expanded by his width and
height in time t-1. The expanded method is the same as drawing
the box by the UWB.
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Based on the mixed similarity metric distance (Formula 5), the
similarities between N persons and M tracks are calculated by
matrix 𝑆𝑁𝑀 .

𝑆𝑁𝑀 =


𝑑11 𝑑12 · · · 𝑑1𝑀
𝑑21 𝑑22 · · · 𝑑2𝑀
.
.
.

.

.

.
. . .

.

.

.

𝑑𝑁 1 𝑑𝑁 2 · · · 𝑑𝑁𝑀


(10)

where row 𝑖 denotes the similarities between the current person
𝐵𝑜𝑥𝑡

𝑖
and the person in the final frame of all tracks. Likewise, col-

umn 𝑗 denotes the similarities between the person in the final frame
of 𝑗-th track and all persons.

For each row, the minimum distance value 𝑑𝑖 𝑗 is selected for
the 𝑗-th track. Meanwhile, for each column, it’s also the minimum
for the 𝐵𝑜𝑥𝑡

𝑖
. Otherwise, the tracking is abandoned. When N<M,

recoding the losing persons until losing three moments. If N>M,
tracking the new persons.

3.4 Refreshing tracks by KF
After each person and his track are associated, the tracks should be
refreshed by the Kalman Filter (KF) shown as follows.{

𝑥𝑡 = 𝐴𝑥𝑡−1 + 𝐵𝑢𝑡−1 +𝑤𝑡−1, 𝑝 (𝑤) ∼ 𝑁 (0, 𝑄)
𝑧𝑡 = 𝐻𝑥𝑡 + 𝑣𝑡 , 𝑝 (𝑣) ∼ 𝑁 (0, 𝑅) (11)

where 𝑥𝑡 is a estimating state vector at time t, including the k-th
person’s coordinate and his velocity, 𝑢𝑡−1 is a control vector that is
set to zero vector in this paper, 𝑧𝑡 is the measurement vector, and its
coordinate is the centre of 𝐵𝑜𝑥𝑖 calculated by the Algorithm 1, A, B,
H is a parameter matrix, and the random variable𝑤𝑡−1 represents
the process noise, 𝑣𝑡 represents the measurement noise.

In the Time Update (Prediction Stage){
𝑥−𝑡 = 𝐴𝑥𝑡−1

𝑃−𝑡 = 𝐴𝑃𝑡−1𝐴𝑇 +𝑄 (12)

In the Measurement Update (Correction Stage)
𝐾𝑡 = 𝑃

−
𝑡 𝐻

𝑇
(
𝐻𝑃−𝑡 𝐻

𝑇 + 𝑅
)−1

𝑥𝑡 = 𝑥
−
𝑡 + 𝐾𝑡

(
𝑧𝑡 − 𝐻𝑥−𝑡

)
𝑃𝑡 = (𝐼 − 𝐾𝑡𝐻 ) 𝑃−𝑡

(13)

4 EXPERIMENTS AND RESULTS
4.1 Implementation Details
The experiments are implemented in an Ubuntu 16.04 computer
with an Intel(R) Xeon(R) CPU, 32 GB RAM, 500 GB SSD, 2 TB HDD
and a 12 GB NVIDIA TITAN Xp GPU. The version of TensorFlow-
GPU is 1.6.0 and CUDA is 9.0. The backbone network is pre-trained
on the COCO dataset [31]. Thenwe further trained detection branch
and re-ID branch. The batch size is set to be 10. The epoch number
is set to be 30. We apply Adam optimizer [32] and the learning rate
is 0.004. The coefficient 𝝀 is set to be 1, and the coefficient 𝜶 is set
to be 0.5.

4.2 Datasets and Metrics
We conduct our experiments on MOT16 and MOT17 datasets [33],
which are representative benchmarks. The MOT16 dataset contains
14 real-world video sequences for both dynamic and static scenes, in

which are seven sequences for training dataset and seven sequences
for test dataset. Each dataset has four sequences with moving cam-
eras and three sequences with static cameras. The MOT16 dataset
provides 564228 manually annotated bound boxes and their iden-
tity annotations. The MOT16 dataset provides public detections
of the DPM detector [34]. The MOT17 dataset has the same video
sequences as the MOT16, but it provides public detections of three
detectors that are produced by DPM, Faster-RCNN and SDP[35].

The metrics used for evaluating our method are the multi-objects
tracking accuracy (MOTA), the multi-objects tracking precision
(MOTP), the mostly tracked targets (MT), the mostly lost targets
(ML), the number of false positive (FP), the number of false negative
(FN) and the number of identity switches (IDSW). MOTA is the
overall tracking accuracy in terms of false positives, false negatives
and identity switches, which gives a measure of the tracker’s perfor-
mance at detecting objects as well as keeping track of their tracks.
MOTP is the overall tracking precision in terms of bounding box
overlap between ground truth and tracked location, which shows
the ability of the tracker to estimate precise objects positions. MT
is the percentage of mostly tracked targets that are successfully
tracked for more than 80% of its ground truth boxes. ML is the per-
centage of mostly lost targets that fail to be tracked for more than
20% of its ground truth boxes. FP is the number of false detections.
FN is the number of miss detections. IDSW is the number of times
the given identity of a ground truth track changes.

4.3 Analysis of Results
4.3.1 Results with the public datasets. For a comparison with other
methods, we trained our model separately using the training dataset
from MOT16 and MOT17, and separately applied the model on the
MOT16 test dataset and MOT17 test dataset. Table 2 and Table 3
compare the tracking results of some methods mentioned in this
paper on MOT16 and MOT17 test dataset.

From Table 2 and Table 3 , we can see that our method gets
almost the best results on both MOT16 and MOT 17. In Table 2,
our MOTA metric is 54.8 that is slightly lower than CNNMTT. The
MOTP metric achieves 79.0 and it is the best among all results. The
MT metric is 23.4%. The ML metric is 19.1%. The FP metric is 5104.
The FN metric is 86245. The IDSW metric is 481. In Table 3, the
MOTA metric achieves 55.4 and exceeds DeepMOT by 1.7. The
MOTP metric achieves 78.1 and it is slightly higher than Tracktor.
The MT metric is 23.4% and exceeds EDMT by 1.8%. The ML metric
is 35.7%. The FP metric is 22213. The FN metric is 232659. The IDSW
metric is 1407. As a result, our method has good performance in
terms of MOTA, MOTP, MT, ML, FP, FN and IDSW.

4.3.2 Results with the data in the site. Based on the real data, in the
case of using the camera and the UWB, the evaluating metrics are
significantly better than the values in the case of using the camera
only. The MOTA in the pre-case is upper 30% than the last, the
MOTP is upper 12%, the MT is upper 80%, the ML is lower 73%,
the FP is lower 7.6%, the FN is lower 8%, and the IDSW is lower
80%. Obviously, in the pre-case, the accuracy of the re-ID branch is
improved Significantly.
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Table 2: Comparisons of tracking results on the MOT16.

Methods MOTA↑ MOTP↑ MT↑ ML↓ FP↓ FN↓ IDSW↓
KCF 48.8 75.7 15.8% 38.1% 5875 86567 906
MOTDT 47.6 74.8 15.2% 38.3% 9253 85431 792
DeepMOT 54.8 77.5 19.1% 37.0% 2955 78765 645
EDMT 45.3 75.9 17.0% 39.9% 11122 87890 639
CNNMTT 65.2 78.4 32.4% 21.3% 6578 55896 946
Tracktor 54.4 78.2 19.0% 36.9% 3280 79149 682
Ours 54.8 79.0 23.4% 19.1% 5104 86245 481

Table 3: Comparisons of tracking results on the MOT17.

Methods MOTA↑ MOTP↑ MT↑ ML↓ FP↓ FN↓ IDSW↓
MOTDT 50.9 76.6 17.5% 35.7% 24069 250768 2474
DeepMOT 53.7 77.2 19.4% 36.6% 11731 247447 1947
EDMT 50.0 77.3 21.6% 36.3% 32279 247297 2264
Tracktor 53.5 78.0 19.5% 36.6% 12201 248047 2072
Ours 55.4 78.1 23.4% 35.7% 22213 232659 1407

5 CONCLUSIONS
In this paper, we propose a hybrid method for intelligent person
monitoring. Different from existing methods, we use a camera and
the UWB radars to achieve high accuracy. Our recognition method
improves the image re-ID branch accuracy with the UWB results,
and solving the losing person problem in the image. The person-
track association similarity matrix is improved, and its element
similarity metric is composed of the IoU distance and the loca-
tion distance. At last, we improve the tracking accuracy by the KF.
Experiments on representative benchmarks MOT16 and MOT17
demonstrate the superiority of our method in terms of both effi-
ciency and accuracy of similar target recognition and tracking. In
reality site, the average tracking accuracy can reach to 0.2m, and
the ID changing frequency levels off to 5%. While, this case must be
under the condition that each worker should wear UWB properly.
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