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#### Abstract

There has been recent interest in the use of quadtrees to represent regions in an image. It thus becomes desirable to develop efficient methods of conversion between quadtrees and other types of region representations. This paper presents an algorithm for converting from quadtrees to a simple class of boundary codes. The algorithm is shown to have an execution time proportional to the perimeter of the region.


Key Words and Phrases: quadtrees, chain codes, regions, borders, data structures

CR Categories: 3.63, 8.2

[^0]Region representation plays a key role in image and scene analysis, computer cartography, and computer graphics. There are a variety of approaches to representing regions, based on their boundaries or their "skeletons"; some of these are reviewed in the following paragraphs. Recently, a tree representation has been proposed which offers a number of advantages; it is also described here. Since each type of representation has its own advantages, it becomes desirable to develop efficient methods of converting from one representation to another. Sections 2-6 present and analyze an algorithm for converting the tree representation into a simple type of boundary representation. Section 7 briefly considers several related problems.

We assume in what follows that a region is a simply connected subset of a $2^{n}$-by $-2^{n}$ array, which we regard as being made up of unit-square "pixels." (The treatment of regions that have holes will be discussed in Section 7.) The boundary of such a region can thus be specified, relative to a given starting point, as a sequence of unit vectors in the principal directions. We can represent the direction by numbers, e.g. let $i$, an integer quantity ranging from 0 to 3 , represent $90^{\circ} * i$. For example, the direction sequence for the boundary of the region in Figure $1(\mathrm{a})$, moving clockwise starting from the left of the uppermost border points, is

## $030^{2} 3^{5} 2^{3} 123^{3} 032^{5} 1^{6} 0101030101$.

This type of boundary representation is called a chain code. Generalized chain codes, involving more than four directions, can also be used. Chain codes provide a very compact region representation, and make it easy to detect features of the region boundary, such as sharp turns ("corners") or concavities. On the other hand, it is harder to determine properties such as elongatedness from a chain code, and it is also difficult to perform operations such as union and intersection on regions represented by chain codes. A general introduction to chain codes and their uses can be found in [4].

Another class of region representations involves various types of maximal "blocks" that are contained in a given region. For example, we can represent a region $R$ as a linked list of the runs (of pixels) in which $R$ meets the successive rows of the array [15]. Here each "block" is a 1-by- $m$ rectangle, where $m$ is the run length; the runs are the largest such blocks that $R$ contains, and $R$ is determined by specifying the initial points (or centers) and lengths of the runs. Alternatively, we can represent $R$ by the set of maximal square blocks (or blocks of any other desired shape) that it contains; here $R$ is determined by specifying the centers and radii of these blocks. This representation is called the medial axis transformation, or MAT [2, 14]. It is somewhat less compact than the chain code [12], but it has advantages with respect to performing union and intersection operations or detecting prop-

Fig. 1. A Region, Its Maximal Blocks, and the Corresponding Quadtree. Blocks in the region are shaded, background blocks are blank.

erties such as elongatedness (in terms of the smallness of the radii relative to the number of centers).

There has been recent interest in an approach to region representation based on successive subdivision of the array into quadrants. If the region does not cover the entire array, we subdivide the array, and repeat this process for each quadrant, each subquadrant, ..., as long as necessary, until we obtain blocks (possibly single pixels) that are entirely contained in the region or entirely disjoint from it. The resulting blocks for the region of Figure 1(a) are shown in Figure 1(b). This process can be represented by a tree of degree 4 (for brevity: a quadtree) in which the entire array is the root node, the four sons of a node are its quadrants, and the leaf nodes correspond to those blocks for which no further subdi-
vision is necessary. ${ }^{1}$ The quadtree representation for Figure 1(b) is shown in Figure 1(c). Note that here again we are representing the region as a union of maximal blocks, but this time the blocks must have standard sizes and positions (powers of 2). Since the array was assumed to be $2^{n}$-by- $2^{n}$, the tree height is at most $n$. This method of region representation was proposed by Klinger [1, 9]; it has also been used for image representation (e.g., [5, $10,13,19,20]$ ). It is relatively compact [9], and is also well-suited to operations such as union and intersection [6, 7], and to detecting various region properties [6-9]. A
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Fig. 2(a). Relationship between a block's four quadrants and its chain code representation.

recent Ph.D. thesis by Hunter [6-8] in the domain of computer graphics develops a variety of algorithms for the manipulation of quadtree region representation.

Since the quadtree and border representations have different computational advantages, it is of interest to develop methods of converting from one representation to the other. We shall now present an algorithm for deriving a clockwise boundary code from the quadtree representation of a given region.

## 2. Definitions and Notation

Let each node in a quadtree be stored as a record containing six fields. The first five fields contain pointers to the node's father and its four sons, labeled NW, NE, SW, and SE. Given a node $P$ and a son $I$, these fields are referenced as $\operatorname{FATHER}(P)$ and $\operatorname{SON}(P, I)$ respectively. At times it is preferable to use the function $\operatorname{SONTYPE}(P)$ where $\operatorname{SONTYPE}(P)=Q$ iff $\operatorname{SON}(\operatorname{FATHER}(P), Q)=P$. The sixth field, named NODETYPE, describes the contents of the block of the region which the node represents, i.e., WHITE if the block contains no pixels in the region, BLACK if the block contains only pixels in the region, and GRAY if it contains pixels of both types. We often examine the information in this field by use of the predicates WHITE, BLACK, and GRAY respectively.

Let the four sides of a node's block be called its N, E, S, and W sides. Two nodes are said to be adjacent along the northern side of the first, for example, if the pair of blocks represented by these nodes touch along that side (not just at a corner). The sides of a node's block are also termed its boundaries, and at times we speak of them as if they are directions (e.g., in Figure 1, node 23 is adjacent to the eastern side of node 22; alternatively, we say that node 23 is node 22's neighbor in the eastern direction). The four directions that can be represented by a four-direction chaịn code are also labeled N, E, S, $W$. We use a clockwise chain code, which means that the region is always to the right of the boundary represented by the code. The function LINK ( $T$ ) yields the chain code direction associated with side $T$. Using the coding described in Section 1, we have that $\operatorname{LINK}\left({ }^{\prime} N\right.$ ') $=0$, $\operatorname{LINK}\left({ }^{( } E\right.$ ') $=3$, LINK ('S') $=2$, and LINK ('W') $=1$. Figure 2(a) shows the relationship between quadrants of a node and directions of a chain code, and Figure 2(b) shows the relationship between quadrants of a node and its boundaries.

There are a number of functions and predicates

Fig. 2(b). Relationship between a block's four quadrants and its boundary.

which are useful in describing the relationship between nodes, quadrants, and boundaries. $\operatorname{CSIDE}(T)$ is the node which is adjacent to side $T$ in the clockwise direction, e.g., $\operatorname{CSIDE}\left({ }^{\prime} N\right.$ ') $=$ ' $E$ '. Similarly, define $\operatorname{CCSIDE}(T)$ to be the side which is adjacent in the counterclockwise direction to $T$, and $\operatorname{OPSIDE}(T)$ as the side opposite to $T$. For example, CCSIDE('N') = 'W' and OPSIDE('N') $=$ ' S '. The predicate $\operatorname{ADJ}(T, K)$ is true if and only if quadrant $K$ is adjacent to side $T$ of the node's block, e.g., ADJ('N', 'NW') = TRUE. REFLECT ( $T, K$ ) yields the SONTYPE value of the block of equal size that is adjacent to side $T$ of a block having SONTYPE value $K$; e.g., REFLECT('W', 'NE') = 'NW', and REFLECT('N', 'NW') $=$ ' $\operatorname{SW}$ '. $\operatorname{QUAD}(T, U)$ is the quadrant that touches the corner formed by sides $T$ and $U$ (if $T$ and $U$ are opposite sides, then $\operatorname{QUAD}(T, U)$ is undefined), e.g., QUAD ('N', 'E') = 'NE'.

For a quadtree corresponding to a $2^{n}$ by $2^{n}$ array we say that the root is at level $n$, and that a node at level $i$ is at a distance of $n-i$ from the root of the tree. In other words, for a node at level $i$, we must ascend $n-i$ FATHER links to reach the root of the tree. Note that the farthest node from the root of the tree is at level $\geq 0$. A node at level 0 corresponds to a single pixel in the image. Also, we say that a node is of size $2^{s}$ if it is found at level $s$ in the tree.

## 3. The Boundary Following Algorithm

Before tracing the boundary we must determine an initial (BLACK, WHITE) node pair. This is achieved by starting at the root and descending the quadtree in the priority order NW, NE, SW, SE avoiding WHITE nodes until a BLACK node $P$ is reached. This node cannot have a BLACK node adjacent to its northern side because we always descend to northern sons unless both northern sons are WHITE. Assuming that the region does not reach the border of the corresponding image, we see that the node $Q$ that is adjacent to $P$ 's northern side and touching $P$ 's northwestern corner must be WHITE. The previous assumption can be made a reality by surrounding the image with WHITE blocks as in Figure 3. At this point nodes $P$ and $Q$ form an initial (BLACK, WHITE) node pair.

Given an arbitrary pair of adjacent BLACK and WHITE nodes, $P$ and $Q$ respectively, we first output the chain link associated with that part of $P$ 's border which is adjacent to $Q$. Next, we must determine the (BLACK, WHITE) node pair that defines the subsequent link in
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the chain as we traverse the boundary in the clockwise direction. To find the new pair, we must consider the three possible relative positions of $P$ and $Q$ with respect to the direction of traversal-either $P$ extends past $Q$ (Figure 4(a)), or $Q$ extends past $P$ (Figure 4(b)), or $P$ and $Q$ end at the same point (Figure 4(c)). Note that in Figure $4, P$ is always to the north of $Q$; however, it can also be to the east, south, or west.

In order to determine the next pair, we first find the adjacent nodes $X$ and $Y$ as shown in Figure 4. Given the NODETYPE information for these nodes, we obtain the next pair, for the three cases illustrated in Figure 4, in the following manner. Note that the relationships involving Figure 4(c) are the same whether or not $P$ is smaller than $Q$. Also whenever we speak of a side of a node, we mean the entire width of the side.
(1) Figure 4(a): In this case $X$ cannot extend beyond $P$ although it may be larger than $Q$.
(a) If $X$ is WHITE, then the new pair is $(P, X)$, and the boundary does not turn. The new link is the north side of $X$ (e.g., Figure 5(a)).
(b) If $X$ is BLACK, then the new pair is $(X, Q)$ and the boundary turns left. If $X$ is larger than $Q$, then the new link is the west side of $Q$ (e.g., Figure $5(\mathrm{~b})$ ); otherwise, it is the east side of $X$.
(2) Figure 4(b): In this case $X$ cannot extend beyond $Q$, although it may be larger than $P$.
(a) If $X$ is WHITE, then the new pair is ( $P, X$ ), and the boundary turns right. If $P$ is no larger than $X$, then the new link is the west side of $P$; otherwise, it is the east side of $X$ (e.g., Figure 5(c)).
(b) If $X$ is BLACK, then the new pair is $(X, Q)$ and the boundary does not turn. The new link is the south side of $X$ (e.g., Figure 5(d)).
(3) Figure $4(c)$ : Assume that the region is 4-connected so that blocks touching only at a corner are not regarded as adjacent.
(a) If both $X$ and $Y$ are BLACK (they need not be distinct nodes), then the new pair is ( $Y, Q$ ), and the boundary turns left. If $X$ and $Y$ are distinct and $Y$ is no bigger than $Q$, then the new link is the east side of $Y$ (e.g., Figure 5(i)); otherwise (i.e., $Y$ is bigger than $Q$ ), the new link is the west side of $Q$. Note that if $X$ and $Y$ are the same node (e.g., Figure $5(\mathrm{f})$ ), then $Y$ must extend at least to the end of $Q$ because neighboring nodes cannot properly overlap.
(b) If $X$ is BLACK and $Y$ is WHITE, then the new pair is ( $X, Y$ ) and the boundary does not turn. If $X$ is not bigger than $Y$, then the new link is the south side of $X$; otherwise, it is the north side of $Y$ (e.g., Figure 5(h)).
(c) If $X$ is WHITE, then the new pair is ( $P, X$ ), and the boundary turns right regardless of the type of node $Y$ by virtue of the 4 -connected property. If $P$ is no bigger than $X$, then the new link is the west side of $P$ (e.g., Figure 5(e)); otherwise, it is the east side of $X$ (e.g., Figure $5(\mathrm{~g})$ ).

Fig. 3. An image totally surrounded by background.

(a) Block decomposition.

(b) Quadtree.

Fig. 4. Possible overlap relationships between the (BLACK, WHITE) adjacent node pair ( $P, Q$ ). The heavy arrow indicates the boundary segment just output.


Fig. 5. Possible configurations of $P, Q$ and their neighbor blocks in determining the next (BLACK, WHITE) pair. Arrows indicate the boundary segments associated with the old and new pairs.


It should be clear that we could specify a similar set of rules if we considered the region to be 8 -connected.

## 4. Formal Statement of the Algorithm

The following ALGOL-like procedures [11] specify the complete boundary following algorithm. The main procedure is termed CHAINCODE and is invoked with a pointer to the root of the quadtree representing the
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image and an integer corresponding to the log of the diameter of the image (e.g., $n$ for a $2^{n}$ by $2^{n}$ image array). It finds the initial (BLACK, WHITE) pair of nodes and then invokes procedure NEXT__LINK which controls the process of tracing the boundary and outputting the appropriate links of the chain code. Procedure CORNER_ADJ__NEIGHBOR is used in conjunction with procedure GTEQUAL_ADJ__NEIGHBOR to find the adjacent nodes (e.g., $X$ and $Y$ in Figures 3 and 4). Boolean procedure ALIGNED aids in determining which of the three cases illustrated in Figure 3 is applicable to the current (BLACK, WHITE) pair of nodes. MARK and MARKED aid in the detection of the end of the tracing process.

```
procedure CHAINCODE(ROOT, LEVEL);
/* Find the chaincode corresponding to the quadtree rooted at ROOT
    representing a 2 \uparrow LEVEL by 2\uparrow LEVEL image */
begin
    value node ROOT;
    value integer LEVEL;
    node }P,Q
    integer LP,LQ;
    P}\leftarrow\textrm{ROOT}
    LP\leftarrow LEVEL; /*LEVEL and LP are used to determine the
        length of sides of blocks */
        while GRAY(P) do
            /* Find a BLACK node P which is on the region boundary
                    and has no BLACK nodes adjacent to its north side. Q, a
                    WHITE node, is the western-most of P's northern neigh-
                    bors. The pair (P,Q) defines the initial chain segment */
            begin
                LP\leftarrowLP-1;
                P\leftarrowSON(P, if not WHITE(SON(P, 'NW')) then 'NW'
                        else if not WHITE(SON(P, 'NE')) then
                                'NE'
                                else if not WHITE(SON(P, 'SW')) then
                                'SW'
                                else 'SE');
            end;
        LQ\leftarrowLP;
        CORNER__ADJ__NEIGHBOR(P, 'N', 'NW', Q,LQ);
        NEXT__LINK(P,LP,Q,LQ,'N'); /*Trace the boundary*/
end;
procedure NEXT__LINK(P,LP,Q,LQ,D);
/* Given BLACK node P at level LP and WHITE node Q at level Q
    that are adjacent along side D of P,output the corresponding chain
    code description, and determine the next pair of adjacent BLACK
    and WHITE nodes */
begin
        value node P,Q;
        value integer LP,LQ;
        value side D;
        node }X,Y\mathrm{ ;
        integer I, LX,LY;
        if MARKED (P,Q) then HALT /* Done */
        else MARK(P,Q);
        for I}\leftarrow\mathrm{ step l until 2 ¢ MIN(LP,LQ) do PRINT(LINK(D));
        /* Determine the next pair of adjacent BLACK and WHITE
        nodes*/
        if ALIGNED(P,LP,Q,LQ,CSIDE(D)) then
                /*P and Q are aligned along direction CSIDE(D)*/
                begin
                    LX\leftarrowLP;
                        CORNER_ADJ_NEIGHBOR(P, CSIDE (D),
                            QUAD(CSIDE(D), D), X,LX);
```

procedure CORNER_ADJ_NEIGHBOR $(P, D, C, Q, L)$;
${ }^{*}$ Return in $Q$ the neighbor of node $P$ in horizontal or vertical direction $D$ which is adjacent to corner $C$ of node $P$. $L$ denotes the level of the tree at which node $P$ is initially found and the level of the tree at which node $Q$ is ultimately found */
begin

```
value node P;
value direction D;
value quadrant C;
reference node Q;
reference integer }L\mathrm{ ;
GTEQUAL__ADJ__NEIGHBOR (P,D,Q,L);
while GRAY(Q) do
            begin
                Q\leftarrow\operatorname{SON}(Q,\operatorname{REFLECT}(D,C));
                    L\leftarrowL-1;
            end;
```

end;
procedure GTEQUAL_ADJ_NEIGHBOR $(P, D, Q, L)$;
/* Return in $Q$ the neighbor of node $P$ in horizontal or vertical
direction $D$ which is greater than or equal in size to $P$. If such a node
does not exist, then a GRAY node of equal size is returned. If this
is also impossible, then the node is adjacent to the border, and
NULL is returned. $L$ denotes the level of the tree at which node $P$
is initially found and the level of the tree at which node $Q$ is
ultimately found */
begin
value node $P$;
value direction $D$;
reference node $Q$;
reference integer $L$;
$L \leftarrow L+1$;
if (not $\operatorname{NULL}(\operatorname{FATHER}(P))$ ) and $\operatorname{ADj}(D, \operatorname{SONTYPE}(P))$ then
/* Find a common ancestor */
GTEQUAL_ADJ_NEIGHBOR(FATHER(P), $D, Q, L$ )
else $Q \leftarrow \operatorname{FATHER}(P)$;
/* Follow the reflected path to locate the neighbor */
if not NULL $(Q)$ and GRAY $(Q)$ then
begin
$Q \leftarrow \operatorname{SON}(Q, \operatorname{REFLECT}(D, \operatorname{SONTYPE}(P))) ;$
$L \leftarrow L-1 ;$
end;
end;

## 5. Example

Let us consider the quadtree shown in Figure 1. Notice that this quadtree has 57 nodes whereas an array representation would have required a 16 by 16 ( $=256$ cell) logical array. Procedure CHAINCODE finds the initial pair (19, 13) and then invokes procedure NEXT__LINK to follow the boundary starting at this point. Table I specifies the arguments of NEXT__LINK at each recursive call along with the link that is output as a result of this pairing.

## 6. Analysis

The speed of our boundary coding algorithm is determined by procedure NEXT__LINK which :s called for each boundary segment associated with a (BLACK, WHITE) adjacent node pair. Recall that NEXT__LINK has two parts. First, it must output the chain code description for each boundary segment. The time re-

Table I. Sequence of calls of NEXT__LINK for the quadtree in Figure 1. The exponent on the output indicates the number of unit length links associated with the boundary specified by the given ( $P, Q$ ) pair.

| BLACK node $P$ | WHITE node $Q$ | Side $T$ | Link output |
| :---: | :---: | :---: | :---: |
| 19 | 13 | N | $0{ }^{1}$ |
| 14 | 13 | W | $1^{\prime}$ |
| 14 | 2 | N | $0^{1}$ |
| 14 | 15 | E | $3^{1}$ |
| 21 | 15 | N | $0{ }^{1}$ |
| 16 | 15 | W | $1{ }^{1}$ |
| 16 | 9 | N | $0^{1}$ |
| 10 | 9 | W | $1^{1}$ |
| 10 | 7 | N | $0^{1}$ |
| 10 | 8 | E | $3^{1}$ |
| 16 | 8 | N | $0^{2}$ |
| 16 | 17 | E | $3^{4}$ |
| 29 | 30 | E | $3^{1}$ |
| 29 | 34 | S | $2^{1}$ |
| 28 | 33 | S | 21 |
| 27 | 32 | S | $2^{1}$ |
| 27 | 26 | W | $1{ }^{1}$ |
| 16 | 26 | S | $2^{1}$ |
| 25 | 26 | E | $3^{1}$ |
| 25 | 31 | E | $3^{1}$ |
| 25 | 35 | E | $3^{1}$ |
| 38 | 35 | N | $0^{1}$ |
| 38 | 39 | E | $3{ }^{1}$ |
| 38 | 42 | S | $2^{1}$ |
| 25 | 41 | S | 24 |
| 25 | 24 | W | $1{ }^{4}$ |
| 22 | 11 | W | $1^{2}$ |
| 22 | 18 | N | $0^{1}$ |
| 19 | 18 | W | $1{ }^{1}$ |
| 19 | 13 | N | - |

quired to output the individual links is proportional to the region's perimeter, where the perimeter is defined to be the number of unit-square pixels on the region's boundary (not the number of BLACK nodes which are adjacent to WHITE nodes). Second, it must determine the next (BLACK, WHITE) adjacent node pair. The time required to do this is dependent on the execution time of procedures ALIGNED and CORNER _ADJ__NEIGHBOR. Given a pair $(P, Q)$ of adjacent (BLACK, WHITE) nodes respectively, procedure ALIGNED is called once and procedure CORNER_ADJ__NEIGHBOR is called at most two times (once for Figures 4(a) and 4(b) and twice for Figure 4(c)). The amount of time required by these procedures is proportional to the number of nodes that must be visited and depends on their relative positions in the quadtree. Note that the number of times that the determination of the next (BLACK, WHITE) adjacency must be done is also bounded by the region's perimeter.

The average execution time of procedures CORNER_ADJ__NEIGHBOR and ALIGNED is analyzed below. However, it is appropriate to comment on our notion of average. We assume a random image in the sense that a node is equally likely to appear in any position and level in the quadtree. This means that we
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Fig. 6. Illustration of nearest neighbor computation.

| 1 | 9 | 17 | 25 | 33 | 41 | 49 | 57 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 10 | 18 | 26 | 34 | 42 | 50 | 58 |
| 3 | 11 | 19 | 27 | 35 | 43 | 51 | 59 |
| 4 | 12 | 20 | 28 | 36 | 44 | 52 | 60 |
| 5 | 13 | 21 | 29 | 37 | 45 | 53 | 61 |
| 6 | 14 | 22 | 30 | 38 | 46 | 54 | 62 |
| 7 | 15 | 23 | 31 | 39 | 47 | 55 | 63 |
| 8 | 16 | 24 | 32 | 40 | 48 | 56 | 64 |

assume that all neighbor pairs (i.e., configurations of adjacent nodes of varying sizes) have equal probability. This is different from the more conventional notion of a random image which implies that every block at level 0 (i.e., pixel) has an equal probability of being BLACK or WHITE. Such an assumption would lead to a very low probability of any nodes corresponding to blocks of size larger than 1. Clearly, for such an image, the quadtree is the wrong representation.
Theorem 1. The average number of nodes visited by CORNER_ADJ_NEIGHBOR is bounded by $14 / 3$.
Proof. Given a node $P$ at level $i$, and a direction $D$ toward corner $C$ of $P$, there are
$2^{n-i} \sum_{j=i+1}^{n} 2^{n-j} \cdot j$
possible neighbor pairs where $j$ corresponds to the level at which is located the nearest common ancestor of the members of the neighbor pair. The $2^{n-i}$ factor is a direct result of there being $2^{n-i}$ possible rows (or columns) containing nodes at level $i$. For each such row, $2^{0}$ neighbor pairs have their nearest common ancestor at level $n$, $2^{1}$ at level $n-1, \ldots$, and $2^{n-i-1}$ at level $i+1$. For example, in the $2^{3}$ by $2^{3}$ grid of Figure 6 , nodes corresponding to blocks 25 to 32 have eastern neighbors 33 to 40 respectively and nearest common ancestors at level 3 ; nodes corresponding to blocks 9 to 16 and 41 to 48 have eastern neighbors 17 to 24 and 49 to 55 respectively and nearest common ancestors at level 2 ; nodes corresponding to blocks 1 to 8,17 to 24,33 to 40 , and 49 to 55 have eastern neighbors 9 to 16,25 to 32,41 to 48 , and 57 to 64 respectively and nearest common ancestors at level 1. For a node at level $i$, a direction $D$ toward corner $C$, and a nearest common ancestor at level $j$, we have possible neighbor pairs having the initial node at level $i$ and the neighboring node at levels $j-1, j-2, \ldots, i+1, i$, $i-1, \ldots, 2,1,0$-i.e., $j$ possible neighbor pairs. Thus for a node at level $i$, the number of node pairs that will be visited in the process of locating a neighbor at level $k$ with a nearest common ancestor at level $j$ is $(j-i+j-k)$. This is obtained by observing that the nearest common ancestor is at a distance of $j-i$. Therefore, the average number of nodes visited by CORNER_ADJ_NEIGHBOR is

$$
\begin{equation*}
\frac{\sum_{i=0}^{n-1} \sum_{j=i+1}^{n} 2^{n-i} \cdot 2^{n-j} \cdot \sum_{k=0}^{j-1}(j-i+j-k)}{\sum_{i=0}^{n-1} \sum_{j=i+1}^{n} 2^{n-i} \cdot 2^{n-j} \cdot j} \tag{1}
\end{equation*}
$$

The numerator of (1) can be simplified to yield
${ }^{n-1}{ }^{n-i}$
$\sum_{i=0}^{n-1} \sum_{j=1}^{n-i} 2^{2 n-2 i-j-1} \cdot\left(3 j^{2}+j+4 j i+i^{2}+i\right)$
Making use of the following identities in (2) leads to (9)

$$
\begin{align*}
& \sum_{j=0}^{n} \frac{1}{2^{j}}=2 \cdot\left(1-\frac{1}{2^{n+1}}\right)  \tag{3}\\
& \sum_{j=0}^{n} \frac{j}{2^{j}}=2-\frac{n+2}{2^{n}}  \tag{4}\\
& \sum_{j=0}^{n} \frac{j^{2}}{2^{j}}=6-\frac{n^{2}+4 n+6}{2^{n}}  \tag{5}\\
& \sum_{j=0}^{n} \frac{1}{2^{2 j}}=\frac{1}{3}\left(4-\frac{1}{2^{2 n}}\right)  \tag{6}\\
& \sum_{j=0}^{n} \frac{j}{2^{2 j}}=\frac{1}{9}\left(4-\frac{3 n+4}{2^{2 n}}\right)  \tag{7}\\
& \sum_{j=0}^{n} \frac{j^{2}}{2^{2 j}}=\frac{1}{27}\left(20-\frac{9 n^{2}+24 n+20}{2^{2 n}}\right)  \tag{8}\\
& \frac{98}{27} \cdot 2^{2 n+2}-\left(3 n^{2}+11 n+10\right) \cdot 2^{n}-\frac{1}{3} n^{2}-\frac{11}{9} n-\frac{122}{27} \tag{9}
\end{align*}
$$

The denominator of (1) can be manipulated in a similar manner to yield
$\frac{7}{9} \cdot 2^{2 n+2}-(n+2) \cdot 2^{n+1}+\frac{2}{3} n+\frac{8}{9}$
Substituting (9) and (10) into (1) results in

$$
\begin{aligned}
& \frac{14}{3}-\frac{\left(27 n^{2}+15 n-78\right) \cdot 2^{n}+3 n^{2}+39 n+78}{7 \cdot 2^{2 n+2}-9 \cdot(n+2) \cdot 2^{n+1}+6 n+8} \\
\sim & \frac{14}{3} \text { as } n \text { gets large } \\
\leq & \frac{14}{3}
\end{aligned}
$$

Procedure ALIGNED takes time proportional to the difference in the levels of the two neighboring nodes for whom this relationship is to be verified. In other words, given nodes $P$ and $Q$ at levels $L P$ and $L Q$ respectively, we must visit at most $|L P-L Q|$ nodes. For a rationale for this bound see the comment in the formal statement of procedure ALIGNED in Section 4. In fact, at times we can use information about the spatial relationship between $P$ and $Q$ so that ALIGNED need not be invoked for each call to NEXT_LINK. For example, having determined that $P$ extends beyond $Q$ and that $X$ is smaller in size than $Q$ (this can be detected while searching for $X$ in CORNER_ADJ__NEIGHBOR), then the new direction for the chain code is as illustrated in Figures 5(a) and 5(b) for $X$ being WHITE or BLACK respectively (disregard the fact that $X$ is larger than $Q$ in Figure 5(b)). A similar result is obtained when $Q$ extends
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beyond $P$. It should be clear that the ALIGNED relationship is false in these cases. This can be seen by observing that whenever two adjacent nodes (in the vertical, horizontal, or diagonal directions), say $P$ and $Q$, correspond to blocks of size $S P$ and $S Q$ respectively, such that $S P>S Q$, then there exist additional nodes of size less than or equal to $S Q$ adjacent to the opposite side of $Q$. This is a direct consequence of the property of the quadtree that a node, say $P$, corresponding to a block of size $S P$ cannot be adjacent to node $Q$ and $R$ corresponding to blocks of size $S Q$ and $S R$ respectively on opposite sides of $P$ where both $S Q$ and $S R$ are greater than $S P$. Using our model of a random image, we have:

Theorem 2. The average number of nodes visited by ALIGNED is bounded by 19/21.

Proof. Given a node $P$ at level $i$, and a direction $D$, using similar reasoning as in Theorem 1, there are
$2^{n-i} \sum_{j=i+1}^{n} 2^{n-j} \cdot j$
possible neighbor pairs where $j$ corresponds to the level at which the nearest common ancestor of the members of the neighbor pair is located. Given $i$ and $j$ as defined above, we have possible neighbor pairs having an initial node at level $i$ and a neighboring node at levels $j-1$, $j-2, \ldots, i+1, i, i-1, \ldots, 2,1,0$-i.e., $j$ possible neighbor pairs. For a node at level $i$ and a neighbor at level $k$, at most $|i-k|$ nodes must be visited in determining the aligned relationship. Therefore, the average number of nodes visited by ALIGNED is
$\frac{\sum_{i=0}^{n-1} \sum_{j=i+1}^{n} 2^{n-i} \cdot 2^{n-j} \cdot \sum_{k=0}^{j-1}|i-k|}{\sum_{i=0}^{n-1} \sum_{j=i+1}^{n} 2^{n-i} \cdot 2^{n-j} \cdot j}$
The numerator of (11) can be simplified to yield

$$
\begin{equation*}
\sum_{i=0}^{n-1} \sum_{j=1}^{n-i} 2^{2 n-2 i-j-1} \cdot\left(j^{2}-j-i+i^{2}\right) \tag{12}
\end{equation*}
$$

Making use of the identities (3) - (8) in (12) leads to (13)
$\frac{19}{27} \cdot 2^{2 n+2}-\left(n^{2}+n+6\right) \cdot 2^{n}+\frac{1}{3} n^{2}+\frac{11}{9} n+\frac{86}{27}$
The denominator of (11) is equal to (10) and substituting (13) and (10) into (11) yields:

$$
\begin{aligned}
& \frac{19}{21}-\frac{3}{7} \frac{\left(21 n^{2}-17 n+50\right) \cdot 2^{n}-7 n^{2}-13 n-50}{7 \cdot 2^{2 n+2}-9 \cdot(n+2) \cdot 2^{n+1}+6 n+8} \\
\sim & \frac{19}{21} \text { as } n \text { gets large } \\
& \frac{19}{21}
\end{aligned}
$$

At this point we can prove the following theorem.
Theorem 3. The chain code description of a region represented by a quadtree can be obtained in time proportional to the region's perimeter.

Proof. Procedure NEXT__LINK requires time proportional to the region's perimeter to output the individual links. Determining the next (BLACK, WHITE) adjacency takes time which on the average is proportional to $2 \cdot 14 / 3+19 / 21$ for each invocation of procedures CORNER_ADJ__NEIGHBOR and ALIGNED respectively. However, the number of times these procedures are involved is bounded by the region's perimeter.

## 7. Concluding Remarks

An algorithm has been presented for converting the quadtree representation of a simply connected region into the chain code description of the region's boundary. The algorithm is different from [17] where a method is reported for computing the perimeter of an image represented by a quadtree, in that we must visit the boundary nodes in a specified sequence. We have shown that our algorithm's execution time is bounded by the perimeter of the region. It is interesting to note that our concept of a random image yields higher averages for the number of nodes that are visited than when a random image is defined as stipulating that every node at level 0 has an equal probability of being BLACK or WHITE. Recall that in such a case there is a very low likelihood of nodes corresponding to blocks of size larger than 1 . In fact, for such an image, it is shown in [16] that the average number of nodes visited in determining neighbors is bounded by 4 whereas our model of the image yields an average bounded by $14 / 3$.

In the case where a region may have holes, we may extend our algorithm by simply adding a quadtree traversal procedure which systematically visits all BLACK nodes upon completion of the first boundary following sequence. If such a scan results in the discovery of a BLACK boundary node with a boundary edge that was not marked by the boundary follower, then the scan is temporarily interrupted so that the boundary of its corresponding region can be followed.

Some related work concerned with quadtrees and the establishment of their applicability for efficiently operating on areal data includes the following. In [16] an algorithm is reported for the converse operation of constructing the quadtree from the chain code of a region. Also, in [18] an efficient algorithm is given for determining the connectivity of BLACK nodes. This is interesting because the algorithm presented herein assumes a single connected region.
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