2307.03441v1 [cs.CV] 7 dul 2023

arXiv

NOFA: NeRF-based One-shot Facial Avatar Reconstruction

WANGBO YU, Tencent Al Lab, China
YANBO FAN*, Tencent Al Lab, China
YONG ZHANG?, Tencent Al Lab, China
XUAN WANG?, Ant Group, China

FEI YIN, Tsinghua University, China
YUNPENG BAI, Tsinghua University, China
YAN-PEI CAOQ, Tencent Al Lab, China
YING SHAN, Tencent Al Lab, China

YANG WU, Tencent Al Lab, China
ZHONGQIAN SUN, Tencent Al Lab, China

BAOYUAN WU, The Chinese University of Hong Kong, Shenzhen, China

Fig. 1. Our method enables high-fidelity facial avatar reconstruction and reenactment given a single input image. The first row shows the input image and
novel view synthesis results, the following rows show the facial reenactment results, where the facial motion of the avatars are controlled by the driving faces.

3D facial avatar reconstruction has been a significant research topic in
computer graphics and computer vision, where photo-realistic rendering and
flexible controls over poses and expressions are necessary for many related
applications. Recently, its performance has been greatly improved with the
development of neural radiance fields (NeRF). However, most existing NeRF-
based facial avatars focus on subject-specific reconstruction and reenactment,
requiring multi-shot images containing different views of the specific subject
for training, and the learned model cannot generalize to new identities,
limiting its further applications. In this work, we propose a one-shot 3D
facial avatar reconstruction framework that only requires a single source
image to reconstruct a high-fidelity 3D facial avatar. For the challenges
of lacking generalization ability and missing multi-view information, we
leverage the generative prior of 3D GAN and develop an efficient encoder-
decoder network to reconstruct the canonical neural volume of the source
image, and further propose a compensation network to complement facial
details. To enable fine-grained control over facial dynamics, we propose

“Yanbo Fan, Yong Zhang and Xuan Wang are the corresponding authors.

a deformation field to warp the canonical volume into driven expressions.
Through extensive experimental comparisons, we achieve superior synthesis
results compared to several state-of-the-art methods.

CCS Concepts: » Computing methodologies — Animation.

Additional Key Words and Phrases: Facial avatar, Video synthesis, NeRF

1 INTRODUCTION

Facial avatar reconstruction has been an important research topic
in the field of computer graphics and computer vision, due to its
phenomenal applications in virtual reality (VR), augmented reality
(AR), movie industry, and teleconferencing. High-fidelity face re-
construction and fine-grained face reenactment are foundations for
those applications.

To animate facial images, several 2D approaches have been pro-
posed by utilizing flow-based warping in image or feature spaces
to transfer motion, and encoder-decoder networks to synthesize
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appearance [10, 14, 40, 41, 49, 51, 56]. By training on large-scale face
video datasets [11, 49, 62] with a large number of identities, these
methods are generalizable to new identities and can produce vivid
reenactment results given just a single facial image of the source
identity. However, they have no constraints on the underlying 3D
facial geometry and can hardly generate multi-view consistent im-
ages. Besides, they suffer from artifacts under large driven poses
or expressions. Meanwhile, conventional parametric face model
[6, 33] -based methods [13, 15, 18, 38, 45, 55] model 3D faces with
template mesh and 3DMM parameters [6]. They support the flexible
controls over poses and expressions. However, these mesh-based
methods are memory-inefficient and less effective in modeling the
non-face region, such as teeth, hair, and accessories. The accuracy
of reconstruction and animation is also limited by the number of
blendshapes or templates.

Recently, the photo-realistic and multi-view consistent rendering
ability of Neural Radiance Fields (NeRF) [30] has sparked several
works for NeRF-based facial avatar reconstruction [4, 16, 19]. They
perform facial reenactment by learning deformation field or ren-
dering function conditioned on control signals, where the pose and
expression coefficients of 3DMMs are most commonly used. There
exist two limitations of those methods. First, they require a large
number of images containing different poses and expressions of
the target face for training, which are not always available in real
scenarios. Second, they are subject-dependent that can only be used
to generate images of the training identity, i.e., they are not gen-
eralizable to new identities. The lack of generalization ability and
the demand on extensive multi-shot training data limit their further
applications.

To address the aforementioned limitations of the existing methods,
we aim to propose a generalizable NeRF-based one-shot facial avatar
reconstruction method, which can be applicable to any new identity
given only a single facial image. There are three main challenges
for the considered objective: 1) due to the complex facial dynamics
and missing 3D information, it is challenging to learn a faithful
reconstruction from a single input image, 2) it is difficult to endow
generalization ability for personalized NeRF, and 3) fine-grained
control over facial expression remains an challenging task in NeRF,
especially for the one-shot situation. To tackle the challenges, we
take advantage of the generative prior of a NeRF-based 3D GAN [8].
The latent space of 3D GAN encodes rich 3D-consistent generative
prior, which helps synthesize neural volumes of diverse human faces.
To align the unconditional latent space with real images, we develop
a model with the encoder-decoder framework, and train it on a
large-scale video dataset [62] in an end-to-end manner. Specifically,
the encoder projects the input image to the latent space while the
decoder maps the latent code to a neural volume, which is then
used for image synthesis via neural rendering. Different from GAN
inversion that learns a latent code that can accurately reconstruct
the input image, here we aim to project the input image into a
shared canonical space with an aligned expression, which is crucial
for modeling facial dynamics. Due to the inevitable information
loss of the encoder, the reconstructed volume lacks image-specific
details, leading to poor identity preservation. To supplement identity
information leakage, we design a compensation network to learn
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a compensatory neural volume based on the input image and the
intermediate feature from the decoder.

For the sake of fine-grained face reenactment, we exploit a defor-
mation field to model facial dynamics, which learns a conditional
mapping to deform each sampled point in the target space into
the canonical space according to the driven signals. We extend the
personalized deformation field in existing works to a generalized de-
formation field to handle different test identities and driven signals,
by conditioning it on both identity and expression coefficients of
3DMMs and training it on the large-scale video dataset [62]. Thanks
to the rich training expressions offered by the dataset, our defor-
mation field can better model large and extreme motions compared
with the personalized methods. We conduct extensive experiments
and compare to both 2D and NeRF-based face reconstruction and
reenactment methods, and demonstrate our superior performance
in novel view synthesis and reenactment tasks.

Our main contributions are in three-fold: 1) we propose a NeRF-
based one-shot facial avatar reconstruction method that supports
high-fidelity 3D face reconstruction and vivid face reenactment
from a single face image. 2) Once trained, our method can be gener-
alized to new identities, which is more efficient and practical than
personalized methods. 3) We compare our method with several state-
of-the-art methods and obtain superior synthesis performance.

2 RELATED WORK
2.1 Neural Scene Representation

Neural radiance fields (NeRF) [30] represents 3D scenes using MLP-
based implicit function and achieve compelling rendering quality in
3D reconstruction tasks. Benefiting from its inherently differentiable
rendering process, NeRF can be trained simply using multi-view
images and their corresponding camera labels, and has been widely
used in the field of 3D modeling and novel view synthesis. However,
the conventional NeRF cannot handle dynamic subjects. Several
approaches have been devoted to work around this limitation [4, 16,
19, 20, 31, 34, 42, 47, 52, 54]. The solutions can be roughly categorized
into two categories: a train of thought is to condition the radiance
field on control signals, which will change the density and color of
the observed points. Another train of thought is to additionally learn
a deformation field that accepts control signals and coordinates as
input and predicts coordinate offsets from the deformed space into
canonical space For NeRF-based facial avatar synthesis [4, 16, 17, 19,
20, 58, 61],the pose and expression coefficients of 3D Morphable Face
Models (3DMMs) [6] are employed as control signals to model facial
deformations. These works study subject-dependent reconstruction
and cannot generalize to different identities. What’s more, a large
set of facial images of the given identity are needed for training.
Differently, we study the subject-agnostic problem, where only a
single portrait image is given for reconstruction, and propose a
generalizable model that can handle different testing faces.

2.2 3D-aware Generative Networks

Inspired by the breakthroughs achieved by 2D Generative Adver-
sarial Networks (GANs) [25-27], recent researches [9, 39] have
extended 2D image generation into 3D settings by combining GANs
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Fig. 2. Pipeline of NOFA. Given a source image I, an encoder E is adopted to embed the image into the latent space of volume generator G, which will produce
the canonical volume V. with an aligned expression while preserve the identity of Is. The compensation network C is used to supplement image-specific
details for V.. To achieve explicit motion control, we employ pretrained M to extract 3DMM parameters from target image I; and source image I, and use the
combination of source identity and target expression parameters as control signal of the deformation field D, to deform the canonical volume with source
identity into target expression. Finally, a hybrid neural renderer consists of volume rendering and super-resolution (SR) modules is adopted to render the final

output I given target camera parameters.

with the Implicit Neural Representations (INRs). These uncondi-
tional 3D GANSs can generate photo-realistic rendering and enable
controls over views. However, they do not support fine-grained and
explicit expression controls. Recently [48] proposed a generative
NeRF that overfits multiple identities at the same time, by learn-
ing subject-specific identity codes as the condition of NeRF MLPs.
This method can be used for one-shot head avatar synthesis by
fine-tuning the latent code and MLP parameters on a single source
image. However, its training data are captured in studio conditions,
and the one-shot synthesis results are of low quality due to its sparse
latent space (only 15 identities are encoded). Some concurrent works
[5, 43, 44, 53] further utilize the parameters of 3D Morphable Face
Models (3DMMs) to explicitly control expression of the rendered
faces. Yet, they are designed for unconditionally generating fake
images and cannot be directly used in real applications. Besides, it is
challenging for them to generate fine-grained motion because they
are trained on discrete face image datasets. Different from these
methods, we make use of the prior of 3D GAN and jointly train an
encoder-decoder network on large-scale video datasets, achieving
real image 3D reconstruction and vivid motion reenactment.

2.3  GAN Inversion

GAN inversion techniques act as a bridge for bring GANSs to real
world applications such as image editing and reenactment. Exist-
ing GAN inversion approaches can be roughly divided into three
categories: the optimization-based methods [1, 2], which optimize
the latent codes by minimizing the distance between the ground
truth image and the generated one, achieving promising reconstruc-
tion results yet limited by its low efficiency. The learning-based
methods utilize an encoder network to directly encode the input
images into latent codes [36] [3], equipping with high efficiency and
generalization ability while the reconstruction results often lacks

fine details due to the information loss in the encoding process.
The hybrid GAN inversion approaches utilize a learned encoder to
predict an initial latent code and further refine it in the optimiza-
tion process [64] [57], the generator parameters are also optimized
in [37] to achieve better results. Despite their success in real image
editing, GAN inversion is usually applied for editing global facial
attributes such as age, makeup and gender. It is non-trivial to be
used for fine-grained face reenactment.

2.4 One-shot Talking Head Synthesis

One-shot talking head synthesis aims to generate talking face videos
from a given source image and a driving video. The generated videos
should maintain the facial characteristics of the source image and
the facial movements in the driving video. A large amount of works
study these in the 2D image or feature space, where the key idea
is to learn two separated networks to control motion and model
appearance. For example, the works of [40, 41] predict warping
flow from key-points to warp features of source images into target
motion. The work of [35] uses 3DMM parameters to modulate flow
generator and a refine network to supplement fine details. [56]
further leverages the prior of StyleGAN [26] to enhance appearance.
These methods are trained on the large-scale face video datasets
[11, 49, 62] containing rich identities and expressions, thus can be
generalized to unseen motion and identity given just a single input
image. However, they cannot handle large pose changes due to the
artifacts brought by feature warping. Some methods [14, 49] have
devoted to address this problem by introducing 3D CNNs to produce
3D feature representation of the input image and apply 3D feature
warping. Nevertheless, the learned representation doesn’t model
the underlying 3D facial geometry and the warping process lack
explicit 3D constraints, causing poor multi-view consistency and
can hardly be used in novel view synthesis.
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3 METHOD

We propose NOFA, a NeRF-based one-shot facial avatar reconstruc-
tion framework, which will be described in detail in this section.
We first introduce the networks employed for image to volume
synthesis in Sec. 3.1. Then, we present the details of the 3DMM-
guided deformation field for dynamic modeling in Sec. 3.2. Finally,
we provide the loss functions used in the training stage as well as
explaining the training strategy in Sec. 3.3.

3.1 Volume Synthesis with Generative Prior

In order to reconstruct high-fidelity facial avatars, the first and most
important step is to build 3D representation of the given subject.
As shown in Fig. 2, we leverage the generator of a pretrained state-
of-the-art 3D GAN [8] to synthesize 3D representation and render
images, which consists of a tri-plane generator G, a volumetric ren-
dering module, and a super resolution module. G uses a StyleGAN2
[27] backbone to synthesize features of size 96X 256 % 256, which will
be reshaped into a tri-plane of size 3 X 32 X 256 X 256. Then, features
of each position in the tri-plane could be efficiently queried by co-
ordinates and decoded to neural volumes for volumetric rendering,
producing high-fidelity and view-consistent images.

We draw ideas from general GAN inversion approaches and
achieve image to volume synthesis by exploiting learning-based
GAN inversion. Specifically, given a source facial image Is, we adopt
a standard e4e [46] encoder to project the image to the latent space of
G, i.e, embedding I; into a set of latent codes w; that will modulate
features in the tri-plane generator G for volume generation:

Ve = G(E(Ls) + W), )

where W is the average latent code of G, and V. denotes the output
neural volume. Different from conventional inversion approaches
that faithfully reconstruct the input image, the generated volume
V¢ is defined in the canonical space, i.e., with an aligned expression
instead of preserving the original expression of I;. This is crucial for
the following deformation process, where we gain explicit expres-
sion control by exploiting backward deformation. In our implemen-
tation, the canonical space is naturally learned by jointly training
the whole framework on videos in an end-to-end manner, without
explicit inner supervision.

As conjectured in [7] that the low-rate latent codes produced by
the encoder are insufficient for high-fidelity reconstruction, we thus
additionally learn a compensation network C to compensate the
information loss caused by E.

Fig. 9 (c) shows the architecture of the compensation network. It
contains several spatially-adaptive de-normalization (SPADE) res-
blocks [32] and convolution, which takes the 64 X 64 X 512 feature
of the tri-plane generator G as input and progressively modulate
and upscale the feature with source image Is. The details of SPADE-
ResBlock are given in Fig. 9 (a) and Fig. 9 (b). We discard the batch
normalization (BN) layers in SPADE to better preserve the tri-plane
features. The final output compensation volume is of the same size
with the output of G. They are summed together to produce the
neural volume with better identity and appearance preservation.
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Fig. 3. lllustration of the deformation field. It consists of a deformation
network (D-Net) and a weighting network (W-Net). D-Net regress the co-
ordinates offsets from the deformed space to the canonical space. W-Net
predicts the per-location weight scalars to multiply with the offsets. With
the weighted offsets, we can query volume features defined in the canonical
space for volumetric rendering.

3.2 Dynamic Modeling with 3DMM Guidance

In order to achieve explicit motion control on the reconstructed
neural volume, we exploit a deformation field D to model facial
dynamics and employ the semantic parameters of a 3DMM face
model [33] as control signals. In 3DMM, the face shape is defined
as:

S=S+aBj + PBexp (2)

where § represents the average face shape, Bjg and Beyp are the
identity and expression basis computed by PCA [23]. We adopt
the coefficients « and f as control signals, which are semantically
meaningful and enable fine-detailed expression control.

During training, we employ an off-the-shelf 3D face reconstruc-
tion model [13] to estimate source identity parameter «s, target
expression parameter f;, and target camera parameter c; from tar-
get image I; and source image I;, and use the combination of a;
and f; as the input control signal of the deformation field. Then, a
hybrid neural renderer consisting of volume rendering and super-
resolution (SR) is adopted to render the final output I given target
camera parameters c; that model head rotation and translation.

In particular, the deformation field models the backward defor-
mation that deforms 3D points in the target space to the canonical
space. As shown in Fig. 3, the deformation field consists of a de-
formation network (D-Net) and a weighting network (W-Net). For
each location x,; in the deformed space, we use D-Net to predict its
canonical location x,, and then query the canonical tri-Plane feature
at x, which is used to regress the density and color of x; for neural
rendering. In addition to the target expression, we also condition
D-Net on source identity to preserve the input identity, which is cru-
cial for endowing it generalization ability. Inspired by the FLAME
mesh model [29] that assigns skinning weights on mesh vertices for
smooth blending, we additionally learn a W-Net to predict offset
weights for each location.

3.3 Loss Functions and Training Strategy

General Training Stage. In the first stage, we train the base model
without the compensation branch on a large-scale video dataset
in an end-to-end fashion, by sampling source image I and target
image I; in the same video clip. During training, we use multiple
objectives to ensure faithful reconstruction and vivid reenactment.
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First, we apply a reconstruction loss between the synthesis image
I and the target I;:

Lyee = ||t = I||5 + LPIPS(I;, D), ®3)

where LPIPS(., -) is the perceptual loss [59]. We also use the pixel-
wise L2 distance to constrain high-level image contents.

We additionally utilize a mouth regularization loss in order to
further enhance the mouth region thus derive more accurate facial
motion. Specifically, we crop the mouth region from I; and [ using
ROI align [21], and apply the reconstruction loss on the cropped
region, formulated as:

Linouth = llerop(Iy) = crop(D)||, + LPIPS(crop(I;), crop(l)), (4)

where crop(I) represents the cropped region of image I.
For better identity preservation, we incorporate a face recognition
loss between the synthesis image and the target image:

Lig=1-(F(I;),F(D)), (5)

where F(-) is the pre-trained ArcFace [12]. (-, -) is cosine distance.

Finally, we adopt a latent space regularization loss to force the
encoder to produce latent codes closer to the average latent code of
the pre-trained 3D GAN [8]:

Liatent = llws — ||, (6)

It is helpful to regularize the 3D shape of the synthesized volume.
The total objective function of the general training is defined as:

Lgeneral = ArecLrec + Amouth-Lmouth + Aid Lid + Matent Liatent, (7)

where Arec, Amouth» Aid> and Ajaent are trade-off hyperparameters.
They are set as 1,0.5,0.1, and 0.01 respectively.

Teeth Refinement. After the first training stage, our model can pro-
duce nearly satisfying reconstruction and animation results except
for the synthetic teeth, which are of great influence on the visual
quality yet ignored by most other approaches. It is challenging to
synthesize clear teeth due to the limited resolution and quality of
the training videos. To tackle this problem, we exploit a face restora-
tion model GFPGAN [50] to provide clear teeth as supervision and
continue training the base model for teeth refinement while fix-
ing the deformation field. Empirically, we observed that applying
GFPGAN on the synthetic image I as supervision produce better
results than applying it on the target image I;. We therefore apply
the mouth regularization loss between I and I* = GFPGAN([) for
teeth refinement:

Lieetn = llerop(I*) = crop(D)|l, + LPIPS (crop(I*), crop(D)),  (8)

We also incorporate Eq. 3, Eq. 5, and Eq. 6 in the teeth refinement
stage, and the objective function of this stage is:

Lreﬁne = ArecLrec + Ateettheeth + AidLid + Alatent-glatent’ (9)

where we set Arec = 0.5, Adjeeth = 1, Aig = 0.1, and Ajggent = 0.01.
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Training Compensation Network. We add a compensation network
to supplement fine details for the base model. Specifically, we fix
the base model and train the compensation network on face image
datasets in a self-supervised way. Given the input source image
I;, we adopt loss functions in Eq. 3 and Eq. 5 between I; and the
reconstructed image I. In order to ensure depth and view consistency
for the canonical volumes after compensation, we further enforce
the output compensation volumes of the compensation network
to share similar distribution with the original canonical volumes,
using the following regularization term:

Liepth = |l1Ve = Vimllp, (10)

where V,, and V; are the compensation volumes and canonical
volumes respectively. u = 0.1 denotes a scale factor. The objective
function of this stage is:

Lcomp = ArecLrec + AigLiq + Adepth£depth> (11)
where we set Arec = 1, 4jg = 0.1 and Agepn = 0.01.

One-shot Fine-tuning. When facing challenging cases, we can
apply fast adaption on the input source image by fine-tuning the
compensation network, which is much faster than fine-tuning the
base model using PTI [37]. Specifically, we optimize the parameters
of the compensation network using Eq. 3, Eq. 4, Eq. 5 and Eq. 10.
The total loss function is:

Liotal = ArecLrec + Amouth Lmouth + Aid Lid + AdepthLdepth’ (12)

where we set Arec = 1, Amouth = 0.5, 4iq = 0.1 and Ageptn = 0.01.

4 EXPERIMENTS
4.1 Implementation Details

Datasets. We train our base model on the CelebV-HQ dataset
[63] which contains 35,666 video clips involving 15,653 identities,
and train the compensation network on the FFHQ dataset [26].
We crop and align faces from the videos and extract per-frame
3DMM parameters including identity, expression, and camera pa-
rameters for training. The training videos and images are resized
into 512 X 512. During inference, we apply camera movement over
the reconstructed volumes to obtain head rotation and translation,
and can produce continuous head movements without the limitation
of the alignment.

Evaluation Metrics. We adopt several metrics to evaluate recon-
struction and reenactment quality. The peak signal-to-noise ratio
(PSNR), Structural Similarity (SSIM), and Learned Perceptual Image
Patch Similarity (LPIPS) [59] are exploited to evaluate synthetic qual-
ity. We also use Frechet In ception Distance (FID) [22] to measure
difference between the synthetic and real distributions. We calculate
the cosine similarity (CSIM) between the source and generated im-
ages to evaluate identity preservation. For reenactment quality, we
extract 3DMM expression and pose parameters from synthetic and
real images to compute their Average Expression Distance (AED)
and the Average Pose Distance (APD), following [35].

Training Details. Our framework is trained on 8 Nvidia Tesla
V100 GPUs in three stages. During training, the ADAM optimizer
is adopted with a learning rate of 10™%. In the general training
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Fig. 4. Qualitative comparison with 2D approaches on cross-reenactment (top 3 rows) and self-reenactment (last row). Our approach achieves better

reconstruction quality than previous state-of-the-arts.

stage, we train the base model without the compensation network
on videos for 250K iterations with a batch size of 16. In the teeth
refinement stage, we fix the deformation field and train the other
parts of the base model with the same batch size for 25K iterations.
Finally, we fix the base model and train the compensation network
on images for 100K iterations with the batch size set to 32. The
training takes about 4 days on 8 V100 GPUs.

Modeling Head Translation. Similar to [5, 43, 44, 53], we use cam-
era poses to model head rotation and translation in our implemen-
tation. However, the face tracking model [13] used for estimating
camera parameters requires face alignment as pre-processing. As
a result, the estimated translation parameters are relative transla-
tions, and using them directly would cause center-aligned videos,
as demonstrated in [5, 43, 44, 53]. To describe the absolute head
translation, we use facial key-points estimated from the unaligned
driving videos to compute pixel offsets between the face center of
each driving frame and the source image, and convert them into
camera coordinate offsets to rectify camera translation. In this way,
the generated face can move freely within a fixed bounding box
without the limitation of center align.

Same-ID FID| LPIPS| PSNRT SSIMT CSIMT AED| APD|
PIRenderer [35] | 27.14  0.2252  30.96  0.6028 0.7797 0.1073  0.01459
StyleHEAT [56] | 18.02  0.1729  31.21  0.6019  0.7475 0.1151  0.01664

Ours 16.94 0.1481 31.78 0.6175 0.8031 0.1091  0.01142
Cross-ID FID | - - - CSIMT AED| APD|
PIRenderer [35] | 108.56 - - - 0.4812  0.2554  0.02962
StyleHEAT [56] 91.28 - - - 0.4890 0.2630  0.03484
Ours 84.47 - - - 0.5397 0.2581 0.01633

Table 1. Quantitative comparison with 2D approaches on face reenactment.
The metrics indicate that our approach achieves the best reconstruction
quality, comparable expression accuracy and the best pose accuracy com-
pared with 2D approaches.

4.2 Comparisons

Comparison with 2D Reenactment Approaches. We first evaluate
our approach in comparison with two state-of-the-art 3SDMM-based
2D talking face generation approaches: PIRenderer [35] and Style-
HEAT [56]. Both of them supports pose control via 3DMM parame-
ters and video-driven face reenactment.
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Fig. 5. Qualitative comparison with 3D-aware approaches on cross-reenactment (top 3 rows) and self-reenactment (last row). Our approach synthesizes facial
images with higher fidelity and less artifacts comparing with previous state-of-the-arts.

Same-ID FID| LPIPS| PSNRT SSIMT CSIMT AED| APD|
NeRFACE [16] 1258 0.0925 30.87 0.6637 0.7846  0.1103 0.01071
Face-vid2vid [49] | 20.69  0.2035  30.98  0.6191 07912  0.0995  0.01250
ROME [28] 2583 0.2314  30.85  0.6007 07206 0.1224  0.01223

AniFaceGAN [53] | 24.39 0.2105 29.86 0.6033 0.7754  0.1480  0.01288
3DFaceShop [44] 22.75 0.2154 30.07 0.6095 0.7516  0.1391  0.01167

Ours 16.41 0.1377 31.09 0.6175  0.7953  0.1195  0.01128
Cross-ID FID | — — — CSIMT AED| APD|
NeRFACE [16] 157.38 - - - 0.3504  0.2554  0.02391
Face-vid2vid [49] 92.41 - - - 0.5024  0.2369  0.02541
ROME [28] 95.07 - - - 0.4693  0.2670  0.02011
AniFaceGAN [53] | 93.47 - - - 0.4944  0.2721  0.02150
3DFaceShop [44] 92.53 - - - 0.5172  0.2855  0.02084
Ours 88.61 - - - 0.5524  0.2438 0.01872

Table 2. Quantitative comparison with 3D-aware approaches. In self-
reenactment, our one-shot approach achieves comparable performance
against NeRFACE that is trained on 1K frames, and surpasses the other
approaches. In cross-reenactment, our approach outperforms the other
approaches across most of the metrics, and achieves the second-highest
expression accuracy.

For face reenactment evaluation, we conduct two types of reen-
actment tasks, i.e., self-reenactment and cross-reenactment. For
self-reenactment, the identity of source image is the same with the
driving frames; for cross-reenactment, the source image and driving
frames come from two different identities. The latter setting is much
more challenging because of the facial feature gap between the
source and driving faces. Following [56], we use 20 video clips with
a total of 10K frames from HDTF dataset [60] for self-reenactment

evaluation. For cross-reenactment evaluation, we use the first 1,000
images from the CelebA-HQ dataset [24] as source images and the 20
HDTF videos as driving videos. Similar as [56], we perform one-shot
fine-tuning on the source image to achieve better visual quality.

Fig. 4 shows the qualitative reenactment results of our approach
and other state-of-the-arts, where our approach achieves better re-
construction quality in terms of identity preservation and detail
textures. When dealing with side faces, feature warping-based 2D
approaches fails to inference reasonable frontal faces and suffers
from severe artifacts, while our approach successfully reconstruct
accurate and reasonable frontal face. Table 1 shows the quantitative
evaluation results, which demonstrate that our approach achieves
better reconstruction results. For facial motion modeling, the aver-
age expression distance (AED) indicates that our 3D approach yields
competitive animation results compared with 2D PIRenderer [35].
For head rotation modeling, our approach surpasses the two base-
lines with a large margin in terms of the average pose distance
(APD), because the head poses are directly controlled by the exter-
nal camera parameters in our implementation.

Comparison with 3D-aware Reenactment Approaches. We further
compare with several 3D-aware approaches: NeRFACE [16], Face-
vid2vid [49], ROME [28], AnifaceGAN [53] and 3DFaceShop [44].
Specifically, NeRFACE is a multi-shot NeRF avatar reconstruction ap-
proach. AnifaceGAN and 3DFaceShop are unconditional 3D GANS,
we adopt PTI [37] to apply them on real images. We conduct self-
and cross-reenactment experiments on the NeRFACE dataset [16],
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Fig. 6. Visualization of canonical space. The synthetic images are directly
rendered from canonical volumes without deformation, sharing the same
aligned expression

where we use the first 1K frames of each video to train NeRFACE,
while keep the one-shot setting of other approaches.

Fig. 5 shows the qualitative results. For self-reenactment, NeR-
FACE generates several expressions inconsistent with the driving
image; for cross-reenactment, NeRFACE suffers from severe artifacts
and produces inconsistent expressions. What’s more, Face-vid2vid
produces inaccurate poses because it doesn’t model the 3D geome-
try. ROME suffers from oversmoothed appearance due to its mesh
representation. AnifaceGAN and 3DFaceShop fail to keep fidelity
under unseen views, and suffer from inaccurate motion and teeth
artifacts. In contrast, our model ensures fine-grained motion control
and high-fidelity across views. The quantitative results are listed in
Table. 2. For self-reenactment evaluation, our one-shot approach
achieves comparable performance against NeRFACE that is trained
on 1K frames, and surpasses the other approaches. More impor-
tantly, In the more challenging and applied cross-reenactment task,
our approach outperforms the other competitors across most of the
metrics, and achieves the second-highest expression accuracy.

4.3 Ablation Study

Visualization of Canonical Space. Given the source image, our
model produces neural volumes in the canonical space instead of
preserving the original expression of source image. Given the tar-
get expressions, the back-ward deformation is applied by querying
volumes in the canonical space, so that the canonical volumes are de-
formed into target expression. In our implementation, the canonical
space is naturally learned by jointly training the whole framework
on videos in an end-to-end manner, without explicit inner supervi-
sion. Fig. 6 shows examples of the canonical space, the output images
are directly rendered from canonical volumes without deformation,
sharing the same aligned expression.

Evaluation of Compensation Network. We design a compensation
network to supplement identity and texture information for the

Yu et al.

w/ teeth
refinement

w/o teeth
refinement

Fig. 7. Qualitative evaluation of teeth refinement. It helps to synthesize
clearer teeth with less artifacts.

Source Image

Fig. 8. Qualitative evaluation of the compensation network. (a). w/o com-
pensation network, (b). w/ compensation network, (c). optimize generator
using PTI [37], (d). optimize compensation network.

canonical volumes. As shown in Fig. 8 (a) and (b), given the source
image, our base model yields correct 3D shape and expression yet
fails to preserve the source identity. With the compensation net-
work, the reconstruction quality is greatly improved. Our approach
also supports one-shot fine-tuning to achieve more accurate re-
construction. As shown in Fig. 8 (c) and (d), fine-tuning the whole
generator using PTI[37] produces photo-realistic reconstruction
results, yet the training costs about 20 minutes on 4 V100 GPUs.
With the compensation network, we can achieve comparable recon-
struction results in a more time- and memory- efficient way, simply
by optimizing the compensation network, which only takes about
10 minutes on a singe V100 GPU. We conducted self-reenactment
experiments in Sec. 4.2, with the four different settings. Table. 3
shows the quantitative evaluation, which further demonstrate the
effectiveness of the compensation network.

Effectiveness of Teeth Refinement. We incorporated a teeth refine-
ment training stage to enable the base model to synthesize clearer
teeth. Fig. 7 shows the faces generated before and after the teeth
refinement stage. After teeth refinement, the synthetic teeth are
clearer and show less artifacts, while without it the synthetic teeth
tend to be blurry. We conduct self-reenactment experiment on the
HDTF [60] dataset, and crop the mouth region of the synthetic im-
ages to compute metrics, the results are listed in Table.4. Through
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Settings ‘ FID| LPIPS| PSNRT SSIMT CSIMT
w/o Compensation 36.45  0.2429 29.75 0.5836  0.6024
w/ Compensation 25.63  0.2240 31.05 0.6007  0.7219
Optimize compensation network | 18.75  0.1697 31.94 0.6042  0.7981
Optimize generator 16.94 0.1481 31.78 0.6175 0.8031

Table 3. Quantitative evaluation of the compensation network. The recon-
struction quality is greatly improved with compensation. What’s more,
optimizing the compensation network results in a speed increase of eight
times while achieving performance gains comparable to optimizing the
entire generator.

Settings ‘ FID| LPIPS| SSIMT
w/o teeth refinement | 28.45 0.2678 0.3297
w/ teeth refinement 25.31 0.2215 0.3478

Table 4. Evaluation of teeth refinement. The quality of the synthetic teeth
improved through the teeth refinement stage,.

Weighting network w/ w/o
AED | 0.1091 0.1143

Identity condition w/ w/o
CSIM T 0.8031 0.7210

Table 5. Evaluation of weighting network and identity condition in the
deformation field.

the teeth refinement stage, the quality of the reconstructed teeth
improved.

Evaluation of the Deformation Field. We model facial dynamics
using a deformation field. Typically, we learn a weighting network
to increase motion accuracy, and use the 3DMM identity param-
eter as the condition for both the deformation network and the
weighting network to preserve the source identity. We conduct
self-reenactment experiment on the HDTF dataset to evaluate the
designs. Specifically, we use the average expression distance (AED)
to evaluate the effectiveness of the weighting network, and use
CSIM to evaluate the effectiveness of identity condition. The results
are listed in Table.5, which demonstrate the effectiveness of the
proposed designs.

5 LIMITATIONS AND ETHICAL ISSUES

In our implementation, the head poses are modeled as camera poses,
thus the background rotates as head rotates. We will explore the
background modeling in future works.

Since our framework is capable of reconstructing high-fidelity
facial avatar using only a single image, it may pose the risk of nefar-
ious use such as deep-fakes. We are keenly aware of the potential
for abuse of our approach, and we will explore the implementation
of robust video watermarks for the synthesized videos, as well as
develop tools to verify the authenticity.
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Fig. 9. Architecture of the compensation network, which comprises multiple blocks of spatially-adaptive de-normalization (SPADE) and convolution. It takes
the intermediate feature of tri-plane generator G and source image Is as input and outputs the compensation volume for supplementing identity and texture
information. In SPADE, the intermediate features are progressively modulated with a set of scale and shift parameters predicted from Is. We discard the batch
normalization (BN) layers in SPADE to better preserve the information of the intermediate features.
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