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Figure 1: We propose AvatarMAV, a fast 3D head avatar reconstruction method. Given a monocular video, our method can
recover photo-realistic head avatar in 5 minutes.

ABSTRACT
With NeRF widely used for facial reenactment, recent methods can
recover photo-realistic 3D head avatar from just a monocular video.
Unfortunately, the training process of the NeRF-based methods
is quite time-consuming, as MLP used in the NeRF-based meth-
ods is inefficient and requires too many iterations to converge. To
overcome this problem, we propose AvatarMAV, a fast 3D head
avatar reconstruction method using Motion-Aware Neural Voxels.
AvatarMAV is the first to model both the canonical appearance and
the decoupled expression motion by neural voxels for head avatar.
In particular, the motion-aware neural voxels is generated from
the weighted concatenation of multiple 4D tensors. The 4D ten-
sors semantically correspond one-to-one with 3DMM expression
basis and share the same weights as 3DMM expression coefficients.
Benefiting from our novel representation, the proposed Avatar-
MAV can recover photo-realistic head avatars in just 5 minutes
(implemented with pure PyTorch), which is significantly faster
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1 INTRODUCTION
Facial reenactment and head avatar reconstruction from a monocu-
lar video have been research hotspots recently, which have a very
broad application prospect in VR/AR, digital human, holographic
communication, webcast, etc.

However, current methods cannot reconstruct 3D head avatars
in minutes, which has become a main limitation of applications.
Recent works [Gafni et al. 2021; Gao et al. 2022a; Grassal et al. 2022;
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Zheng et al. 2022] can recover photo-realistic 3D head avatars using
easily available data, such as a monocular video. These methods can
be divided into two categories: geometry-based methods and NeRF-
based methods. Geometry-based [Grassal et al. 2022; Khakhulin
et al. 2022; Zheng et al. 2022] methods can obtain well-defined
3D face geometry. For example, Neural Head Avatar [Grassal et al.
2022] constructs the avatar model through non-rigid deformation of
the mesh template but is limited by the topology of template itself.
IMAvatar [Zheng et al. 2022] solves this problem by optimizing an
implicit signed distance field upon a mesh template. These methods
model the motion by linear blend skinning of template, which leads
to slow training and rendering speed. NeRF-based methods [Gafni
et al. 2021; Gao et al. 2022a; Guo et al. 2021; Liu et al. 2022] achieve
photo-realistic and view-consistent rendering and are not limited
by the topology and coarse expressiveness of face templates. NeR-
Face [Gafni et al. 2021] proposes to use an expression conditioned
dynamic NeRF to model a head avatar and generates photo-realistic
portrait images. However, training a NeRF model often takes hours
or even days. The concurrent work on NeRFBlendShape [Gao et al.
2022a] reduces the training time consumption to 20 minutes by
introducing the multi-level voxel field representation with multi-
resolution hash tables storing features. However, the coupling of
motion and appearance still limits their efficiency.

On the other hand, a number of recent approaches [Müller et al.
2022; Sara Fridovich-Keil and Alex Yu et al. 2022; Sun et al. 2022a]
propose to use explicit voxel data structures to represent a static
NeRF scene, and their experiments prove that this representation
plays a dramatic role in accelerating NeRF training. Meanwhile,
some other methods extend explicit voxel representations to dy-
namic NeRF. The original D-NeRF [Pumarola et al. 2021] represents
dynamic scenes by decoupling deformation field and canonical ap-
pearance. TineuVox [Fang et al. 2022] further accelerates D-NeRF
by introducing a voxel grid to model the canonical component.
But the deformation field of TineuVox is still built by a deep MLP,
which still takes much time to converge. Based on these methods,
it is still not trivial to accelerate dynamic NeRF training in head
avatar reconstruction. Specifically, as the human face motions are
more complex, a deep MLP to model the complex motions is usually
inevitable. As a result, it takes much longer time for the MLP to
converge during model training.

To overcome the above challenges, we propose AvatarMAV, a
fast 3D head avatar reconstruction method using Motion-Aware
Neural Voxels. Our approach can achieve 5-minute 3D head avatar
reconstruction which means the training can be completed imme-
diately just after collecting the training data. The key idea consists
of two points: First, inspired by previous dynamic NeRF recon-
struction approaches[Athar et al. 2023; Park et al. 2021a,b], we
decouple the complex expression-related motion from the canoni-
cal appearance in NeRF-based head avatar reconstruction. Second,
We propose an efficient voxel-based representation instead of deep
MLPs, for both the appearance and the motion field. Note that
NeRFBlendshape [Gao et al. 2022a] only introduces the voxel-based
representation but does not decouple the motion and appearance.
We utilize the prior information provided by 3DMM expression
basis to model the expression-related motion using only voxel grids
and a tiny MLP. Specifically, we use an expression-conditioned

neural voxel grid to describe the motion field, and further decom-
pose this neural voxel grid as a linearly weighted concatenation of
multiple neural voxel grids basis. The number of the voxel grids
basis is the same as the dimension of 3DMM expression basis and
the weights of the concatenation is exactly the 3DMM expression
coefficients. We define this representation as motion-aware neural
voxels. For the canonical appearance, we simply use a single neural
voxel grid. Overall, our method can reconstruct a photo-realistic 3D
head avatar in 5 minutes implemented by pure Pytorch code. Both
quantitative and qualitative experiments demonstrate the superior-
ity of our method in training speed while preserving a comparable
rendering result.

2 RELATEDWORKS
Portrait Video Synthesis. In the past period of time, a large num-

ber of portrait video synthesis methods have been proposed. The
earliest approaches [Li et al. 2012; Thies et al. 2015, 2016; Vlasic et al.
2005; Weise et al. 2011] track to reconstruct textured face mesh with
expressions and then re-render it to synthesize portrait images with
desired expressions. Areas such as mouth, hair and background
need to be blended later. Such methods heavily rely on accurate
tracking methods and high-quality reconstructed mesh models etc,
which severely limits the broad applications. Warping-based meth-
ods [Averbuch-Elor et al. 2017; Geng et al. 2018; Nirkin et al. 2019;
Siarohin et al. 2019; Wiles et al. 2018; Yin et al. 2022] model the
2D motion flow map as a common representation for expression
transfer, but fail to deal with extreme head poses or expressions.
Some recent approaches [Drobyshev et al. 2022; Wang et al. 2021]
lift the 2D motion flow map into 3D space to overcome such arti-
facts to a certain extent. Based on the widely-used facial parametric
models [Blanz and Vetter 1999; Gerig et al. 2017; Li et al. 2017;
Wang et al. 2022b], template-based methods [Buehler et al. 2021;
Doukas et al. 2020, 2021; Kim et al. 2018; Koujan et al. 2020; Thies
et al. 2019; Wang et al. 2023] that combine face template and neural
rendering has gradually become the mainstream. These methods
first render coarse images using face templates with controllable
expression and pose coefficients, and then utilize convolutional
neural networks to generate mouths, hair and rich details to syn-
thesize high-quality portrait images. Other similar methods [Chen
et al. 2020; Zakharov et al. 2019] use semantic maps or landmarks
for coarse-level representation to replace face models.

Monocular 3D Head Avatar Reconstruction. It has always been a
challenging task to reconstruct 3D full head avatar from monocular
video. Early methods [Cao et al. 2015, 2016; Hu et al. 2017; Ichim
et al. 2015; Nagano et al. 2018] use blendshape-based templates
to fit portraits in input videos to model human heads. For parts
such as eyeball and mouth interior that are difficult to model by
the templates, these methods require additional post-processing
or leverage neural networks to learn geometry or textures [Gras-
sal et al. 2022; Khakhulin et al. 2022]. Inspired by the 3D scene
reconstruction method IDR [Yariv et al. 2020] based on implicit rep-
resentation [Park et al. 2019], IMAvatar [Zheng et al. 2022] proposes
to optimize an occupancy field and a color field to represent the
head model based on the FLAME model. As NeRF [Mildenhall et al.
2020] representation shows strong ability to synthesis high-fidelity
photo-realistic images, Recent methods [Park et al. 2021a,b; Shao
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Figure 2: Overview. Given a portrait video, we first track the expression and head pose using a 3DMM template. After the
pre-processing, given expression coefficients, we use motion voxel grid basis to represent motions caused by each expression
basis and sum them weighted as an entire motion voxel grid. The entire motion voxel grid and the following 2-layer MLP will
then transfer an input point 𝑥 to 𝑥 + 𝛿𝑥 by adding all expression-related deformations. Finally, we will query point 𝑥 + 𝛿𝑥 in the
appearance voxel grid and generate a final portrait image using volumetric rendering.

et al. 2023] propose to model a 4D scene by a deformable NeRF
which can not be animated. As the solution, avatar reconstruction
methods [Athar et al. 2023, 2022; Gafni et al. 2021; Zheng et al.
2023] use a face template as the condition to learn a controllable
NeRF model. Furthermore, NeRFBlendShape [Gao et al. 2022a] use
a voxel-based representation to replace the MLP, and model the
dynamic NeRF by linear combination of multiple NeRF basis one-
to-one corresponding to semantic blendshape coefficients. In the
field of the audio-driven avatar, latest methods [Guo et al. 2021; Liu
et al. 2022] also leverage dynamic NeRF as the representation of
head avatars. Besides, some other methods [Chan et al. 2022; Hong
et al. 2022; Sun et al. 2022b, 2023, 2022c; Wang et al. 2022a; Zhuang
et al. 2022] are not limited to training person-specific avatars, but to
train a general human head model as prior on large-scale datasets.
NeRF representation is used in our method as well, but we make
great progress in accelerating training speed by both using explicit
representation and the decomposition of dynamic motion and static
appearance.

Training Acceleration for NeRF. As vanilla NeRF[Mildenhall et al.
2020] usually takes hours or even days to complete the training
of a static scene, a lot of works focus on speeding up NeRF train-
ing process. DVGO [Sun et al. 2022a] proposes to accelerate NeRF
training by directly replacing most MLPs with voxel grids, which
significantly reduces the time required for training convergence.
Plenoxels [Sara Fridovich-Keil and Alex Yu et al. 2022] goes a step
further and proposes to only use a sparse grid with density and
spherical harmonic coefficients at each voxel without any neural
network. TensoRF [Chen et al. 2022] proposes to decompose the
voxel grid into sum of vector-matrix outer products. It reduces the
size of the model while ensuring training efficiency and rendering
quality. Instant-NGP [Müller et al. 2022] introducesmulti-resolution

hash embedding for the voxel grid structure. Combined with cus-
tomized CUDA implementation, they enable extremely fast NeRF
training. These methods mainly focus on static scenes reconstruc-
tion. For dynamic scenes, TiNeuVox [Fang et al. 2022] proposes to
replace the MLPs for canonical scene in D-NeRF [Pumarola et al.
2021] with an explicit voxel grid. Different from [Fang et al. 2022]
which still represent the time-dependent deformation field with a
MLP, our method propose to utilize the explicit data structure for
both the static content and the expression-dependent deformation
field.

3 METHOD
AvatarMAV can generate a fast 3D head avatar by decoupling
complex expression motion from the canonical appearance and
voxel-based representation. In this section, we will introduce our
voxel-based representation and the training process.

3.1 Representation
3.1.1 Formulation. Generally, previous methods [Gafni et al. 2021;
Gao et al. 2022a; Guo et al. 2021; Liu et al. 2022] formulate NeRF-
based head avatar as a expression-dependent NeRF model:

(𝑐, 𝜎) = Φ(𝑥, 𝑑, \ ) . (1)

Given a query point 𝑥 with view direction 𝑑 and expression coeffi-
cients \ , the color and the density denoted by 𝑐 and 𝜎 respectively
are computed for volumetric rendering [Mildenhall et al. 2020].

However, their practice of mixing the dynamics expression mo-
tion with the appearance of the human head brings obstacles to the
fast convergence of avatar learning. In contrast, our method decou-
ples the NeRF-based head avatar into the canonical appearance and
expression motion based on the physical assumption that a face
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geometry with expressions can be deformed from the neutral face
geometry. Specifically, we define Φ(·) as expression-independent
NeRF and additionally introduce an expression-dependent defor-
mation Ω(·), which can be formulated as:

(𝑐, 𝜎) = Φ(𝑥 + 𝛿𝑥, 𝑑), (2)

with 𝛿𝑥 = Ω(𝑥, \ ) . (3)

Note that Φ(·) represents a static NeRF and does not contain the
expression \ in its parameters. Since the degrees of freedom of the
parameters are greatly reduced, the training speed can be signifi-
cantly improved as shown in our experiments.

To further improve training efficiency, we enhance our represen-
tation with an explicit voxel-based strategy. However, using a single
voxel grid is infeasible to model the dynamic expression motion.
Previous methods [Fang et al. 2022; Pumarola et al. 2021] utilize
deep MLPs to alleviate this issue but lead to a quite time-consuming
convergence process. In our solution, we take the expression prior
from 3DMM and use its expression coefficients to condition mul-
tiple voxel grids, which is the key to efficient and effective avatar
creation.

3.1.2 ExpressionMotion. In the traditional PCA-based 3DMM [Blanz
and Vetter 1999; Gerig et al. 2017], the face model can be deformed
through a linear combination of its expression PCA basis. To lever-
age the expression prior of 3DMM and the expressive power of
neural voxels, we use the expression coefficients as the weights to
concatenate multiple Motion Voxel Grid (MVG) basis into an entire
MVG to represent the expression motion. Specifically, each dimen-
sion of MVG basis uses the same expression coefficient \ ∈ R𝑁
as the corresponding 3DMM expression basis, where 𝑁 denotes
the dimension of 3DMM expression basis. From another point of
view, MVG basis can be considered as “neural” expression basis for
head motion, which is able to present more detailed motion in a
wider range (including the ears and hair regions). The process can
be formulated as:

𝑽𝑑 (\ ) = \1𝑽 1
𝑑
⊕ \2𝑽 2

𝑑
⊕ · · · ⊕ \𝑁 𝑽𝑁

𝑑
, (4)

where {𝑽 1
𝑑
, 𝑽 2
𝑑
, · · · , 𝑽𝑁

𝑑
} ∈ R𝑁×𝐶𝑑×𝐿𝑑×𝐿𝑑×𝐿𝑑 denotes the MVG ba-

sis in the latent space. 𝑽𝑑 (\ ) ∈ R𝑁𝐶𝑑×𝐿𝑑×𝐿𝑑×𝐿𝑑 denotes the MVG
and \ = {\1, \2, · · · , \𝑁 } ∈ R𝑁 denotes the expression coefficients
derived from 3DMM. 𝐶𝑑 denotes the channel number of voxel fea-
tures in each voxel grid base.

Finally, for a query point 𝑥 , we adopt multi-distance interpola-
tion [Fang et al. 2022] to sample the corresponding feature vector
𝑣𝑑 and feed it into a 2-layer MLP 𝑓𝑑 to predict the motion offsets of
input points. This process can be formulated as:

𝑣𝑑 = 𝑇𝐾 (𝑥, 𝑽𝑑 (\ )) (5)

𝛿𝑥 = 𝑓𝑑 (𝑣𝑑 ), (6)

where𝑇𝐾 (·) denotes K-distance interpolation [Fang et al. 2022] and
𝛿𝑥 denotes the motion offset of a query point 𝑥 . We have described
in detail how we formulate the expression-dependent deformation
Ω(·) in Eq.3 using Motion-Aware Neural Voxels representation.

Figure 3: We visualize our learned canonical appearance and
expression motion. The color value reflecting the 3D vector
of flow

3.1.3 Canonical Appearance. Since we model the canonical appear-
ance Φ(·) as a static NeRF, we just directly represent the canon-
ical appearance field with a single appearance voxel grid 𝑽𝑎 ∈
R𝐶𝑎×𝐿𝑎×𝐿𝑎×𝐿𝑎 and a two-layer MLP 𝐹𝑎 , where 𝐶𝑎 denotes the
channel number of voxel features and 𝐿𝑎 denotes the resolution
of the appearance voxel grid. The explicit appearance voxel grid
𝑽𝑎 contains information for appearance in its per-voxel features,
while the two-layer MLP 𝐹𝑎 translates the sampled features to the
color and the density.

Specifically, for each canonical query point 𝑥 , its corresponding
feature vector 𝑣𝑎 is first sampled from the appearance voxel grid
𝑽𝑎 by multi-distance interpolation [Fang et al. 2022]. Then, we feed
this feature vector together along with the view direction 𝑑 into
the 2-layer MLP 𝐹𝑎 to predict the color and the density:

(𝑐 (𝑥), 𝜎 (𝑥)) = 𝐹𝑎 (𝛾 (𝑣𝑎), 𝛾 (𝑑), \ ), (7)

where 𝑐 (·) and 𝜎 (·) denote the RGB value and the density value of
query point 𝑥 respectively, 𝛾 (·) is the positional encoding [Milden-
hall et al. 2020] mapping the feature vector 𝑣𝑎 and the view direction
𝑑 to their periodic formulation. As it is difficult to model dynamic
details and topology changes of the human face such as wrinkles
given only motion information, we additionally feed the expression
coefficients \ to 𝐹𝑎 to describe the slightly dynamic appearance.

3.2 Training
For more effective training, we first remove the background [Lin
et al. 2022], the neck, and the body part of the human body [zllrun-
ning 2019] from each video frame during the data preprocessing
phase. Then we detect face landmarks [emilianavt 2020] and obtain
expression coefficients and head poses by tracking 3DMM models
on each frame. During training, we optimize the voxel grids and
MLPs with direct photometric supervision. Moreover, we empiri-
cally find that the motion-aware neural voxels may also learn to
model the information of canonical appearances such as global
constant offset and non-zero offsets in static areas without regular-
ization. Hence, we add a regularization term to punish all non-zero
offsets of sampled points. Meanwhile, as all the offsets in the motion
voxel grid are pushed to zeros, the canonical appearance tends to
present a neutral expression. The total loss function can be formu-
lated as:

L =
∑︁
𝑟 ∈R

| |𝐼 (𝑟 ) − 𝐼𝑔𝑡 (𝑟 ) | |1 + _
∑︁
𝑟 ∈R

∑︁
𝑡 ∈T (𝑟 )

| |𝛿 (𝑟 (𝑡)) | |2, (8)

whereR denotes the sampled rays in a batch. 𝐼𝑔𝑡 denotes the prepro-
cessed ground-truth image, T (𝑟 ) denotes the distances set of the
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sampled points on rays 𝑟 , and _ denotes the weight of the regular
term.

4 EXPERIMENTS
4.1 Implementation Details
We implement our whole framework with pure PyTorch. For ex-
pression coefficients, we directly use the first 32 expression basis
of Basel Face Model [Blanz and Vetter 1999; Gerig et al. 2017]. For
appearance voxel grid of canonical appearance, we set the channel
number of feature as 4 and resolution as 643. For expression mo-
tion, the number of MVG basis is set as 32 (equal to the number of
expression coefficients). The channel number of the features is set
as 2 and the resolution of each grid is set as 163. All the MLPs in our
framework are 2-layer with 64 neurons for each hidden layer. We
uniformly set frequency number as 4 for positional encoding. For
multi-distance interpolation, we set 𝐾 as 3. Under this hyperparam-
eter setting, an average of 140ms to render a 256 × 256 resolution
image is required on one RTX 3090 GPU.

During optimization, we use Adam optimizer. The initial learning
rate is set as 1 × 10−2 for MVG basis and appearance voxel grid,
and 1 × 10−3 for all the tiny MLPs. At the 500 and 2000 iterations,
we reduce the learning rate by a third. For the loss function, we set
_ = 0.01. For ray sampling, 4096 rays and 64 points are sampled
along each ray in each iteration. The batch size is set as 1. Thus,
the time consumption of one iteration is 34ms . We train a model
for 10000 iterations in total. For the first 6000 iterations, we use
training images with 256 × 256 resolution and for the last 4000
iterations, we use 512 × 512 resolution.

We collected 9 training videos for our experiments. with 4 of
them are from HDTF dataset [Zhang et al. 2021], 1 from NeRF-
BlendShape [Gao et al. 2022a]. We additionally collect 4 videos by
a hand-hold mobile phone. Each video contains about 2000-4000
frames and we reserved the last 15% of each video solely for evalu-
ation. Meanwhile, we collect more several videos for cross-identity
reenactment task and more visualization results.

4.2 Comparisons on Render Quality
We conduct qualitative and quantitative comparisons on render
qualities between our AvatarMAV and three state-of-the-art meth-
ods DVP (Deep Video Portraits) [Kim et al. 2018], IMAvatar [Zheng
et al. 2022], and NeRFace [Gafni et al. 2021] on both self reenactment
task and cross-identity reenactment task. DVP does not reconstruct
the full head model, but directly synthesizes 2D images through
an image-to-image translation network with a controllable coarse
3DMMmodel as guidance. IMAvatar reconstructs an implicit signed
distance field based on the FLAME model. NeRFace reconstructs a
NeRF head model with 3DMM expression coefficients as condition.
In our experiments, we spend enough time for training to ensure
complete convergence for all the methods. Respectively, 1 day for
IMAvatar [Zheng et al. 2022], 1 day for DVP [Kim et al. 2018], 12
hours for NeRFace [Gafni et al. 2021], and 5 minutes for Avatar-
MAV. Since the concurrent work on NeRFBlendShape [Gao et al.
2022a] doesn’t release their training code, we only make qualitative
comparisons on training speed to their demo video in the next
section.

Qualitative comparisons on self reenactment task are shown in
Fig. 4. The results validate that AvatarMAV achieves the highest
render quality while the training time is far less than the other
methods. IMAvatar reconstructs an implicit model based on the
mesh of a FLAME template, yet the expressiveness is limited. DVP
inherits the GAN framework to generate images. But in many
cases, the generated details are not appropriate. The performance
of NeRFace is comparable to AvatarMAV, but the training time is
much longer.

Table 1: Quantitative evaluation results of AvatarMAV and
other three state-of-the-art methods on self reenactment
task. We calculate mean values on three different subjects.

Method MSE ↓ PSNR ↑ SSIM LPIPS
DVP [Kim et al. 2018] 0.0047 24.2 0.89 0.072

IMavatar [Zheng et al. 2022] 0.0041 24.6 0.92 0.131
NeRFace [Gafni et al. 2021] 0.0015 30.2 0.96 0.038

AvatarMAV 0.0014 30.4 0.96 0.038

Table. 1 shows the quantitative evaluation results. We evaluate
on four metrics: Mean Squared Error (MSE), Peak Signal-to-Noise
Ratio (PSNR), Structure Similarity Index (SSIM) and Learned Per-
ceptual Image Patch Similarity (LPIPS). Our AvatarMAV achieves
the best results in MSE and PSNR metrics, and comparable results
to NeRFace on both SSIM and LPIPS metrics.

Next, we compare AvatarMAV with these three state-of-the-art
methods on cross-identity reenactment task. Qualitative results
are shown in Fig. 5. In cases where the expression from the source
video is out of the distribution in the training data, NeRFace might
produce floating artifacts. Benefiting from our decoupling of the
dynamic and the static elements, AvatarMAV maintains better sta-
bility.

4.3 Comparisons on Training Speed
We qualitatively compare the training speed of our AvatarMAV
and two other NeRF-based methods: NeRFBlendShape [Gao et al.
2022a] and NeRFace [Gafni et al. 2021]. We train each model from
scratch, and render the corresponding image at 5s, 15s, 30s, 1min,
2min. Since our model has almost reached complete convergence
within the first 2 minutes. We do not visualize the render results
after 2 minutes. NeRFBlendshape claims that their method takes 20
minutes to converge. In our experiments, we found that NeRFace
actually only takes a few hours to converge. Note that, We use the
subject in the demo video of NeRFBlendShape[Gao et al. 2022b] for
comparison.

Qualitatively comparisons are shown in Fig. 7. Our model con-
verges with very high efficiency. In the first 30 seconds of training,
our model can complete most of the convergence after very few it-
erations. At the time of 2 minutes, our model has almost converged
(5 minutes for the complete convergence). In contrast, much more
training time is required for the other two methods.
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Figure 4: Qualitative comparisons between AvatarMAV and other three state-of-the-art methods on self reenactment task. From
left to right: IMAvatar [Zheng et al. 2022], DVP [Kim et al. 2018], NeRFace [Gafni et al. 2021], AvatarMAV and Ground Truth.
Our approach is able to converge and learn details within a short time. YouTube video IDs are listed: tUQlOFFCeOY for Chirs
Van Hollen; tvA_jbuL0Jo for Barack Obama.

5 ABLATION STUDY
5.1 Complete Voxel-based Representation
To accelerate training, our idea consists of two key points in im-
proving the representation of NeRF-based head avatar: decoupling
expression motion from canonical appearance; modeling the ex-
pression motion by motion-aware neural voxels representation. In
the following, we ablate these two components.

The first baseline no longer decouples expression motion and
canonical appearance (Without Decoupling). Given 𝑁 dimension
expression coefficients, we also establish 𝑁 corresponding voxel
grids basis but theweighted concatenation of the voxel grids directly
represent the final expressive head avatar. A 2-layer percepron is
followed to predict the color and the density values. In our expri-
ments, we set the resolution of the voxel grid basis as 643, which is
equal to resolution of the appearance voxel grid in our full method.

In the second baseline, we directly use a MLP to implicitly model
the expression motion (MLP Deformation). Specifically, for a query
point, we feed the coordinate concatenated with the expression
coefficients in to aMLPwith positional encoding to obtain the offset.
In our expriments, we use a 4-layer percepron with 128 neurons
for each hidden layer. For the canonical appearance, we still use a
neural voxel grid with a 2-layer percepron.

In this section, we evaluate our full method AvatarMAV and the
two variant baselines above. Qualitative and quantitative results
are shown in Fig. 7 and Table. 2. As the without decoupling baseline
does not decouple the expression motion from the canonical appear-
ance, the rendered images tend to be blurred. the MLP deformation
baseline benefits from decoupling and converges faster. However, it
can be observed from the images at 1min or 2min in Fig. 7 that only
voxel-based canonical appearance converges to the average state
rapidly, while MLP-based motion converges slowly. Our Avatar-
MAV combines the advantages of both decoupling and voxel-based
representation to achieve the best training efficiency. We also mark
the corresponding quantitative evaluation results (PSNR) of the
two frames, which also verified the above conclusions.

5.2 Latent Voxel
An alternative idea is to directly store offset value 𝛿𝑥 rather than
feature vector in the described MVG basis in Sec. 3.1, such that the
tiny MLP 𝑓𝑑 followed can be removed to achieve higher efficiency.
We call the architecture direct motion voxels to distinguish it from
the neural motion voxels. Meanwhile, the MVG is calculated by
weighted blending of MVG basis to match the subsequent process.
We evaluate this variant baseline qualitatively and quantitatively
as shown in Fig. 8 and Table. 2. As a result, the direct motion voxels
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Figure 5: Qualitative results of AvatarMAV and three other state-of-the-art methods on cross-identity reenactment task. From
left to right: DVP [Kim et al. 2018], IMAvatar [Zheng et al. 2022], NeRFace [Gafni et al. 2021] and AvatarMAV. YouTube video
IDs are listed: uBWJJvynXpA for Chris Talor; 5rTk831pQFM for Rand Paul; hSvTbV4wW8A for Ben Cardin; jXkU9PYwQSE for
Sam Brownback.

Figure 6:Wemake qualitative comparisons on training speed
among NeRFace [Gafni et al. 2021], NeRFBlendShape [Gao
et al. 2022a] and our AvatarMAV. Our model converges
rapidly within the first 2 minutes.

leads to a decrease in the performance. To explain, the motion field
in AvatarMAV is a backward warp field that maps the points in
the live space to the canonical space. Such a backward warp field

Figure 7: Qualitative results of two baselines and our Avatar-
MAV on self reenactment task at different points in time.
Our full method AvatarMAV can learn both high-quality ap-
pearance and expression motion faster.

is ambiguous as there exist non-linear many-to-one mappings. To
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Table 2: Quantitative evaluation results of all the ablation
baselines and AvatarMAV on self reenactment task at 30
seconds and 5 minutes. We calculate mean values on three
different subjects.

Method (30s) MSE PSNR SSIM LPIPS
Wo decoupling 0.0032 26.0 0.926 0.073

MLP deformation 0.0037 25.4 0.919 0.070
Direct motion voxels 0.0030 26.4 0.931 0.061

AvatarMAV 0.0025 27.1 0.938 0.062
Method (5min) MSE PSNR SSIM LPIPS
Wo decoupling 0.0021 28.0 0.946 0.062

MLP deformation 0.0028 26.7 0.933 0.065
Direct motion voxels 0.0023 27.9 0.945 0.053

AvatarMAV 0.0020 28.5 0.950 0.052

handle this issue, an MLP is necessary to achieve such non-linear
mapping.

Figure 8: Qualitative results of direct motion voxels and
AvatarMAV on self reenactment task (5min). AvatarMAV can
learn finer expressions.

6 LIMITATION
Although we accelerate the training speed of NeRF-based head
avatar to almost instant, there is no significant improvement in
rendering quality. As the camera poses and expression coefficients
obtained by fitting a face template are not accurate enough. Artifacts
and blurriness appear when the rendering viewpoint is away from
the front view or the expression is exaggerated as shown in Fig. 9.
On the other hand, limited by the face template, our approach can
only handle human heads, without the ability to reconstruct other
regions such as neck and upper body. In the future, we will try
to use more general parameterized representation to solve this
problem.

Figure 9: Failure cases when the rendering viewpoint is away
from the front view (left) or the expression is exaggerated
(right).

7 CONCLUSION
In this paper, we have presented AvatarMAV, a fast 3D head avatar
reconstruction method using motion-aware neural voxels. The
proposed neural-voxel-based representation of both the canoni-
cal appearance and the motion field is able to greatly accelerate the
training process. Furthermore, we have also demonstrated superi-
ority and efficiency of the proposed motion-aware neural voxels
in reconstructing complex expression-related motion. In future
work, on-line creating a 3D head avatar during live capturing pro-
cess might become feasible, which can greatly reduce the cost of
generating digital human faces. We believe AvatarMAV will in-
spire the following facial reenactment researches, and the proposed
motion-aware neural voxels could further broaden the applications
of dynamic NeRF.
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