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ABSTRACT

This work develops a compute-efficient algorithm to tackle a fun-
damental problem in transportation: that of urban travel demand
estimation. It focuses on the calibration of origin-destination travel
demand input parameters for high-resolution traffic simulation
models. It considers the use of abundant traffic road speed data.
The travel demand calibration problem is formulated as a continu-
ous, high-dimensional, simulation-based optimization (SO) problem
with bound constraints. There is a lack of compute efficient algo-
rithms to tackle this problem. We propose the use of an SO algorithm
that relies on an efficient, analytical, differentiable, physics-based
traffic model, known as a metamodel or surrogate model. We formu-
late a metamodel that enables the use of road speed data. Tests are
performed on a Salt Lake City network. We study how the amount
of data, as well as the congestion levels, impact both in-sample and
out-of-sample performance. The proposed method outperforms
the benchmark for both in-sample and out-of-sample performance
by 84.4% and 72.2% in terms of speeds and counts, respectively.
Most importantly, the proposed method yields the highest compute
efficiency, identifying solutions with good performance within few
simulation function evaluations (i.e., with small samples).
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1 INTRODUCTION

Traffic mi crosimulation so ftware is a widely used to ol to plan
changes in the city by simulating the impact of those changes
before implementing them in the real-world. To assess the impact
of large-scale changes it is important that the simulator be well
calibrated to the traffic conditions of the actual network. These
settings include the Origin-Destination (OD) demands which de-
termines the amount of traffic flows on the network. Most often,
the ground truth (GT) data available for OD calibration is spatially
sparse vehicular count data on segments [7]. Work that includes
GT speed data include [2, 3]. In this paper, we focus on the use
of non-spatially sparse segment (i.e., a road/link) speed data for
travel demand calibration of traffic microsimulation models. An
efficient method to solve the proposed optimization problem is pre-
sented and compared with an existing algorithm for speeds-based
calibration from the literature.

Demand calibration problems of microsimulation models are
simulation-based, stochastic, nonlinear and high dimensional prob-
lems. A sample efficient algorithm for OD demand calibration using
vehicle count data on large-scale networks is presented in [7] which
exploits a physics-based metamodel to perform efficient calibra-
tion. This approach uses a low-resolution analytical traffic model to
convert the OD demands which are the features of the problem to
segment counts and further uses a statistical model as simple as a
linear regression model to learn the difference between the counts
generated by the analytical traffic model and the simulation. This
results in a loss function that is differentiable making it compatible
with efficient gradient-based solvers. The present work extends
the approach from [7] to speeds-based OD demand calibration for
urban road networks, while making the following contributions.

We propose a novel metamodel formulation that is scalable and
computationally efficient. It is based on a novel relationship be-
tween segment demands and segment speeds [4], known as the
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fundamental diagram (FD), in calibration which is appropriate for
arterial/urban segments compared to existing studies [7]. The pro-
posed approach is tested under different levels of sparsity of seg-
ments with GT speed data to assess the value of the amount of
speed data in calibration.

2 METHODOLOGY

An urban area is discretized into traffic analysis zones (TAZs), which
can serve as origins or destinations for trips. Pairs of TAZs are
referred to as origin-destination (OD) pairs. In this work, we focus
on the offline calibration of demands for a subset of all OD pairs
such that the simulated traffic metrics are close to the ground truth
(GT) metrics. The problem considered in this work can be defined
as follows:

Problem 1. Given the GT speeds for a set of segments on the
network, what are the demands that can be loaded onto the OD pairs
in a microsimulation model?

The above problem can be written as an SO problem with the
OD pair demands as features and the error between the simulated
speeds and the GT speeds as the loss function. A detailed description
of the optimization problem is given below.

To formulate the calibration problem, we introduce the following

notation:
x: feature vector (i.e., vector of hourly OD demands),

T: set of segments with GT speeds,

f(x): simulation-based loss function,

u1: vector of endogenous simulation variables,
us: vector of exogenous simulation parameters,

UIGT: GT measurement of average (space mean) speed of segment i,

Elvi(x,u1;uz)]: expected (space mean) speed of segment i,
xy: vector of upper bounds on the hourly OD demands,
v}maxz speed limit of segment i,

wi: loss function weight corresponding to segment i.

The optimization problem is formulated as follows:

min f(x) = = > wifT - Eloi(xuiu))? ()
x 7] :
iel
st. 0<x<uxy (2)
Here, |7 | denotes the cardinality of the set 7. The loss function
of the problem is the minimization of the weighted mean squared
error between the GT measurements of speeds and the correspond-
ing expected speeds E[v; (x, u1; uz)] from the simulator. The corre-
sponding segment weight w; in this work is defined as:

6T U?T }

wj = min{v;n—ax, 1- U;nax

This weight term represents the importance of a segment for cal-
ibration which in this case implies that we put a lower weight
on segments for which the GT speeds are either very close to the
speed limit or are very close to 0 m/s. This is because traffic in these
regimes is known to have a many-to-one relationship between
counts and speeds (and hence demands and speeds) [4] which
makes them less valuable than other segments which have a unique
relationship between demands and speeds and thus drive the solver
to a unique solution. Besides the feature vector, the expected space-
mean speed of segments depend upon the endogenous variables u;
such as queue lengths and travel time, and exogenous parameters
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uy such as segment attributes, car-following parameters, network
topology, and route-choice probabilities among other parameters.
Unlike [7], here we do not consider a regularization term in the
formulation.

Physics-informed Metamodel Algorithm

To solve the optimization problem presented in (1)-(2), we propose a
physics-informed metamodel algorithm inspired by [7] and [8]. This
approach approximates the simulation-based and non-differentiable
optimization problem loss function (1) with an analytical and differ-
entiable metamodel, or surrogate model. The chosen metamodel is
a combination of an analytical component relating the features with
the loss function through a known physics-based or traffic-based
relationship, and a general-purpose, traffic agnostic, functional com-
ponent which is a statistical model (in this case a linear model) that
aims to learn the difference between the analytical physics-based
model and the simulator through the feature vector. In simpler
terms, the functional component is trained on the difference be-
tween the loss function calculated using the analytical physics-
based model and that calculated using the simulator. The resulting
problem is differentiable and can be solved with the help of efficient
gradient-based algorithms. The metamodel algorithm is an itera-
tive approach: at every epoch of the SO algorithm, new simulation
function evaluations become available, the metamodel parameters
are then trained or updated, so as to bring the metamodel closer to
the actual simulation-based loss function. The newly trained meta-
model is then used to solve an analytical and differentiable opti-
mization problem, the solution of which is evaluated via simulation,
leading to new simulation function evaluations. The optimization
problem solved at every epoch is known as the metamodel opti-
mization problem. To formulate it, we define the following notation.

k: algorithm epoch,

my.: metamodel function at epoch k,

Pr: parameter vector of metamodel my.,

Bk, j: scalar element j of the parameter vector,

fa(x): physics-based analytical approximation of the

optimization problem loss function (1) provided by an

analytical traffic model,

¢ (x; Pr): functional component of the metamodel my,

xz: expected hourly demand for OD pair z,

Z: set of indices of OD pairs Z = {1,2,...,20},

Endogenous variables of the analytical traffic model

0?: physics-based analytical speed on segment i,

qi: expected hourly demand for segment i,

q: vector of expected hourly demands,

Exogenous parameters of the analytical traffic model

A: matrix to map OD demands to segment demands,

al.l, al.zz FD parameters for segment i,

q?axz maximum demand for segment i,

o™ minimum speed on segment i.
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The metamodel optimization problem at any epoch k is written
as follows:

min - my(x; fr) = Profa(x) + ¢ (x; fr) 3)
1 a
st fat) = i ; wi(of T —0?)? )
$(x ) = Prn + ) Proeits 6)
zelZ

|

O ) (1 - (qiﬁ) ) VieI (6)
1

q = Ax (7)

0<x<xy (©)

The physics-based analytical component (4) of the metamodel is
defined as the weighted mean squared error between the ground
truth (GT) speeds and the physics-based analytical speeds, corre-
sponding to the first expression in the loss function (3). The physics-
based analytical model is defined using a recently proposed FD for
urban segments (6) in [4] , which relates the segment speeds to
segment demands, and (7), which relates the segment demands to
OD demands. Therefore, the physics-based analytical component
gives an approximate analytical relationship between the feature
vector which consists of the OD demands and the loss function of
the SO problem (1). In this work, we assume that the route choices
are exogenous and independent of the actual flow of traffic at any
epoch. Therefore, A which is also known as the assignment matrix
is fixed. Out of the parameters of the FD model, v}max, v?‘in, and q?“ax
are considered fixed for each segment and set based on observed GT
data. On the other hand ail and (xiz are either fitted based on simu-
lated traffic data for the network or assigned according to observed
values from the literature [4]. The functional component ¢(x, fi)
is a linear model defined using the OD demands. More details on
metamodel training can be found in [7]. The bound constraints are
the same as in the original problem (2).

3 SALT LAKE CITY CASE STUDY

This study uses a network model of Salt Lake City, Utah, created
with SUMO [5]. The network has 15,254 segments, including 2,282
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major arterial segments on which traffic is observed in this study. It
also has 2,818 intersections, of which 94 are signalized. We consider
62 origin-destination (OD) pairs in the network. Each of the 62 ODs
has three possible routes, resulting in a total of 186 routes across
the network. We use a synthetic OD demand set as ground truth
(GT) demands. Demands are generated for the 62 OD pairs similar
to [6]. GT field data is obtained from 10 simulation runs using the
GT OD demands. We assume that no historical data is available
about the GT demands. Therefore, we initiate the algorithm with a
uniformly sampled random set of OD demands. The primary evalu-
ation metric used to judge the quality of the calibrated demands is
the normalized-root mean squared error (nRMSE) [1].

We benchmark our speeds-based OD demand calibration ap-
proach against SPSA algorithm [9] on 3 sets of GT segments grouped
by congestion level in a synthetic GT simulation:

e 331 segments with speed/speed-limit < 0.8
e 456 segments with speed/speed-limit < 0.9
o 2,282 segments with speed/speed-limit < 1.0

For each set of GT segments, we run each algorithm 5 times. An
algorithm run is terminated once a total of 250 ODs have been
simulated. Final nRMSE estimated are obtained by averaging over
5 simulation replications.

Plots of simulated speeds from calibrated demand against GT
speeds for each segment set used for calibration are shown in Figure
1. Each point represents a segment, with the y-axis denoting aver-
age simulated speed over 5 calibration runs and the x-axis denoting
GT speed. Error bars have a half-width of one standard deviation
in simulated speeds over the 5 runs. Ideally, after calibration, sim-
ulated speeds should equal GT speeds. The top histogram shows
the number of segments around the GT speeds on the x-axis, and
the right histogram shows the number of segments with simulated
speeds around the values on the y-axis. In, Figure 1, we compare
the plots of columns 1 (SPSA plots) and 2 (metamodel plots) and
it shows that the proposed approach outperforms SPSA in terms
of fit to GT data. This holds for all three sets of segments (i.e., all
three rows of plots).

Table 1 shows the in-sample and out-of-sample average nRMSE
in speeds and counts for each segment set used for calibration,
as well as the average nRMSE for initial demands. The in-sample

Table 1: Average nRMSE over 5 runs of speeds-based calibration using the metamodel-based approach and SPSA along with
that obtained using the initial demands (marked with ‘-’ in the algorithm column).

#in-sample #out-of-sample Algorithm In-sample nRMSE, evaluated over: ~Out-of-sample nRMSE, evaluated over:
segments segments
speeds counts speeds counts
331 1,951 metamodel-based  0.346 0.603 0.212 0.884
SPSA 0.593 1.118 0.396 1.534
- 0.718 1.231 0.438 1.72
456 1,826 metamodel-based  0.171 0.372 0.048 0.488
SPSA 0.542 1.028 0.380 1.356
- 0.628 1.304 0.438 1.735
2,282 0 metamodel-based  0.049 0.387 - -
SPSA 0.315 1.394 - -
- 0.461 1.624 - -
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Figure 1: Simulated vs. GT speeds for SPSA (left) and meta-
model (right) calibrated demands. Top, middle, and bottom
rows show results for calibration with 331, 456, and 2,282
segments, respectively. The x = y line is shown for refer-
ence.

nRMSE in speeds is the primary measure of convergence, as it is
directly related to the metric minimized in the optimization problem.
The average out-of-sample nRMSE in speeds and in-sample and out-
of-sample nRMSE in counts are secondary measures of calibration
performance. Over the three sets of segments used for calibration,
the proposed approach improves the in-sample nRMSE in speeds
by 41.6%, 68.4%, and 84.4% compared to SPSA, and the in-sample
nRMSE in counts by 46.1%, 63.8%, and 72.2%, respectively.

The performance of the proposed approach improves with the
number of in-sample segments. The in-sample nRMSE in speeds de-
creases by 51.7%, 72.7%, and 89.2%, respectively, and the in-sample
nRMSE in counts decreases by 51.0%, 71.5%, and 76.1%, respectively,
compared to the speeds simulated using the initial demand. The
out-of-sample nRMSE in speeds decreases by 51.6% and 89.0% over
the 331 and 456 segment cases, and the out-of-sample nRMSE in
counts decreases by 48.6% and 71.8%, respectively. The percentage
improvement over initial statistics increases with the number of
segments used for calibration.

Out-of-sample nRMSE in speeds is smaller than in-sample nRMSE,
which makes sense since out-of-sample segments mostly contain
free-flow speeds that are easier to calibrate. The nRMSE in counts
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for the 331-segment case is large compared to acceptable levels ob-
served in past work [10], but it reduces to closer to acceptable levels
with more segments, especially in-sample. Note that the nRMSE
values in Table 1 cannot be directly compared between segment
sets because they contain different in-sample segments.

4 CONCLUSION

This paper proposes an efficient metamodel-based approach for
calibrating OD travel demands for urban road networks using GT
speed data. We test the method under different data sparsity levels.
Our numerical study shows that speeds-based calibration improves
the fit to GT speeds by 89.2% and the fit to GT counts by 76.1%
compared to the initial demands, with abundant data. It also shows
the value of speed data, with increasing the number of segments
with GT speed data improving the fit to both speeds and counts by
42.0% and 48.8%, respectively. The proposed approach outperforms
SPSA, a popular calibration algorithm, by 84.4% and 72.2% in terms
of the fit to GT speeds and counts, respectively, under the same
computational budget. Future work will investigate how abundant
speed data can help mitigate the underdetermination (ill-posedness)
of calibration problems, which is critical for using traffic models to
perform counterfactually robust transportation analysis.
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