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Non-volatile memory (NVM) technologies are widely adopted in data storage solutions and battery-powered
mobile and IoT devices. Wear-out and energy efficiency are two vital challenges facing the use of NVM. In
Hamming Tree, we propose a software-level memory-aware solution that picks the memory segment of where
a write operation is applied judiciously to minimize bit flipping. It has been shown that reducing bit flips leads
to reducing energy consumption and improving write endurance. We performed real evaluations on an Optane
memory device that show that Hamming Tree can achieve up to 67.8% reduction in energy consumption.
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1 INTRODUCTION
Non-Volatile Memory (NVM) has the potential of transforming the memory architecture in data
management systems due to their characteristics such as persistence, high density, and byte
addressability [23]. However, NVM technologies suffer from two main challenges: (1) NVM write
operations demand a significant amount of current and power. For flipping an individual bit in PCM,
it requires around 50 pJ/b, compared to writing a whole DRAM page that only needs 1 pJ/b [6, 34].
(2) NVM has low write endurance (the number of writes that can be applied to a segment of storage
media before it becomes unreliable.) NVM write endurance is in the order of 108–109 writes, which
is significantly lower than DRAM write endurance in the order of 1015 writes [32, 34, 41].

To overcome the energy consumption and write endurance problems in NVM, two approaches
were developed. The first approach develops hardware-based write optimization techniques that are
mostly based on a Read-Before-Write (RBW) pattern [56]. In RBW, a write operation𝑤 to a memory
location 𝑥 is always preceded by a read of 𝑥 . The value to be written by𝑤 is compared with the old
content of 𝑥 , and only the bits that are different are written. This reduces the number of flipped
bits, which reduces energy consumption and increases write endurance [56]. Other approaches
build on RBW as we discuss in the related work section [1, 10, 15, 28, 45].
The second approach tackles the problem of energy consumption and write endurance by

minimizing Write Amplification via techniques such as caching [3, 9, 44], delayed merging [29,
37], or by designing specialized data structures that require fewer writes [59]. However, these
methods conflate the problem of energy efficiency and write endurance with the problem of write
amplification. Although in most cases a technique that leads to reducing write amplification has
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the side-effect of increasing energy efficiency and write endurance, they do not enable reaching the
full potential of such improvements that can be attained with bit flip reduction because they focus
on decreasing the number of written words instead of bit flips. For example, Path Hashing [59]
and NoveLSM [29]—that reduce write amplification—do not reach the full potential of improving
energy efficiency compared to bit flip-reduction techniques (Section 4).

These existing methods, in which writes are generally updated in place, miss a crucial opportunity
to increase energy efficiency and write endurance significantly. This opportunity is to be memory-
aware. Prior methods pick the memory location for a write operation arbitrarily (new data items
select an arbitrary location in memory, and updates to data items overwrite the previously-chosen
location.) This misses the opportunity to judiciously pick a memory location that is similar to the
value to be written (in terms of their hamming distance.) When the new value and the value to be
overwritten are similar, this means that the number of bit flips is going to be lower. Reducing the
number of bit flips increases write endurance and reduces power consumption [26, 31–34, 51, 57].

To enablememory-awareness, the supported data structure needs to perform out-of-place updates.
This may introduce some performance overhead when updating data. However, the advantage of
enabling memory-awareness outweighs the overhead caused by making the data structure perform
out-of-place updates. We show this experimentally with evaluations with a high percentage of
updates in the workload.
We augment existing data stores with our proposed software-level data storage layer called

Hamming Tree. Hamming Tree is designed for NVM-based data management systems to increase
energy efficiency and write endurance by enabling existing indexing structures to select a memory
location for their writes that would minimize bit flips. To this end, Hamming Tree maps all available
(free) memory locations according to their hamming distance. When a write𝑤 is invoked, Hamming
Tree is traversed to find a free memory location with content similar to the value of𝑤 . Hamming
Tree’s design innovation is based on employing a recursive method of comparing the density of 0/1
bits for each free memory segment.
In our evaluation, we augment Hamming Tree with four existing indexing structures: B+-tree,

LSM-based persistent K/V store called NoveLSM [29], a cache optimized NVM index called FP-
Tree [44], and a write-friendly hashing scheme [59]. We performed real evaluations on an Optane
memory device that show that Hamming Tree can reduce energy consumption by up to 67.8%.

2 BACKGROUND
2.1 System Model
The system model consists of hardware and software components. We assume the use of existing
hardware components and do not require any special hardware. In hardware, we consider a hybrid
DRAM-NVM architecture, where both devices are placed on the memory bus. The NVM device, in
addition to the memory segments, contains a memory controller that intercepts all operations to
NVM. The memory controller may utilize a wear leveling solution that swaps memory segments
periodically. The details of wear leveling methods are typically proprietary. However, prior work has
indicated that wear leveling approaches perform a memory segment swap every 𝑘 write operations
(we provide some details of these approaches in the related work section.) Typically, the value of
𝑘 is in the order of 10s of writes [26]. Some memory controllers also adopt bit flipping reduction
technologies such as ones based on RBW [10, 15, 22]. We implement our Hamming Tree solution in
the software-level. Hamming Tree is a storage layer that sits between software applications (such
as data stores) and the hardware components. Therefore, Hamming Tree can be thought of as a
library that can be used by existing data storage systems.
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Fig. 1. Total memory energy consumption on a real Intel Optane memory device for read and write operations
with different percentages of hamming distance.

Fig. 2. The write latency in a real Intel Optane memory device for different percentages of hamming distance.

2.2 Motivation: Software-Level Bit Flip Reduction
To see how bit flip reduction affects the system’s energy consumption and performance, we have
conducted a simple experiment on a real Optane memory device. We used the Persistent Memory
Development Kit (PMDK) [46], formerly known as NVML. In this test, first, we allocate a contiguous
region of N Optane blocks of 256B. During each “round” of the experiment, we first initialize all
the blocks with random data, and then update the blocks with new data with content that is x%
different than the data that is already in the block (hamming distance). We use PMDK’s transactions
to persist writes. We measure the energy consumption of the socket for each round. Fig. 1 shows
that overwriting similar content, which needs less bit flipping, consumes less energy. This shows
that reducing bit flips has the potential of better energy efficiency. Furthermore, it shows that
this can be achieved by solutions in the software-level, despite the interference of the memory
controller and other software/hardware components (we discuss this further in the rest of the
section.) Fig. 2 shows that write latency also improves when bit flips are reduced. This can offset
some of the overhead introduced by software-level methods to pick memory segments that would
reduce bit flips, such as Hamming Tree.

One potential problem that might arise when using a software-level method to control where a
new write is applied in the NVM device is that the memory controller’s wear leveling method might

Proc. ACM Manag. Data, Vol. 1, No. 2, Article 182. Publication date: June 2023.



182:4 Saeed Kargar and Faisal Nawab

0

200

400

600

1 2 4 8 16 32 64 128Av
e.

 N
o.

 o
f b

itf
lip

s/
51

2 

Swapping Period

TBWL Start-Gap FNW DCW Hamming-Tree

Fig. 3. The average number of bit updates for different wear-leveling techniques when the swapping period
changes. (TBWL: Table-based Wear-Leveling [58], Start-Gap [47], FNW: Flip-n-Write [10], DCW: Data
Comparison Write [15])

interfere with the process. Specifically, the wear leveling algorithm might swap the destination
memory segment before the write operation is applied to it. However, swapping in wear leveling
methods—as we describe in more details later—is only applied once every 𝜓 writes, where 𝜓 is
typically in the order of tens of writes [26, 30]. Therefore, swapping only affects the memory
location choice of Hamming Tree once every𝜓 writes. We show in our evaluations that Hamming
Tree achieves significant improvement over other methods even with a small number𝜓 .

The potential of reducing bit flips using software-level solutions overcomes two challenges that
faced hardware-based solutions: The first is that to be deployed on hardware, algorithms need to be
small and simplistic—in terms of computation power and memory—to fit in the memory controller.
The second limit is that developing hardware-based methods is not accessible to researchers and
practitioners. This is evident by how most storage solutions for wear leveling and bit flip reduction
are proprietary and require manufacturing new hardware to implement a new solution.
Fig. 3 shows our results comparing software-level Hamming Tree with hardware-level wear-

leveling and bit flip reduction techniques (We list the names and references of the compared
functions in the figure’s caption and discuss some of them in more detail in the related work
section.). In this test, we used Amazon Access Samples Data Set [17], which is described in the
evaluation section. The figure shows the performance of Hamming Treewhile varying the frequency,
𝜓 , of the underlying wear-leveling swapping of memory segments (this experiment utilizes an
emulation of the memory controller as such parameters cannot be manipulated on real memory
controllers.) When the frequency 𝜓 is 1, then the swap is performed for every write operation,
which means that Hamming Tree’s judicious memory segment choice is swapped. This leads
to not observing the benefits of the software-level approach. (A low 𝜓 value is also not good
for hardware-based methods because it means that more bit flips are incurred due to frequent
swapping.) However, as we increase𝜓 to normal levels, Hamming Tree shows that software-level
approaches are capable of significant improvement beyond what is achievable by hardware-level
methods.
It is worth noting that although we provided our results on Optane, which is one type of PCM,

Hamming Tree is applicable to other phase change material-based technologies, such as phase-
change random access memory (PRAM) and Resistive RAM (RRAM), which can benefit from bit
flip reduction. Since Hamming Tree’s main focus is to improve the energy consumption of the
system, our proposed method can be especially attractive to the applications that use low-power
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PCM devices due to relying on energy-harvesting systems or batteries [7], such as the Internet of
Things (IoT) and mobile devices, in which conserving power is one of the main concerns [5, 42].

2.3 Related Work
Local write optimizations (Hardware-level techniques). Some methods focus on reducing
the number of bit flips through the Read-Before-Write (RBW) technique [10, 15, 28]. For example,
Flip-n-Write (FNW) [10] compares the current content of the memory location (the old data) with
the content to-be-written (the new data). This enables FNW to decide whether to write the new
data in its original format or to flip it before writing it if that leads to reducing the number of bit
flips. CDE [15] is another example, which finds common patterns and then compresses data to
reduce the number of bit flips in NVM. Like Flip-N-Write, CDE replaces a write operation with
a read-modify-write process after comparing the new data and the old data bit by bit. Similarly,
Captopril [28] masks “hot locations”, where bits are flipped more, to reduce the number of bit flips.

Wear leveling. Wear leveling [10, 15, 26, 47, 51, 57] aims to extend the lifetime of NVM devices.
It does so by distributing the writes evenly across the memory blocks of NVM so that no hot
area reaches its maximum lifespan by extremely high concentration of write operations [8]. This,
however, means that wear leveling does not reduce the actual number of bit flips for writes—it only
distributes them across the device. This means that benefits of reducing bit flips in terms of energy
efficiency would not be observed with wear leveling. Additionally, combining wear leveling with
bit flipping reduction can achieve further improvement in the lifespan of NVM devices. This is
especially the case since distributing writes by itself is susceptible to rapid wear-out as previous
work has shown [25, 40].

Local write optimizations (software techniques). There are methods that focus on reducing
the number of bit flips at the software level without the need for special hardware.
Recently, many applications from power systems to storage systems and database systems use

deep learning as a feasible alternative that can provide low dimensional learned features with lower
preprocessing and training delay while preserving intrinsic local structure in data [2, 19, 30, 54].
In [6], the authors designed new data structures based on the idea of pointer distance to reduce the
number of bit flips. Predict and Write (PNW) [31] uses a clustering-based approach to extend the
lifetime of NVMs. Like the previous method, PNW also targets bit flip reduction through software
techniques. PNW suffers from two challenges that Hamming Tree overcomes. First, PNW relies
on machine learning to cluster memory locations based on their content. This is an expensive
process that incurs high overhead stemming from the data pre-processing step, which needs
applying expensive dimension reduction techniques, and the training/prediction steps, which are
all relatively expensive. Hamming Tree, in comparison, is faster due to building on a conventional
tree-based structure. Second, PNW adopts a clustering technique which means that the granularity
of mapping memory location is the cluster. This leads to potential inaccuracies. Hamming Tree,
on the other hand, maps at the granularity of the memory location, which enables finding more
similar candidates for new writes. We compare with PNW in the evaluation section.
E2-NVM [30] is another software-level memory-aware solution to improve energy efficiency

and write endurance of NVMs using deep learning. In this method, memory locations are selected
judiciously for new writes and updates, which results in reducing bit flipping and improving the
energy efficiency and write endurance of NVM devices. Similar to Hamming Tree, E2-NVM can be
augmented with existing data stores to make them memory-aware.

Reducing write amplification. Many data storage and indexing solutions target the reduction
of write amplification to optimize the utilization of I/O bandwidth [3, 9, 29, 37, 44, 59]. With the
introduction of NVM to the memory hierarchy, it turns out that reducing write amplification can
have the positive side-effect of improving energy efficiency and write endurance since fewer data
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Fig. 4. The storage and memory layout of Hamming Tree.

is written. Nevertheless, reducing write amplification does not enable reaching the full potential
of such improvements that can be attained with bit flip reduction [6, 31]. This is because—unlike
flash—NVM cells are written individually, which means that the number of flipped bits is more
critical to optimize than the total number of written words [6]. In the evaluation section, we show
how Hamming Tree achieves better energy efficiency when compared to methods that rely on only
reducing write amplification.
Missed opportunity. Although the mentioned techniques can reduce the bit flip rate in the

word level, they miss an opportunity to significantly reduce bit flipping. This opportunity is to be
memory-aware, which enables us to judiciously select memory locations for write operations that
would minimize bit flipping and thus improve the energy efficiency and lifetime of NVM devices.

3 HAMMING TREE DESIGN
In this section, we present the design of Hamming Tree. Our objective is to select memory locations
for the incoming writes that minimize the hamming distance, and hence, the number of bit flips.
Hamming Tree is a data structure that achieves this objective through organizing free memory
locations based on their hamming distance. In a regular system, where updates are applied in place,
there exists only one option to write the data and hence the reduction of bit flips with techniques
such as FNW [10] is limited. Hamming Tree, on the other hand, determines the best existing free
memory location in terms of hamming distance to minimize the number of bit flips. Hamming
Tree can be built on any tree-based data structure, such as B-Tree or RB-Tree (in this paper, we use
B-Tree). Then, Hamming Tree can be used as a storage layer for data indexes in applications or
data stores. The data indexing structure handles the regular—application-level—indexing of keys
and values, and Hamming Tree handles the storage-level mapping of free memory locations for
future writes and updates. There are no restrictions on which indexing structures can be used as
long as they support key-value operations. Therefore, we can augment a wide-range of indexing
structures such as ones based on B-Trees, LSM, hash tables, and others with Hamming Tree. We
show how Hamming Tree can be augmented with various solutions throughout the design and
evaluation sections.

3.1 Overview and System Model
Hamming Tree is a DRAM-NVM based data structure that can be added to existing data indexing
technologies—whether they are designed for NVM or not—to improve their performance in terms
of NVM write endurance and energy consumption. For this work, we assume a hybrid memory
architecture. In this architecture, both DRAM and NVM are on the same main memory level, which
means that managing them can be done under a single physical address space [16]. Fig. 4 shows
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L = # of ‘1’s in data [l , ⌊(l + r) /2⌋]
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Diff_data2 < 0 

Diff_data2 – Diff_data1

Fig. 5. The comparison method in Hamming Tree.

an example of the storage and memory layout of Hamming Tree. The indexing data structure
(here shown as a tree data structure) is indexing memory locations that are used (the blue memory
locations contain the values of allocated data objects). Hamming Tree indexes free memory locations
according to their contents’ hamming distance (the green memory locations are free to be used by
future writes).

Hamming Tree Mapping Intuition. Whenever there is a need for updating memory in-place,
the number of bit flips depends on the hamming distance between the old data—currently in the
memory location— and the new data, which is going to overwrite the memory location. Like the
other memory-aware techniques, such as PNW [31], Hamming Tree reduces bit flips by avoiding
in-place updates and, instead, finding a new memory location for each write that would minimize
the hamming distance. By placing the write operation in the right memory location that minimizes
the hamming distance between the old and the new data, the number of bit flips can be significantly
reduced. Hamming Tree uses an underlying indexing structure such as B-Tree or RB-Tree, to map
available (free) memory locations of NVM. The only difference between Hamming Tree and other
tree-based indexing data structures is the way it compares the items and orders them; Hamming
Tree orders free memory locations according to their hamming distance. For example, in a regular
B-Tree, number 1 is ordered before number 8 because 1 is less than 8. However, in Hamming Tree
the two numbers are compared and ordered based on the density of 0 and 1 (0/1) bits. Specifically,
the intuition behind Hamming Tree is to map memory locations that have the same density of 0/1
bits in different segments together. For instance, the memory locations with a high density of 1’s in
the left-most segments are considered smaller than others; memory locations with a high density
of 1’s in the center-most segments are considered in the middle; and memory locations with a high
density of 1’s in the right-most segments are considered larger than others. The spectrum between
these extremes is mapped according to the density of 0/1 bits in smaller segments of each memory
location. With this mapping, Hamming Tree enables a new write to find a memory location that
matches its density of 0/1 bits, which means that the selected memory location’s bit-wise content
is similar to the new write content. This leads to reducing bit flips as the new write is applied to a
memory location with similar content.
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Fig. 6. An example of how Hamming Tree is formed.

Hamming-Distance-BasedComparison Function. Fig. 5 shows the flowchart of theHamming
Tree comparison method. The comparison of two items d1 and d2 starts by measuring the density
of 1’s to 0’s between the left half and the right half of the data items. A “Diff” function returns the
difference of the number of 1 bits in the right segment to the number of 1 bits in the left segment (a
positive Diff value represents that the number of 1’s in the right segment is higher than the left
segment, and vice versa). Diff is applied to both d1 and d2 and they are compared. As shown in
Fig. 5, the values of “l” and “r” are pointers to the beginning and the end of the higher density
part of the data items being compared, and they change as the “Diff” function is called in the next
steps. If the size of the memory segment is n bits, the initial values of l and r would be 0 and n-1,
respectively, and they change in the next calls depending on the density of 1’s in the data item. If
Diff(d1) is smaller than Diff(d2), then d2 is considered greater than d1 (this reflects that a higher
density of 1’s in the right segment translates to being bigger). Similarly, if Diff(d1) is greater than
Diff(d2), then d1 is considered bigger than d2. If Diff(d1) and Diff(d2) are equivalent, then we
recursively measure the density difference in the half with more 1’s. This continues until we find a
segment of an item that has a higher density compared to the corresponding segment of the other
item, and then they are ordered accordingly.

Hamming Tree Evolution. Fig. 6 illustrates an example of Hamming Tree which is built on a
B-Tree of order m=3. Initially, the tree has item ’0000𝑏 ’ (represented in bits). Then, ’0001𝑏 ’ (with Diff
= R-L = 1) is added to the right of ‘0000𝑏 ’ with Diff = 0. This is because Diff(0001𝑏 )=1 is larger than
Diff(0000𝑏 )=0 (see the flowchart in Fig. 5). Then. when the next item ‘1000𝑏 ’ is added to Hamming
Tree, it is placed on the leftmost position because its Diff is -1, which is less than others (step 2). In
this step, all the three items are inserted at the root node because this is a B-Tree of order m=3.
Let us now insert item ’1100𝑏 ’. Since root node is full, in step 3, it will first split into a root and
two child nodes, then item ’1100𝑏 ’ will be inserted into the appropriate child node. Based on the
flowchart in Fig. 5, the reason that item ’1100𝑏 ’ is directed to the left child is that Diff(1100𝑏 )=-2 is
less than Diff(0000𝑏 )=0. Likewise, in the left child, because Diff(1100𝑏 )=-2 is less than Diff(1000𝑏 )=-1,
it is inserted to the left of item 1000𝑏 . The rest of the items are added one by one in the same way
(step 4).

Hamming Tree Density Comparison Arithmetic. In the following, we first define various
operations on density magnitude representations (i.e., <𝑐 , >𝑐 , =𝑐 , ≥𝑐 , ≤𝑐 )1, and then show that the
density comparison in Hamming Tree, which is based on the density magnitude representations, is
totally ordered. We prove total order by showing that the comparison function ensures reflexivity,
antisymmetry, transitivity, and trichotomy [13, 49].
Assume two memory segments P1 and P2—b bits long. Our definitions below are based on

comparing the density difference (𝑑𝑑) of 1’s between the right and left halves of the sub-segment
q—𝑏/2𝑖 bits long—of the memory segment P1 in the 𝑖𝑡ℎ recursive call, 𝑑𝑑 (𝑃1, 𝑞, 𝑖), and the density

1To avoid confusion, we use the subscript 𝑐 with the operations (for example, ≥𝑐 ) to denote operations for comparison
arithmetic to distinguish them from regular arithmetic.
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difference of P2 in the 𝑖𝑡ℎ recursive call, 𝑑𝑑 (𝑃2, 𝑞, 𝑖), as binary numbers. Notice that we keep
calling 𝑑𝑑 recursively from 𝑖 = 0 to 𝑖 = 𝑙𝑜𝑔2 (𝑏) until, in the 𝑖 = 𝑘𝑡ℎ call ( 0 ≤ 𝑘 < 𝑙𝑜𝑔2 (𝑏)),
𝑑𝑑 (𝑃1, 𝑞, 𝑘)! = 𝑑𝑑 (𝑃2, 𝑞, 𝑘).

Definition 1: 𝑃1 ≥𝑐 𝑃2 if and only if 𝑑𝑑 (𝑃1, 𝑞, 𝑖) ≥ 𝑑𝑑 (𝑃2, 𝑞, 𝑖) for the first 𝑖 where for all smaller
𝑖’s, they are equal. For example, consider that 𝑃1 = 0011 and 𝑃2 = 1100 (b=4); here, since for 𝑘 = 0,
𝑞 = 𝑏/2𝑖 = 4/1 = 4, 𝑑𝑑 (𝑃1, 4, 0) = 2 − 0 = 2, and 𝑑𝑑 (𝑃2, 4, 0) = 0 − 2 = −2, 𝑃1 ≥𝑐 𝑃2.

Definition 2: 𝑃1 =𝑐 𝑃2 if and only if 𝑑𝑑 (𝑃1, 𝑞, 𝑖) = 𝑑𝑑 (𝑃2, 𝑞, 𝑖) for all i in range [0, 𝑙𝑜𝑔2(𝑏)). For
instance, consider that P1=1011 and 𝑃2 = 0111; since for 𝑖 = 0, 𝑑𝑑 (𝑃1, 4, 0) = 2 − 1 = 1 equals to
𝑑𝑑 (𝑃2, 4, 0) = 2 − 1 = 1, we call the function for 𝑖 = 1, which yields in 𝑑𝑑 (𝑃1, 2, 1) = 1 − 1 = 0 and
𝑑𝑑 (𝑃2, 4, 1) = 1 − 1 = 0. Since, there does not exist any 𝑖 = 𝑘 such that 𝑑𝑑 (𝑃1, 𝑞, 𝑖)! = 𝑑𝑑 (𝑃2, 𝑞, 𝑖),
𝑃1 =𝑐 𝑃2.

Now Let P be a set of memory segments, and let ∼ be a comparison relation ≥𝑐 , ≤𝑐 , or =𝑐 on P.
Lemma 1: (Reflexivity) For all x ∈ P x∼x.
Proof: Calling 𝑑𝑑 (𝑥, 𝑞, 𝑖) on both sides will result in 𝑑𝑑 (𝑥, 𝑞, 𝑖) = 𝑑𝑑 (𝑥, 𝑞, 𝑖) for all i in range

[0, 𝑙𝑜𝑔2 (𝑏)), which, based on Definition 2, means 𝑥 =𝑐 𝑥 .
Lemma 2: (Antisymmetric) For all 𝑥,𝑦 ∈ 𝑃 , if 𝑥 ∼ 𝑦 and 𝑦 ∼ 𝑥 , then 𝑥 =𝑐 𝑦.
Proof: First consider 𝑥 ≤𝑐 𝑦, then, based on Definition 1, for 𝑖 = 𝑘1, 𝑑𝑑 (𝑥, 𝑞, 𝑖) ≤ 𝑑𝑑 (𝑦, 𝑞, 𝑖), which

means that for all i in 0 ≤ 𝑖 ≤ 𝑘1 < 𝑙𝑜𝑔2 (𝑏), 𝑑𝑑 (𝑥, 𝑞, 𝑖) = 𝑑𝑑 (𝑦, 𝑞, 𝑖). Now consider 𝑦 ≤𝑐 𝑥 . Then,
there exist 𝑘2 such that 𝑑𝑑 (𝑦, 𝑞, 𝑖) < 𝑑𝑑 (𝑥, 𝑞, 𝑖), which means that for all i in 0 ≤ 𝑖 ≤ 𝑘2 < 𝑙𝑜𝑔2(𝑏),
𝑑𝑑 (𝑦, 𝑞, 𝑖) = 𝑑𝑑 (𝑥, 𝑞, 𝑖). Therefore, there does not exist any 𝑖 = 𝑘 such that 𝑑𝑑 (𝑥, 𝑞, 𝑖)! = 𝑑𝑑 (𝑦, 𝑞, 𝑖),
which means 𝑥 =𝑐 𝑦.

Lemma 3: (transitivity) For all 𝑥,𝑦, 𝑧 ∈ 𝑃 , if 𝑥 ∼ 𝑦 and 𝑦 ∼ 𝑧, then 𝑥 ∼ 𝑧.
Proof: Suppose that 𝑥 ≤𝑐 𝑦, then, based on Definition 1, for 𝑘1, 𝑑𝑑 (𝑥, 𝑞, 𝑘1) < 𝑑𝑑 (𝑦, 𝑞, 𝑘1), which

means that for all i in 0 ≤ 𝑖 ≤ 𝑘1 < 𝑙𝑜𝑔2 (𝑏), 𝑑𝑑 (𝑥, 𝑞, 𝑖) = 𝑑𝑑 (𝑦, 𝑞, 𝑖). Now suppose that 𝑦 ≤𝑐 𝑧. Then,
there exists 𝑘2 such that 𝑑𝑑 (𝑥, 𝑞, 𝑘2) ≤ 𝑑𝑑 (𝑦, 𝑞, 𝑘2) < 𝑑𝑑 (𝑧, 𝑞, 𝑘2), which means that for all i in
0 ≤ 𝑖 ≤ 𝑘2 < 𝑙𝑜𝑔2 (𝑏), 𝑑𝑑 (𝑥, 𝑞, 𝑖) ≤ 𝑑𝑑 (𝑦, 𝑞, 𝑖) = 𝑑𝑑 (𝑧, 𝑞, 𝑖). Therefore, there exists 0 ≤ 𝑘3 ≤ 𝑘2 such
that 𝑑𝑑 (𝑥, 𝑞, 𝑘3) < 𝑑𝑑 (𝑧, 𝑞, 𝑘3), which means 𝑥 ≤𝑐 𝑧 (𝑥 ∼ 𝑧).

(trichotomy) For all 𝑎, 𝑏 ∈ 𝑃 , 𝑎 <𝑐 𝑏, 𝑎 =𝑐 𝑏, or 𝑎 >𝑐 𝑏.
Proof: Based on our assumption, for any arbitrary memory segment 𝑎 ∈ 𝑃 with b bits long,

calling density difference returns a number 𝑛 ∈ Z, which shows its 1’s density difference across
sub-segment q in the 𝑖𝑡ℎ call. Comparing any two numbers 𝑛1, 𝑛2 ∈ Z results in 𝑛1 < 𝑛2, 𝑛1 = 𝑛2,
or 𝑛1 > 𝑛2, which, based on the definitions above, follows that 𝑎 <𝑐 𝑏, 𝑎 =𝑐 𝑏, or 𝑎 >𝑐 𝑏 after a
maximum 𝑙𝑜𝑔2 (𝑏) calls.
The first three lemmas prove that density comparison, which is based on density magnitude

representations, in a Hamming Tree is partially ordered on the comparison relations, such as ≥𝑐

and ≤𝑐 , and addition of the trichotomy proves that density comparison in a𝐻𝑎𝑚𝑚𝑖𝑛𝑔𝑇𝑟𝑒𝑒 is totally
ordered [13, 49].

Hamming Tree Mapping Structure. Fig. 7 provides an example of Hamming Tree’s mapping
structure where Hamming Tree is in DRAM and maps the available (free) memory locations in the
NVM data zone, in which the actual data or K/V pairs are stored. Hamming Tree does not need to
be persisted in NVM because it can be reconstructed during recovery. When a DELETE, PUT, or
UPDATE operation is applied, Hamming Tree is traversed and updated accordingly to perform the
operations and find the best free memory location. (We show more details about how operations
are performed later in Section 3.2.)

Augmentation Benefits. One of the main advantages of Hamming Tree is that it can be added
as a storage layer to existing key-value store. This is important because it reduces the barrier of
adopting technologies that improve energy efficiency and write endurance. This is not the case for
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Memtable

0000 (available)

0101 (available)

0001 (available)

1000 (available)

1001 (available)

0111 (unavailable)

1111 (unavailable)

1100 (available)

NVMDRAM

0xdd00 0xdd04

0xdd1c 0xdd0c 0xdd10 0xdd08

Hamming Tree

0xdd00

0xdd04

0xdd08
0xdd0c

0xdd10
0xdd14
0xdd18

0xdd1c

1
2

3

Delete

1
2

3

4

Put

4

Fig. 7. An example of procedures which serve key-value PUT and DELETE operations in Hamming Tree.

many other technologies that are tied to a specific indexing design or require special hardware.
Additionally, it enables the use of existing non-NVM data structures—that are optimized and have
undergone extensive study and research—to work on NVM without having to be redesigned to
mitigate the energy and write endurance challenges.

Diversity of available memory segments. In Hamming Tree, when a write request comes to
the system, it needs to return an available memory address with most similar bit pattern to the
incoming write even if Hamming Tree does not find an exact or similar match to the incoming
requests. So, in our method, when it reaches to a leaf node and no match is found, one of the last
visited memory locations in the search path can be selected as the target. By going closer to the leaf
nodes, the contents become more similar to the new data. It is worth noting that when initializing
Hamming Tree, we do not write the area of NVM that Hamming Tree is going to cover. We use
the existing content to build the Hamming Tree to avoid performing extra writes/bit flips. If the
distribution of the writes does not change significantly, we expect to find more similar bit densities
as time progresses.

3.2 Hamming Tree Operations
We now show how DELETE, PUT, and UPDATE operations on the indexing structure are handled
by Hamming Tree.

DELETE Operation A DELETE operation on the indexing structure means that a data object is
removed from the data store. This leads to freeing the memory location that was associated with
that data object. The consequence of freeing a memory location is that it needs to be added to
Hamming Tree so that it is available to be used for future data objects. Fig. 7 shows an example
of how a DELETE request, which is shown in red-colored steps, leads to adding a new entry in
Hamming Tree. The first step is to mark the memory address 0xdd0c as available. This step is
important for recovering Hamming Tree since it is maintained in DRAM. The second step is to
issue an insert request to Hamming Tree to add the address 0xdd0c. Finally, the third step is to
add the address to Hamming Tree. This step involves traversing Hamming Tree and potentially
changing its structure according to the degree and balance of the tree, similar to what is presented
in Fig. 6.

PUT Operation. A PUT operations on the indexing structure means that a data object is added
to the data store. This leads to allocating a free memory location. This free memory location would
be selected by traversing Hamming Tree. After selecting the memory location for the new data
object, Hamming Tree needs to reflect this selection by removing the address from its structure.
The green-colored steps in Fig. 7 shows an example of how a PUT request leads to removing an
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Fig. 8. Hamming Tree’s compaction strategy with three calls (the highlighted areas indicate the half with
higher density of 1’s).

entry from Hamming Tree. The first step is that a PUT request is intercepted by Hamming Tree.
Then, Hamming Tree is traversed according to the content of the PUT operation to find a free
memory location with a similar content (in terms of hamming distance).

Assume that the PUT operation is attempting to write with content 1110𝑏 . The traversal starts at
the root of Hamming Tree, and 1110𝑏 is compared with the content of nodes in the root (0000𝑏 from
0xdd00 and 0101𝑏 from 0xdd04). 1110𝑏 is smaller than both (according to Hamming Tree compare
function), so we traverse through the left-most pointer. Since this is a leaf node, we find the entry
that has the content that is most similar to the content of the PUT operation (1110𝑏 ) in terms of
hamming distance. There are two entries (0xdd1c with content 1100𝑏 and 0xdd0c with content
1000𝑏 ). The entry 0xdd1c which has content 1100𝑏 is closer—in terms of hamming distance—to
1110𝑏 . This entry is picked and removed from Hamming Tree (step 3 in Fig. 7). Then, the address is
returned to the indexing structure so that the write can be applied to 0xdd1c and the address is
marked unavailable.
UPDATE Operation. An UPDATE operation is treated as a sequence of a DELETE operation

followed by a PUT operation. This would enable finding the best location for the updated data
item to minimize bit flips—instead of updating in-place that would be faster but would potentially
lead to more bit flips. The delete-insert process can be done concurrently to reduce the latency
overhead (i.e., the indexing structure changes the data object pointer to the new memory location
and write the update to it immediately while Hamming Tree recycles the old memory location in
the background).

3.3 Compact Content Representation
3.3.1 Overview and Motivation. In Hamming Tree, when write requests come to the system, we
need to traverse the Hamming Tree to find the target memory, so every step in traversing Hamming
Tree leads to reading from NVM. This can incur significant overhead when the size of values is big,
which is the case in multimedia applications that we are interested in. In this section, we present
an extension of Hamming Tree to overcome this I/O overhead. This method is a compact numerical
representation of content that we can augment in Hamming Tree to enable us to perform the
traversal and comparison operations without the need of the original content from NVM. However,
this is challenging because the compact representation must allow us to perform the compare
operation which is based on the density of 0/1 bits. Therefore, we cannot use regular compression
techniques as we cannot perform our special compare operation on the compressed content. (Note
that there exist compression techniques that allow arithmetic operations, however, they cannot be
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Input
Compaction Process Encoded

value1st call 2nd call 3rd call 4th call

[1,1,1,1,
1,0,1,0,
0,0,0,0,
1,0,0,0]

[1,1,1,1,1,0,1,0,
0,0,0,0,1,0,0,0] [1,1,1,1,1,0,1,0] [1,1,1,1] [1,1]

(-40) + (-8) 
= -48NL NR W NL NR W NL NR W NL NR W

6 1 8*(-5)=-40 4 2 4*(-2)=-8 2 2 2*0=0 1 1 1*0=0

[1,1,1,1,
1,0,0,0,
0,0,1,0,
0,0,0,0]

[1,1,1,1,1,0,0,0,
0,0,1,0,0,0,0,0] [1,1,1,1,1,0,0,0] [1,1,1,1] [1,1]

(-32) + (-12) 
= -44NL NR W NL NR W NL NR W NL NR W

5 1 8*(-4)=-32 4 1 4*(-3)=-12 2 2 2*0=0 1 1 1*0=0

[1,0,0,0,
1,0,0,0,
0,0,1,0,
1,0,1,1]

[1,0,0,0,1,0,0,0,
0,0,1,0,1,0,1,1] [0,0,1,0,1,0,1,1] [1,0,1,1] [1,1]

(16) + (8)
+(2) = 26NL NR W NL NR W NL NR W NL NR W

2 4 8*(2)=-16 1 3 4*(2)=-8 1 2 2*1=2 1 1 1*0=0

[1,0,0,0,
0,0,0,0,
1,1,1,1,
1,1,1,1]

[1,0,0,0,0,0,0,0,
1,1,1,1,1,1,1,1] [1,1,1,1,1,1,1,1] [1,1,1,1] [1,1]

(56) + (0)
+ (0) = 56NL NR W NL NR W NL NR W NL NR W

1 8 8*(7)=-56 4 4 4*(0)=0 2 2 2*0=0 1 1 1*0=0

Fig. 9. examples of Hamming Tree’s compaction strategy.

Memory 
content

Encoded 
value

Memory 
content

Encoded 
value

Memory 
content

Encoded 
value

Memory 
content

Encoded 
value

[0,0,0,0] 0 [0,1,0,0] -1 [1,0,0,0] -3 [1,1,0,0] -4

[0,0,0,1] 3 [0,1,0,1] 1 [1,0,0,1] 1 [1,1,0,1] -2

[0,0,1,0] 1 [0,1,1,0] -1 [1,0,1,0] -1 [1,1,1,0] -2

[0,0,1,1] 4 [0,1,1,1] 2 [1,0,1,1] 2 [1,1,1,1] 0

Fig. 10. The compacted values for all the 4-bit inputs.

used in our case because our compare function is based on the special property of the density of
0/1 bits.) We overcome this challenge by designing a specialized compaction strategy that would
compact content and allow using the compare operation that is based on 0/1 bit density on the
compacted form. We present our proposal next.

3.3.2 Compaction Strategy. In this section, we introduce our compaction method that encodes
the content of available memory entries in a compact numerical representation, so they can be
stored with their corresponding addresses in Hamming Tree instead of the values themselves.
Fig. 8 illustrates our proposed compaction strategy. As shown in this figure, we build on the
methodology used in the comparison function of Hamming Tree to recursively calculate a density
magnitude for segments of a memory location. In every step, the density of each half of the memory
location content is compared, and the difference in the density of 1’s is added to the numerical
representation (therefore, a positive value indicates more 1 bits in the right half, and vice versa).
Then, this is repeated by calling the compaction function but only with the half with the most
1’s (the highlighted parts in Fig. 8). This continues until we reach a segment of size 1 bit. At each
recursion, we assign a lower weight to the added score, which enables the representation to put
more priority on the density difference in larger segments (L/2 in the first call, L/4 in the second
call and so on). Eventually, the sign and magnitude of the number represents, roughly, the density
distribution across segments of the memory location’s content. The formal compaction formula is
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described by the following recursive function:

𝑇 (𝐴, 𝐿, 𝐻, 𝑛) =𝑊 (𝐴, 𝐿, 𝐻 ) × 𝑛
2 +

{
T(A, L, ⌊ 𝐿+𝐻2 ⌋, 𝑛2 ) if W<0
T(A, ⌈𝐿+𝐻2 ⌉, H, 𝑛2 ) if W≥0

(1)

Where A is the input in bits, n is the size of the input A, L is the start and H is the end index
positions, respectively. Also, the termination point for this recursive equation is L≥H when T
becomes 0. The value for W is calculated as follows:

𝑊 (𝐴, 𝐿, 𝐻 ) =


𝑁𝑅 if 𝑁𝑅 - 𝑁𝐿 > 0
−𝑁𝐿 if 𝑁𝑅 - 𝑁𝐿 < 0
0 𝑁𝑅 - 𝑁𝐿 = 0

(2)

where 𝑁𝐿 and 𝑁𝑅 are the number of 1’s in the left and right sides of A[L,H], respectively.
Fig. 9 shows some examples of how our proposed compaction strategy works. As it is shown

in this table, the input size is 16 bits, which means that we perform 𝑙𝑜𝑔216=4 recursive calls. In
each call, we calculate𝑊 based on the difference of the number of 1’s in the right (NR) and in the
left (NL) halves of the input. To make the compaction strategy clearer, consider this example of
calculating the numerical density representation for A = ’1,1,1,1,1,0,1,0,0,0,0,0,1,0,0,0𝑏 ’, which is
the first example in Fig. 9. Based on Equation. 2, W(A, 0, 16) = 𝑁𝑅 - 𝑁𝐿 = 1 - 6 = -5 < 0, so, in the
first call, Equation. 1 is calculated as follows: 1) T(A, 0, 15) = W(A, 0, 15) × (16/2) + T(A, 0, ⌊ 0+152 ⌋) =
(-5)×8 + T(A, 0, 7). In the second call, W(A, 0, 7) = 𝑁𝑅 - 𝑁𝐿 = 2 - 4 = -2 < 0, so based on the equation,
T(A, 0, 7) = W(A, 0, 7) × (8/2) + T(A, 0, ⌊ 0+72 ⌋) = (-2)×4 + T(A, 0, 3). In the next call, T(A, 0, 3)=
W(A, 0, 3) × (4/2) + T(A, ⌈ 0+32 ⌉, 3) = 0 × 2 + T(A, 2, 3). And to get the final value, T(A, 2, 3) = W(A,
2, 3) × (2/2) + T(A, ⌈ 2+32 ⌉, 3) = 0 × 1 + 0 = 0. So, the final encoded value for our input would be
T(A, 0, 16) = (−40) + (−8) = −48. Fig. 10 shows the encoded values for all the combinations of
4-bit inputs. It is worth noting that, in the compaction strategy, having the same numbers for two
different patterns, such as [1,1,0,1] and [1,1,1,0]—which are both encoded to -2—does not lead to
a problematic situation since they will be treated as having the same key in the index which is
handled by indexing data structures. Also, in terms of finding similar memory segments, our goal is
to encode densities, and having the same number is an indication in typical cases that the densities
are similar. Therefore, picking either one when a request is received with a similar density number
is typically sufficient.

3.3.3 Space Complexity analysis of our proposed encoding scheme. In this section, we discuss the
space complexity of content compaction in Hamming Tree. Specifically, we now derive the size
of the compacted numerical representation given the size of the original content. Let’s suppose
that we want to encode an item A with the size of n bits. Based on Equation. 1, T is called on A
recursively until the final value is calculated. Here, for clarity of exposition, we include the size of
the input in the equations only, and not the start/end indexes and the item A itself. For example,
instead of T(A, L, H, n), we just use T(n). First, the encoding function is called for the first time on
the whole item (size n).

𝑇 (𝑛) =𝑊 × 𝑛

2
+𝑇 (𝑛

2
) (3)

Now, based on Equation. 2, because the maximum value ofW for an item of size n is 𝑛
2 , Equation. 3

can be re-written as follows:

𝑇 (𝑛) ≤ 𝑛

2
× 𝑛

2
+𝑇 (𝑛

2
) = 𝑛2

4
+𝑇 (𝑛

2
) (4)

Then, by recursively substituting the value of function 𝑇 we get the expansion and series:
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Fig. 11. Hamming Tree’s memory consumption (line graph) and performance (bar graph) for indexing different
numbers of memory segments.

𝑇 (𝑛) ≤ 𝑛2

4
+ 𝑛2

16
+ 𝑛2

64
+ ... +𝑇 (1) =

log2 𝑛∑︁
𝑖=1

𝑛2

4𝑖
(5)

We derive—via a well-known series formulation—the following:

𝑇 (𝑛) ≤ 𝑛2 − 1
3

(6)

This means that compacting an original value with size 𝑛 would result in a compacted numerical
value that is less than 𝑛2−1

3 , which is in the order of O(𝑛2). Such a value can be stored using
only O(log𝑛) bits. For example, for encoding values of sizes 1KB, 1MB, and 1GB, the size of their
corresponding encoded values would be 13, 23, and 33 bits, respectively. Therefore, we can eliminate
the need to read from NVM while traversing Hamming Tree by including compact representations
of the contents of free memory locations. This compact representation would only add negligible
size relative to the original size of the content.

3.3.4 Total order. In Section 3.1 (under “Hamming Tree Density Comparison Arithmetic”), we
showed that the original compare function is totally ordered. Here, we discuss the total order
guarantee of the compacted variant that we presented above. In the compacted strategy, each
memory segment is represented as a number that is calculated using the function 𝑇 presented in
Equation 1. This means that a set of memory segments is totally-ordered based on the number
calculated by the function 𝑇 of the memory segments in the set.

3.4 Indexing granularity and Batching
Hamming Tree organizes the available memory addresses on NVMbased on their content. Hamming
Tree can be built based on either the content of the keys, values, or both depending on their size.
For instance, when the size of the keys are much smaller than the values, it is more reasonable to
build the Hamming Tree based on either values or both keys and values. The reason behind this
is that when the size of values are much bigger than the size of the keys, then the number of bit
flips caused by the values is going to dominate the total number of bit flips caused by writing the
key/value pairs. On the other hand, if the size of the keys is not negligible compared to the size of
the values, building the Hamming Tree is better with both keys and values.
As we discussed before, Hamming Tree is built on DRAM, and might need to index a large

portion of NVM, which usually comes at much bigger sizes than DRAM. This means that if the
memory segments that we use in the system are small (for example 1KB) and we want to index a
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NVM of size 1 TB, we will need to have Hamming Tree index around 1 billion memory segments,
which takes a lot of space in DRAM. To solve this problem, Hamming Tree indexes just a portion
of the whole available memory that it needs to index and it brings more free memory locations as
needed and add them to its free memory locations.

Fig. 11 illustrates the amount of memory that Hamming Tree uses for indexing different numbers
of memory segments for PubMed data set [17]. The results show that by indexing less number of
memory segments, Hamming Tree will take less space in the DRAM. However, it also means that
we will have fewer choices to find the most similar location for the incoming writes, which results
in increasing the number of bit flips (Fig. 11.) However, based on the results, by having 100K to
1M memory segments, we can have the best of both worlds. While we do not see any tangible
performance degradation, indexing this number of memory segments will just take a couple of
MBs in the memory.
In addition to compact representation that we discussed earlier, to overcome the overhead

incurred due to small key-value pairs, batching can be applied so that small writes are grouped
together to form larger writes to memory segments. This way, Hamming Tree needs to map the
free memory locations based on the batch size rather than the key-value pair size, which leads to
reducing Hamming Tree footprint.

3.5 Case Study: Augmenting with LSM Tree
We present an example of a Log-Structured Merge (LSM)-Tree-based key-value store that is inspired
from LevelDB [18] augmented with Hamming Tree.

3.5.1 Background on LSM-Trees. A LSM-Tree consists of 𝑛 levels, where typically the first level is
in-memory and the rest of the levels are in flash/disk. Each level has a threshold on the number
of pages that it can contain. Once the threshold is exceeded, some or all of the pages are pushed
and merged with the next level. An insert or update operation is buffered in an in-memory data
structure called a memtable in the first level of the LSM Tree. Once the memtable is full, it becomes
an (immutable) memtable. Eventually, when the number of memtables exceeds the threshold of the
first LSM level, these memtables are merged with the pages in the next level (called SSTables). This
continues for the following levels.
In addition to the LSM-Tree, the data store needs to log every insert or update to a persistent

recovery log before inserting them to the in-memory memtable to avoid data loss in case of a
power failure or system crash. However, this is not the case if NVM is used to store memtables. In
such a case, memtables are persistent and there is no need for a persistent log (or other associated
overheads such as checksum calculations). This motivated many solutions to redesign LSM trees to
utilize NVM [4, 29, 48].

3.5.2 Hamming Tree with LSM. The overall design starts from how LSM stores typically use NVM:
memtables are placed on NVM and SSTables are placed on disk/flash. This structure is augmented
with Hamming Tree by placing the mapping structure in DRAM. Hamming Tree is initialized using
the content of free memory locations in NVM that are in the pool to be used for memtables. Then,
every operation that is performed on memtables (since it is the structure on NVM) is intercepted
by Hamming Tree to manage memory allocation and recycling. These are three main operations
that can utilize Hamming Tree:
(1) when a data operation is appended to a (mutable) memtable: to insert the data operation

information, memory in NVM needs to be allocated. This can be done through Hamming Tree
to find a memory location that is similar to the data object information to be written. Because
the memory location can be anywhere in the NVM memory space, there needs to be a level of
indirection so that all the data objects belonging to the same memtable can be found. This can be a
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list of pointers that point to the data objects or can be a linked list of pointers, where each element
contains the information of a data object.

(2) when the memtable is full and is transformed to an (immutable) memtable: Once a memtable is
full, it is typical that the data objects in it are ordered and then rewritten as an immutable memtable
consisting of an ordered list of data objects. Once such an immutable memtable is constructed in
DRAM, Hamming Tree can be used to find a memory segment in NVM for the memtable to be
written to.

(3) when a memtable is deleted: A (mutable) memtable is deleted when the (immutable) one
is constructed and an (immutable) memtable is deleted when it’s data objects are merged with
SSTables in disk/flash. In both cases, the deleted memory locations with data objects or memtable
segments need to be recycled. This is managed by Hamming Tree that re-inserts the memory
locations into its mapping for future memory allocation.

4 EXPERIMENTS
4.1 Methodology
There are many types of phase changematerial-based technologies, such as Intel® Optane™Memory
Series [27]. In this paper, we used Intel® Optane™ Memory to get the results. The experiments
are executed on (1) an Intel Core i7 processor running at 4.7 GHz with 4 cores, each of which has
1MB L2 Cache and 12MB L3 Cache using 32GB of Intel® Optane™ Memory Series 3D Xpoint™
and 16 GB of DRAM, and (2) an Intel Xeon® @2.6GHz with 16 cores, an Nvidia Tesla K20m GPU
with 5GB memory using 32 GB DDR4 main memory and a 256 GB SSD hard drive. The machine
has 32GB DDR3 main memory, 128GB of Intel® Optane™ Persistent Memory 200 Series (PMEM
Module), and a 256 GB SSD hard drive. We use the latter machine to get the results in Fig. 2, 13, 17,
18, and 19. Although the amount of energy might be different for different setups, both machines
showed similar behavior in terms of the relationship between the number of flipped bits and energy
consumption. Also, we perform experiments with emulated Optane memory to measure bit flip
reduction (which cannot be measured using the real device.)

There are two methods to measure energy consumption: (1) Power Monitors, which use hardware
tools to measure the actual power of the device. Despite being very precise, they are extremely
difficult to set up. (2) Energy Profilers, which are vastly used by researchers, do not require any
special hardware, or power sensors, and estimate the power cost of different hardware using
estimation models [12]. In this paper, we use an energy profiler named Perf, which is a performance
analysis tool and a part of the Intel’s RAPL interface [20, 36]. we measured the energy and power
consumption of the memory (both DRAM and PMEM), while running our tests using the perf [14]
tool:

$ perf stat -a -r 5 -e power/energy-cores/, power/energy-ram/,

power/energy-gpu/, power/energy-pkg/, power/energy-psys/ ./test↩→

This tool provides the collection of energy measurements from various components of a computer
system such as: cores, Intel’s GPUs, package (all the core and un-core components), DRAM, total
power consumption of a node, and so on. It is worth mentioning that, when we compare Hamming
Tree with other software or hardware-based methods in terms of energy consumption, we always
include the total overhead costs of Hamming Tree including the DRAM processing, cache line
accesses, cores, and so on. Also, the sampling rate in our tests is 1000 samples per second.

4.2 Overview and setup
We compare with two main groups of solutions: 1) persistent K/V stores that use specialized
data structures for NVM [29, 31, 38, 44, 59]. These methods generally focus on reducing write
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amplification. 2) hardware-based bit flip optimization methods that use the RBW technique [10, 28,
39, 56]. This group focuses directly on decreasing the number of bit flips. We compare Hamming
Tree with two main groups of solutions: 1) persistent K/V stores that use specialized data structures
to deal with the limitations of NVMs [29, 31, 38, 44, 59]. These methods generally focus on reducing
write amplification. 2) hardware-based bit flip optimization methods that use the RBW technique to
alleviate the limitations of NVMs [10, 28, 39, 56]. Unlike the previous category, this group focuses
directly on decreasing the number of bit flips.

To compare Hamming Tree’s results with other methods, we tune their parameters in a way so
that they achieve their best performance. We allow MinShift to shift n times, where n is the size of
the item instead of the size of the word. This means that it always results in its best performance in
terms of the number of bit flips [39]. With respect to Captopril, we also considered its best case,
which happens when the blocks are partitioned into n = 16 segments [28].

4.2.1 Workloads. We have used various types of real-world and synthetic workloads and data sets
in our evaluations. We are using the words workload and dataset interchangeably. The workload
(in terms of requests being made) is generated by drawing data from the datasets to form write
operations.
Synthetic workloads. For synthetic data sets, our sample K/V store system has at least 10M

buckets. When there are 10M buckets, for instance, we first warm-up KV stores with 10M K/V.
This means that we store some items as “old data” before starting our tests. The data type and
distribution of these items differ depending on the test. “old data” is used to initialize Hamming
Tree. Also, for most of the tests with synthetic data, the size of the keys and values are 8 bytes each.

In the first synthetic workload, we run the widely-used YCSB benchmark [11], which provides a
framework and a standard set of six CoreWorkloads for understanding the benefits and implications
of cloud workloads, to evaluate Hamming Tree and compare the results with other methods. The six
workloads in YCSB have different ratios, workload parameters and access patterns. Also, because
in this section, we focus on comparing the performance of different methods in terms of bit flips,
we first need to warm-up key-value stores with entries from the same data set before running
the benchmark. YCSB has a warm-up (write-only) and a “transactions phase”, and we show the
transactions phase results when using 4-client threads. In this paper, first, we load 10-GB data set
into the database as the “old data” in the load phase. Then, we run the workloads one by one, and
compare the results.

Real-world data sets.
Amazon Access Samples [17] is the first data set that we used in this paper. It contains 30K log

entries of access that is provisioned within the company. The next real-world data set is a 3D Road
Network Data Set [21, 35], that contains 434874 entries of road networks information of North
Jutland, Denmark. Finally, the last data set is one of the collections of the DocWord database named
“PubMed”, which consists of 730 million entries in the form of “bags-of-words”. This collection,
which is called PubMed abstracts [17], consists of 730 million words in total.

4.2.2 Persistent Key-Value stores. Persistent key-value stores use special data structures to utilize
NVMs. We implemented persistent stores which are designed for NVMs and analyzed them before
and after plugging Hamming Tree to them. The following are the persistent key-value stores we
compare with:

LSM-Trees (NoveLSM [29] andHiKV [55]). The first data structure is based on LSM-Trees. Due
to the popularity of LSM-trees among modern data stores, a significant number of improvements
have been proposed on LSM-trees [38]. The method in [29], which is called NoveLSM, is a persistent
LSM-based K/V storage systems which is designed to utilize NVM to provide low latency and high
throughput. HiKV [55] is another persistent key-value store with the central idea of constructing a
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Fig. 12. The energy consumption of persistent BTree before and after being augmented by Hamming Tree.

Fig. 13. The throughput of persistent BTree before and after being augmented by Hamming Tree.

hybrid index in hybrid memory. We implemented both NoveLSM and HiKV and analyzed them in
terms of the number of bit flips, throughput, and latency before and after plugging Hamming Tree.
B+-Trees (FP-Tree [44] and wBTree [9]). The second data structure that is used widely in

K/V data stores is B+-Trees [24]. FP-Tree [44] is one of the hybrid SCM-DRAM persistent and
concurrent B+-Tree, named Fingerprinting Persistent Tree (FPTree) that is designed specifically
for NVMs. Similarly, wBTree [9] is a specialized NVM-friendly write atomic B+-Tree to utilize
the non-volatility of NVMs. Due to their high performance and low write amplification, we also
implemented these methods alongside a regular B+Tree and compared the number of bit flips they
cause before and after plugging Hamming Tree.
Hash indexing (Path Hashing [59]). Another type of data structures that are vastly used in

various applications are hash-based indexing structures. A lot of effort has been made to improve
hash-based indexing structures for NVMs, and almost all of them focus on decreasing the write
amplification to reach their aims. We have also implemented one of the most recent hash-based
indexing structures, named Path hashing [59], which is designed specifically for NVMs.

4.2.3 Experiments setup. In this paper, we evaluated latency and energy consumption on a real
Intel Optane memory device. For this purpose, we used the Persistent Memory Development Kit
(PMDK) [46]. For measuring bit flip reduction we emulated the NVM device and memory controller.
This is because measuring bit flips is not possible on the real device. This is similar to previous work
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Fig. 14. The average amount of energy consumed for writing onememory segment for different data structures
using different data sets before and after being augmented by Hamming Tree.

in this area [6, 31, 51, 52, 57]. Similar to these works, we have adopted previously used methods
to emulate NVM [43, 53, 55] and we added an emulation of memory controller. The emulated
memory controller utilizes a wear-leveling algorithm that is inspired from prior literature on wear
leveling [51]. Specifically, the wear leveling algorithm swaps two NVM memory segments every𝜓
writes to the NVM device. This𝜓 value is called the swapping period. When a swap is triggered, the
destination memory segment is swapped with another random memory segment. In this paper, we
set the value of𝜓 to 8 for all the emulation experiments.

4.3 Results
In the first experiment, we tested a persistent B-Tree before and after augmenting with Hamming
Tree on a real Intel Optane memory device. The results in Fig. 12 shows that by plugging Hamming
Tree, the system consumes up to 41% less energy. This validates the objective of Hamming Tree and
its potential to reduce energy consumption. Fig. 13 shows the performance overhead of Hamming
Tree in terms of throughput with and without augmenting with Hamming Tree. The figure shows
that the overhead is no more than 21% and can be as low as 16.1%. This overhead is due to the
Hamming Tree operations and represents a trade-off between the benefits of bit flip reduction
using Hamming Tree (improved energy efficiency and write endurance) and performance.

In the next experiment, we tested the energy consumption of the implemented methods in terms
of the amount of energy they consume in two different ways: before plugging with Hamming Tree,
and after plugging with Hamming Tree. The results are shown in Fig. 14. When not plugged to
Hamming Tree, B+-Tree has the worst energy consumption because, in a regular B+-Tree, the
items in leaf nodes need to be sorted, which increases the number of movements and bit flips. The
improvement in energy efficiency after plugging Hamming Tree is up to 67.8%.
To analyze the performance overhead of Hamming Tree, we conducted an experiment and

measured the throughput and latency of different methods before and after being augmented with
Hamming Tree. Fig. 15 shows that results. As it is shown in the results, the performance overhead
of Hamming Tree is up to 19.8%. Another important observation that we can make from this test is
that the performance overhead of Hamming Tree depends on the ratio of the size of the memory
segments to the size of the memory pool, which affects performance of Hamming Tree’s search,
insertion and deletion operations.
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(a) latency

(b) throughput

Fig. 15. Write latency and throughput of different methods before and after being augmented by Hamming
Tree.

Fig. 16. The normalized number of cache lines per request.

In the next experiment, the average number of written cache lines per request is normalized
for different data sets, as shown in Fig. 16. Also, from the YCSB workloads, we chose Workload-A,
which is an update heavy workload. As it is clear, the number of written cache lines per request in
FPTree and NoveLSM is generally higher than Path-Hashing because they modify more items to
process a request. PNW always has fewer written cache lines mostly because it chooses the memory
location for writing the items from those clusters that have similar patterns to the item. However,
it lags behind Hamming Tree due to the fact that the granularity of mapping memory location
is the cluster, which leads to potential inaccuracies and not finding the most similar memory
location of an incoming write. Fig. 17 shows the amount of energy that is consumed in different
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Fig. 17. The average amount of energy consumed for various methods.

(a) Average updated bits ratio (b) Total memory energy (Joule)

Fig. 18. Hamming Tree’s average updated bits ratio and total memory energy consumption (joule)
for different memory segment and memory pool sizes.

hardware-based and software-based methods for writing the entire memory pool. The reported
energy also includes energy being used to manage Hamming Tree in DRAM in addition to the
energy consumed in PMEM. As it is shown in this figure, Hamming Tree can reduce the amount of
consumed energy up to 41% compared to the other method due to its ability in finding the most
similar memory contents.
Fig. 17 also has the results for the wear-leveling method, which distributes the writes evenly

across the memory blocks of NVM. Based on the results, the wear-leveling method causes a similar
number of bit flips as the other conventional methods that are not “memory-aware.” The reason
is that 1) in some data sets, the density of bits in some regions—such as in the low-order bits—is
more than the other parts and thus the most bit flipping is happening in this part, and 2) when the
number of bit flips is less than half of the item size, most bit flipping optimized methods, such as
FNW, behave similarly, which means that wear-leveling cannot improve the performance of the
system in terms of the number of bit flips. This property of conventional methods also might have
some serious consequences such as causing some parts of the memory locations, such as the lowest
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Fig. 19. The impact of Hamming Tree on key performance metrics of the system when the memory pool size
changes.

bits in this data set, to wear out faster than the middle and highest bits. However, this is not the
case for Hamming Tree and PNW.
Fig. 18 illustrates the overall performance of Hamming Tree in terms of energy efficiency and

updated bits for different memory segment and pool size choices for the mixure of all the real-world
data sets in this paper. For the overall energy efficiency shown in Fig. 18b, we observe that the
Hamming Tree’s power consumption increases as the ratio of the memory segment size to the
memory pool size increases, which also aligns with results of the average bitflips ratio shown in
Fig. 18a. Based on this observation, we conclude that the smaller we choose the size of the memory
segments, which we discussed in section 3.2, compared to the size of the data zone (pool size),
the more tree nodes are available for Hamming Tree, which also results in fewer bit flips and less
energy consumption.
In the next experiment, we conducted comprehensive tests to analyze the impact of Hamming

Tree on key performance metrics of the system. To this aim, first, we set a fixed size memory
segment size of 4KB, and then build Hamming Tree on different memory pool size. As it is shown
in Fig. 19, given a fixed memory segment size, by increasing the size of memory pool, system’s
throughput decreases. That is the result of increasing the size of Hamming Tree, which not only
increases the cost of search operations, but also makes the split or merge operations more expensive
for the write/delete operations. For energy-consumption and latency, our experiments show a
“valley” trend: the energy-consumption and latency is relatively high at both the biggest and smallest
trees, and is relatively low at intermediate tree size. This is because, in small memory pools, the
number of available addresses is too small and the contents in each part of the tree are not very
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Fig. 20. The maximum update addresses and wear-leveling as CDFs by applying Hamming Tree.

similar to each other, which leads to high energy consumption in NVM. Conversely, increasing
the ratio of pool size to the memory segment size beyond a certain level increases the total energy
consumption while providing only a limited return on bit flip reduction, also leading to energy
inefficiency in DRAM and CPU. This“energy-valley” trend indicates that choosing the best ratio
of memory segments to the memory pool in an energy-aware fashion requires a good trade-off
between the amount of energy that the system requires for writing on NVM and the energy that
Hamming Tree needs to run Hamming Tree.

As stated earlier, many memory controllers are optimized to only flip bits when the value being
written to a cell differs from the old value [6]. So, successful NVM-optimized systems will need to
target not only wear-leveling but also bit flip reduction in a write operation. This not only can save
a significant amount of energy but also delay wearing out of the device [6, 30, 31]. Therefore, to
observe the performance of Hamming Tree in terms of the distribution of the maximum number of
bit flips and the wear-leveling of PCM, we conduct two more tests. In these tests, we run Hamming
Tree on the mixture of MNIST and Fashion-MNIST data sets. For this test, we first warm up the data
zone with 28K items from the combination of both data sets. Then, we stream 112K writes from the
same data sets to the system. During the test, we also perform delete actions to make space for
incoming writes. In other words, each word in the data zone is updated 4 times on average.
Fig. 20 shows: (1) the estimation of the likelihood to observe an address in the data zone of

PCM that is written less than or equal to a specific number of times, and (2) the estimation of
the likelihood to observe a memory bit in the data zone of PCM that is written less than or equal
to a specific number of times. For example, as we can see in Fig. 20, the estimated likelihood to
observe an address in the PCM data zone to be written less than or equal to 8 (P (X ≤ 8)) is 80%
(red color). Similarly, we observe that while the estimated likelihood of a memory bit being written
less than or equal to 6 times is almost 100% (blue color). This important observation shows that (1)
Hamming Tree distributes write activities across the whole NVM chip uniformly, and (2) Hamming
Tree distributes bit flips evenly across the whole data zone of the PCM chip.

Finally, Fig. 21 shows the impact of employing Hamming Tree on PCM lifetime for the same mix
workload that we used for the previous test. Based on this figure, first, we observe that the smaller
the size of the data zone is for a specific application, the more a single PCM block is overwritten,
and the shorter the PCM lifetime is. For instance, for a data zone of 256 MB, a single PCM block
is overwritten as many as 4 times while executing 1 billion instructions. So, when assuming the
system operation frequency of 2.6 GHz, PCM write endurance of 108, and 0.5 IPC, the lifetime of the
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Fig. 21. PCM lifetime improvement before and after utilizing Hamming Tree for different data zone sizes.

PCM cell can be calculated as 227 days (=108/4 ×109 instructions × 1/2IPC × 1/2.6GHz × 1/(24hours
× 60minutes))[50]. Furthermore, Fig. 21 shows that Hamming Tree can also have a positive effect
on the lifetime of the PCM, especially in the systems that a smaller memory is available or a portion
of the memory is excessively used by a write-intensive application.

5 CONCLUSION
Since non-volatile memory technologies are widely adopted into data storage solutions and
battery powered mobile and IoT devices, wear-out and energy consumption have become two vital
optimizations for these technologies. In this paper, We presented the case for memory-awareness
and showed that by judiciously selecting memory locations for new writes and updates we can
reduce bit flipping and consequently improve the energy efficiency and write endurance of NVM
devices. We take this concept and build Hamming Tree, with which existing data stores can be
augmented, to make them memory-aware. Hamming Tree tackles the challenges associated with
mapping free memory locations based on the hamming distance of their content. In our evaluation
section, we augment various data stores with Hamming Tree and we performed experiments
on a real Intel Optane memory device that show that Hamming Tree can achieve up to 67.8%
improvement in energy efficiency.
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