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ABSTRACT
In neuromorphic hardware the choice of synaptic kernels and trace

dynamics are key for the correct system abstraction and represen-

tation of information. This paper presents a novel second-order

integration circuit for the implementation of traces and kernels,

the Second-order Differential Pair Integrator (SoDPI). It provides

smooth alpha-kernel shaped responses to spike input in analog

subthreshold complementary Metal Oxide Semiconductor (MOS)

technology. Our approach utilises two Differential Pair Integra-

tor (DPI) circuits in series to implement an effective current-mode

second-order translinear low-pass filter. Theoretical analysis and

experimental measurements demonstrate the improved reliability

of this design, which offers a promising approach for modelling bi-

ological synaptic and neural responses in neuromorphic hardware,

as well as improving the stability of integrated on-chip learning

systems.

CCS CONCEPTS
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1 INTRODUCTION
Research in the field of neuromorphic engineering strives to build

computational systems which draw inspiration from biology to

develop efficient and intelligent information processing systems

and to gain a deeper understanding of the computational principles

governing their biological counterparts [8]. An immediate and reoc-

curring question is the level of abstraction required to replicate the

most important behaviour of biological observations. Within Spik-

ing Neural Network (SNN) and their hardware implementations,

the myriad of chemical processes governing the movement of ions

and neurotransmitters within synapses [11] are often abstracted to

Figure 1: Photograph of the realised “Cognigr1” Application
Specific Integrated Circuit (ASIC). The box labelled B indi-
cates the area covered by the array of 40 SoDPI circuits with
520 synaptic branches, as presented in this work. The struc-
tures labelled by C are the on-chip Digital to Analog Con-
verters (DAC) and A indicates the location of asynchronous
Adress Event Representation (AER) and Input and Output
(I/O) circuitry.
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Figure 2: The SoDPI circuit in its compact variant, with rele-
vant currents and biases labelled. It consists of the synaptic
branches or tails, and two DPI circuits for implementing
both stages of the second order filter. Upon arrival of a pre-
synaptic spike, a fixed charge packet with its size modulated
by the individual weight is supplied to the first DPI. The
main blocks are two DPI low-pass filters, here seen as first
order stage in n-type MOS (nMOS) variant and second order
stage in p-type MOS (pMOS) variant.

a reduced set of dynamical variables which are influenced by pre-

and postsynaptic spike activity. These so-called traces often play

a crucial role in the various mechanisms of inference, adaptation,

plasticity and learning [5, 7].

How faithfully biological synaptic dynamics should be emulated

is thus key to finding optimal representations of the information

available to the synapses and therefore to building more efficient

integrated neuromorphic hardware systems.

In on-chip learning systems in particular, traces are heavily relied

upon to inform online adaptation and weight update circuitry [7].

Choosing the incorrect trace type for the use case at hand degrades

performance and usability significantly. Nevertheless, this is a com-

mon mistake which can be avoided thanks to the availability of a

variety of filters. In the field of neuromorphic subthreshold analog

Complementary MOS (CMOS) design, different traces are available

for different use cases: capped traces implemented by capacitive

discharge circuits or pulse extenders are useful for indicating the

time passed since last spike, while first-order integration circuits

such as [1] are useful for indicating the short-term history of spike

activity or determining credit assignment in the form of eligibility

traces [2]. For models that require information about the average

neuron activity [13, 4] there is the need for higher-order integration

circuits, as filtering the short-term fluctuations due to single spikes

is vital to minimise the variance of the estimated mean spike rate.

The response kernels for such filtering circuits are the so-called al-

pha kernels. They provide a good approximation of both excitatory

and inhibitory Post Synaptic Currents (PSCs) resulting from com-

plex ion channel activation [11]. Consequently, multiple designs for

alpha kernel synaptic integrator circuits have been proposed and

successfully implemented in analog neuromorphic hardware [3, 14,

16].

We present the SoDPI circuit, which improves upon the relia-

bility and flexibility of previous designs. We discuss the increased

applicability of our design for implementing integrative traces, su-

perposing multiple synaptic traces, and the stabilising properties

offered to neuromorphic systems with online learning capabilities.

Second
Order Stage

First Order 
Stage

Synaptic
Branches

Figure 3: The SoDPI circuit in its pMOS variant. The advan-
tage compared to Fig. 2 is improved usability as the parame-
ters 𝜏

FO/SO and gain
FO/SO match and behave exactly the same

for both stages. The cost of this is larger area and higher
power consumption as an additional current mirror is re-
quired.

2 METHODS
The proposed SoDPI circuit in Fig. 2 is composed of two DPI circuits

originally proposed in [1]. The first DPI acts as a First Order (FO)

translinear low-pass filter. Its response to an ideal digital input

spike on the node spk
n
of the n-th synaptic branch is described by

the following equation [1]:

𝐼FO (𝑡) = 𝐼FO+𝑒
− (𝑡−𝑡+)

𝜏
FO

(1)

where 𝐼FO (𝑡) is the output current, 𝜏FO =
𝑈𝑇𝐶FO

𝜅𝐼 FO𝜏
is the time

constant, 𝑡+ is the time of the falling edge of the input spike and

𝐼FO+ is the output current 𝐼FO at time 𝑡+.
The equation above can be derived [1] by assuming transistor

saturation and applying the translinear principle [9]. Similarly, the

output of the SO stage is described by the following differential

equation:

𝜏SO
d𝐼out

d𝑡
+ 𝐼out =

𝐼SO
gain

𝐼SO𝜏
𝐼FO+𝑒

− 𝑡
𝜏
FO (2)

where 𝜏SO =
𝑈𝑇𝐶SO

𝜅𝐼 SO𝜏
is the time constant, 𝐼SO

gain
is the virtual p-type

subthreshold current biased by gain
SO

[1] and all other variables are

defined in Fig. 2. The equation can be solved to derive the following

expression for the output current:

𝐼out =
𝐼SO
gain

𝐼FO+

𝐼SO𝜏

𝜏FO

(𝜏SO − 𝜏FO)

(
𝑒
− 𝑡

𝜏
SO − 𝑒

− 𝑡
𝜏
FO

)
(3)

where we have set 𝑡+ = 0 such that we consider the dynamics

of 𝐼out at the falling edge of an incoming spike. In the limit of

𝜏FO = 𝜏SO = 𝜏 we recover the alpha kernel form:

𝐼out =
𝐼SO
gain

𝐼FO+

𝐼SO𝜏

𝑡𝑒−
𝑡
𝜏

𝜏
(4)

Multiple synaptic branches can share the same synaptic kernel

circuit, as commonly done in [3, 12]. This is possible thanks to the

superposition principle of linear circuits. To ensure such linearity,

transistors in the DPI should operate in saturation (𝑉
ds

>> 𝑈𝑇 ),
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Figure 4: Measured kernel responses to a single input spike for different time constants (see legend, valid for all plots). a)
Response of the DPI block (FO stage). b) Response of the full SoDPI circuit with the parameter sweep in the FO stage. c) Response
of the full SoDPI circuit with the parameter sweep in the Second Order (SO) stage. While we are showing data for the voltage
across the output capacitor of the circuits, the next stage uses the current produced by the filter. This is given by the exponential
of the plotted voltage and it is affected by the relevant transistor variables (e.g., 𝑈𝑇 , 𝜅) [8].
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Figure 5: The integration behaviour from onset to steady
state for a 30Hz (left) and 100Hz (right) input train of pulses
for the DPI (FO), SoDPI (SO) and Double DPI (DDPI) circuits
(with colour code defined in the legend). The advantage of
the SoDPI is clearly visible as the response retains its alpha
kernel shape for all input spikes. The DDPI data points are
obtained through Simulation Program with Integrated Cir-
cuit Emphasis (SPICE) simulations, while SoDPI and DPI
plots show ASIC measurements.

the conditions 𝐼gain << 𝐼out and 𝐼𝜏 << 𝐼in should be valid for each

stage.

The circuit shown in Fig. 3 is replicated 40 times on the ASIC

Cognigr1 shown in Fig. 1 with a variable number of branches per

circuit (1 − 32) that sum up to a total of 520 synaptic branches.

The circuit has been implemented in XFAB 180nm technology

as a cost-effective proof of concept of subthreshold analog de-

sign. A single circuit without synaptic branches has an area of

740𝜇𝑚2
in our implementation, but can be size-optimised to 275𝜇𝑚2

and lower by using the circuit shown in Fig. 2 with same tran-

sistor sizes and Back-End Of Line (BEOL) Metal Insulator Metal

(MIM) or Metal Oxide Metal (MOM) capacitors as a replacement

for MOS Capacitor (MOSCAP). Note that the MOSCAPs are op-

erated in their constant capacitance range, and Fig. 2 and 3 are

drawn with capacitor equivalents for clarity and syntactic consis-

tency to previous works. The dynamic current consumption of the

circuit presented is highly parameter-specific, but can be well ap-

proximated by 𝐼
total

= 𝐼out + 𝐼in + 𝐼FO for the SoDPI of Fig. 2 and

𝐼
total

= 𝐼out + 𝐼in + 2 · 𝐼FO for its pMOS variant of Fig. 3. The circuit

operation regime is set by an on-chip DAC, designed based on [15].

The DAC is configured by a micro controller via a First In First

Out Register (FIFO). Synaptic branches can be stimulated by an

asynchronous Quasi Delay Insensitive (QDI) AER decoder infras-

tructure. The chip has a monitor system able to probe both𝑉FO and

𝑉SO of all 40 instances on a limited number of I/O. The monitoring

is done via current mirroring and therefore the voltages are mea-

sured as 𝑉measument = 𝑉
dd

−𝑉
FO/SO. As comparison we simulated

the DDPI circuit [14] in a SPICE based simulator with the ASIC

production Process Development Kit (PDK) using matching sizes

and similar circuit parameters. We swapped the second current

mirror from [14] to a pMOS version for correct circuit operation.

3 RESULTS AND DISCUSSION
In Fig. 4 we present and compare the synaptic response kernel

voltage curves recorded from the widely used DPI circuit and the

SoDPI circuit proposed in this work, with different time constants.

The linearity assumption required for equation 3 is not fulfilled for

single and sparse events (i.e. events that are separated in time such

that they always occur when there is no charge on the capacitor,

therefore accumulation of the effect of subsequent spikes does not

occur). During the discharge phase, the non linearity can be clearly

observed in the traces in Fig. 4 for 𝑉 ⪅ 100mV. This is due to

the transistor responsible for generating the discharge current 𝐼𝜏
leaving the saturation and entering the ohmic regime. Given the

integration requirement (i.e. accumulation of the effect of subse-

quent spikes) for operating in the linear regime, implementing these

circuits with several synaptic branches increases the probability

of operating them in the proper regime, satisfying the linearity

assumption. Furthermore, using a single filter for several synapses

reduces the area overhead per synapse.

One key improvement of this work is that the alpha kernel is

retained both in the single or sparse response regime and in the

integration regime as seen in Fig. 5, making it easily configurable

and user friendly. The previous DDPI can not retain its alpha kernel,

as seen in Fig. 5, as it is not robust to the non linearity presented

above and in Fig. 6. Furthermore, the requirement to tune parame-

ters to obtain reasonable integration behaviours produces an onset

response with unreasonable latencies and lack of response for fre-

quencies < 20𝐻𝑧 (see Fig. 6b).

Another key improvement seen in Fig. 6 is the low signal fluctua-

tion in steady state operation leading to a more accurate representa-

tion of the mean rate of the input compared to previous work. The
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Figure 6: The steady state for a sweep of input frequency for
the DPI (a), DDPI (b), and SoDPI (c). The 2.5-97.5 percentile
shows the signal fluctuations with regard to the mean of the
steady state response. The increase in signal fluctuations and
change of the first derivative of the output voltage with re-
spect to the input frequency observed for the DDPI is due to
an intrinsic limitation of the circuit which does not comprise
a parameter regime in which a proper kernel shape is pro-
duced for both single spikes and high frequency inputs. The
DDPI data points are obtained through SPICE simulations,
while SoDPI and DPI plots show ASIC measurements.

lower fluctuations can be employed for smother responses in plas-

ticity circuitry like homeostasis, calcium and mean rate traces [6,

10], gating and conductance circuitry [14] making the responses

less sensitive to input spike timing.

4 CONCLUSION
We presented a robust second-order integrator circuit, which can

replace standard first-order synaptic integration circuits for mimick-

ing alpha shaped biological Inhibitory PSCs (IPSCs) and Excitatory

PSCs (EPSCs) with minimal added overhead. Furthermore, the cir-

cuit is able to produce mean rate trace representations with low

steady state fluctuations. We provided analytical solutions for the

response kernel in the saturation regime, and showed its func-

tioning in a 180 nm CMOS technology. The circuit improves the

previously presented solutions in terms of spike kernels with a

stable response across input regimes, from isolated spikes to sparse

and integration regime. Furthermore, given the translinear design

principle, the impact of device mismatch is limited to the linear

range [9] as opposed to the exponential impact on voltage based

subthreshold circuits. The process variation is reduced given the

equation containing predominantly ratio between currents.

The lower signal-to-fluctuation-ratio of the output promises

improvements in stability and precision for emulated learning algo-

rithms implementations relying on accurate mean rate information.

The proposed circuit provides a novel basic building block for the

implementation of learning systems. It can be used to port a variety

of algorithms (e.g. calcium based stop-learning, frequency based

learning rules, gating, homeostasis) into full-custom low-power

hardware systems. The properties of the circuits demonstrated

in this paper support its application to learning algorithms can

guarantee stability, consistency and precision of synaptic updates.
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