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Abstract
Existingpermissionedblockchainsoften relyoncoordination-
based consensus protocols to ensure the safe execution of
applications in a Byzantine environment. Furthermore, these
protocols serialize the transactions by ordering them into a
total global order. The serializability preserves the correctness
of the application’s state stored on the blockchain. However,
using coordination-based protocols to attain the global or-
der of transactions can limit the throughput and induce high
latency. In contrast, application-level correctness require-
ments exist that are not dependent on the order of trans-
actions, known as invariant-confluence (I-confluence). The I-
confluentapplications canexecute inacoordination-freeman-
ner benefiting from the improved performance compared to
the coordination-based approaches. The safety and liveness of
I-confluentapplicationsare studied innon-Byzantineenviron-
ments, but the correct execution of such applications remains
a challenge in Byzantine coordination-free environments.
This work introduces OrderlessChain, a coordination-free
permissioned blockchain for the safe and live execution of
I-confluent applications in a Byzantine environment. We im-
plemented a prototype of our system, and our evaluation
results demonstrate that our coordination-free approach per-
forms better than coordination-based blockchains.

1 Introduction
The main property contributing to blockchains’ popularity
since the introduction of Bitcoin [36] is the trusted execution
of transactions in a trustless, decentralized environment. To
offer trust and prevent Byzantine behaviors such as Sybil at-
tacks [46, 56], blockchains use consensus protocols, such as
theProof-of-Work-based (PoW)protocols used inBitcoin [36].
Another essential property of consensus protocols enables
the system to agree on the total global order of transactions
for a serialized execution. The serializability is required to
preserve the correctness of the application’s state stored on
the blockchain. For example, serialization prevents a user’s
negative account balance in the case of Bitcoin, as every node
sequentially executes the transactions in the sameorder.How-
ever, the consensusprotocols in several blockchains are severe
bottlenecks to their throughput and latency [27, 45].
∗This paper is a preprint of the work published at the 24th ACM
International Middleware Conference (Middleware ’23). DOI:
https://doi.org/10.1145/3590140.3629111. Please cite the original Mid-
dleware conference version of the paper.

Incontrast topublicblockchains,permissionedblockchains
are only accessible by authenticated and authorized partic-
ipants [12, 45]. Although the participants’ identity is known,
they do not trust each other. Permissioned blockchains, such
asHyperledger Fabric (Fabric) [5], take advantage of their per-
missioned property to implementmore efficient coordination-
based consensus protocols. However, the coordination-based
nature of these protocols remains a bottleneck [14, 15, 22, 49].
In general, decreasing coordination plays a vital role in

improving the performance of distributed systems [6]. A
coordination-free blockchain could enable the concurrent
execution of transactions, leading to higher throughput and
lower latency. However, simply eliminating the coordination
may jeopardize the correctness depending on the application.
For example, a payment processing application may require
rejecting transactions that result in the payee’s account’s bal-
ance turning negative [31]. A coordination-free blockchain
cannot preserve this requirement [6, 29].
In contrast, there exist application-level correctness re-

quirements that can be preserved in a coordination-free dis-
tributed system, which are known as Invariant-Confluent (I-
confluent) invariant conditions [6]. For example, transactions
that only deposit funds to an account can execute without co-
ordination. In otherwords, the I-confluent transactions can be
processed in any orderwhile preserving application-level cor-
rectness, and the final state of the application is independent
of the order of the transactions. One technique that can create
I-confluent transactions is Conflict-free Replicated Data Types
(CRDTs) [48]. CRDTs are abstract data types that converge to
the same state in a coordination-free environment.
Bailis et al. [6] demonstrated that unordered transactions

preserve the I-confluent invariants of applications in non-
Byzantine and eventually consistent environments. In other
words, applications with I-confluent invariants are safe and
live in non-Byzantine coordination-free environments. The
authors also showed the improved throughput and latency
of taking advantage of coordination-free approaches. How-
ever, preserving the safety and liveness of applications in a
Byzantine environment is dependent on paying a high co-
ordination cost in other systems [14, 16, 22, 27, 45, 49]. By
providing a Byzantine coordination-free environment where
I-confluent applications continue to be safe and live, we ben-
efit from improved performance while ensuring trust in a
trustless environment. In this work, we present Orderless-
Chain, a coordination-free permissioned blockchain without
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total global order of transactions. OrderlessChain uses the
properties of permissioned blockchains andCRDTs to offer an
innovative two-phase execute-commit protocol for creating
safe and live applications in a Byzantine coordination-free
environment. We also built five applications on Orderless-
Chain to show its practicability.

We offer the following contributions in this paper:
1. We introduce OrderlessChain, a novel permissioned

blockchain capable of executing safe and live appli-
cations in a Byzantine coordination-free environment.
Our systemachieves thiswithout the coordinationover-
head for creating a total global order of transactions,
improving the throughput and scalability.

2. We demonstrate a novel approach for creating Turing-
complete blockchain applications based onCRDTs. Our
approach preserves the I-confluent invariants of appli-
cations in a coordination-free Byzantine environment.

3. We implement a prototype of OrderlessChain and
demonstrate the improved throughput and latency of
the coordination-free approach for I-confluent applica-
tions compared to existing permissioned blockchains.

The remainder of the paper is organized as follows. First,
we provide a background on I-confluence and CRDTs in Sec-
tion 2 followed by the systemmodel in Section 3. Then, we
explain our protocol in Section 4. We discuss the applications
of OrderlessChainand the implementation inSections5and
6. We also explain our approach for preserving application-
level correctness requirements in Section 7 and the effects of
Byzantine participants in Section 8. We present evaluations
in Section 9 and review related work in Section 10.

2 Background
Invariant Conditions and Invariant Confluence –Differ-
ent applications have different correctness requirements. For
example, a banking application may be required to prevent
the customers’ account balances from dropping below zero.
Developers specify the correctness of an application by defin-
ing a set of invariant conditions {I1,...,Is} on the application’s
state. Each Ij represents a requirement that nodes must pre-
serve during the application’s lifecycle. Preserving invariants
in a distributed systemwith globally serialized transactions
is relatively straightforward. Provided that each transaction
preserves the invariants, serialization enables the nodes to
apply the transactions in a sequentially isolated manner and
preserve the invariants.
However, serialization comes at a high coordination cost.

In a coordination-free distributed system, the nodes may re-
ceive the transactions in different orders. Hence, preserving
invariants is challenging. For example, a node that stores the
account balance of a customer with an account balance of
{Balance :100} can accept only one of the withdrawal trans-
actions ofWithdraw(50) andWithdraw(60). Applying both
transactions results in a negative account balance and violates

the application’s invariants. Without coordination, the nodes
cannot agree to accept one of the two transactions.
Bailis et al. [6] studied preserving invariants in a non-

Byzantine coordination-free distributed system and intro-
duced the notion of Invariant Confluence (I-confluence). A set
of transactions {TS1,...,TSm} are I-confluent with regard to an
invariant condition Ij , if the transactions can be applied in
different orders on different nodes while preserving Ij . Con-
sider the mentioned withdrawal transactions as an example
of a non-I-confluent transaction set. However, two deposit
transactions Deposit (50) and Deposit (60) are I-confluent, as
applying these transactions in any order on different nodes
does not violate the non-negative invariant condition. Hence,
the I-confluent transactions must have these two properties:
(1) Commutativity: The transactions can be applied in any or-
der. (2)Convergence:Thefinal state is independent of the order
of transactions. Bailis et al. proved that only I-confluent trans-
actions could be executed on a coordination-free distributed
systemandnon-I-confluent transactions require coordination
among the system’s nodes [6].
Conflict-free Replicated Data Types – One available

technique that provides commutative and convergent trans-
actions as required by I-confluence is Conflict-free Replicated
Data Types (CRDTs). CRDTs represent abstract data types
that converge to the same state in the presence of concurrent
transactions in a coordination-free distributed system [48].
These data types encapsulate common data structures such as
maps andprovideAPIs for reading andmodifying their values.
Since concurrent transactions can result in conflicting values,
CRDTs use built-in mechanisms to resolve conflicts without
coordination. Shapiro et al. [48] formalizedCRDTsandproved
their strong eventual consistencyproperty (SEC) in an eventu-
ally consistent system. An SEC system has two requirements:
(1) Eventual delivery of transactions: If a transaction is deliv-
ered to one correct node, then all correct nodeswill eventually
receive the transaction. (2) Strong convergence of nodes: If the
same set of transactions is applied on every correct node, then
the nodes’ state immediately converges to the same state [48].

CRDTs synchronize among different nodes through propa-
gating commutative transactions [33]. When extending com-
mon data structures with CRDT features, the transactions
may inherently be commutative ornot. For example, a counter
is easily modeled as a CRDT since increment transactions are
intrinsically commutative.However,modifications for several
other data types are not commutative. For instance, assigning
a value to a single-value register is not inherently commuta-
tive. For converting a register to a CRDT, the register needs
to be extended with metadata, defining its behavior in the
presence of concurrent modifications. This is achieved with
the help of the happened-before relation [48] that defines the
causal order between two events based on logical clocks [32].
The theoretical foundation for defining the requirements of
several CRDTs has been studied thoroughly [28, 44].
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3 SystemModel
SystemModel –OrderlessChain is a strongly eventually
consistent, asynchronous permissioned blockchain. An Or-
derlessChain network consists of a set of organizations
{O1,...,On} and a set of clients {C1,...,Cr }. Organizations can
communicate with other non-failed organizations by sending
and receiving messages.
A unique identifier is assigned to each organization and

client. The identity of each organization is known to every
other organization and client in the network. An organization
represents entities that range from large corporations to small
businesses or even individuals. The purpose of organizations
is to define trust boundaries in the system. Although the orga-
nizations’ identity is known to each other, the organizations
do not necessarily trust each other.

Running Example – To better convey our systemmodel
and design, we create a voting application, to which we refer
throughout the paper. Each voterVoteri can vote for one party
among the candidate parties in {P1,...,Pn}. The network con-
sists of n organizations, where each organization represents
one distinct party. Each organization receives and stores votes
from voters. We consider the application correct if each voter
votes for at most one party. We chose this use case since vot-
ing applications are among popular blockchain use cases [24].
Additionally, studies have shown that coordination in such
highly concurrent use cases is a bottleneck [14, 49].
Application’sWorld State – Each organization stores a

replica of the application’s state as a set of key-value pairs
represented by STOi , which represents the application state
at organizationOi. Since OrderlessChain is an SEC system,
the replicated application states STO1 ,...,STOn at organizations
O1,...,Onmay diverge from each other, butwill eventually con-
verge to the same state. At any given point in time, we define
the application’s world state STApp as STApp=∪n

i=1STOi as the
union of the application state at all organizations where the
values of identical keys are merged based on the techniques
discussed in this paper.
Invariant Conditions –An application’s correctness is

imposed by the developer by defining a set of invariant condi-
tions {I1,...,Is} on STApp . Each invariant Ij specifies a constraint
over STApp. We define the application correctness as follows:

Definition 3.1. STApp Correctness. Let STApp be the applica-
tion’s world state that does not violate the invariant conditions
{I1,...,Is}. Let the transaction set {TS1,...,TSm} be I-confluent
with regard to {I1,...,Is}. Then, committing the transactions
{TS1,...,TSm} does not violate any invariant conditions {I1,...,Is}
over STApp.

Application’s Endorsement Policy – The application
developers specify the endorsement policy for the applica-
tion. The endorsement policy specifies which organizations
must sign and commit the transactions. The process of ob-
taining the signature is called endorsing. The application’s
endorsement policyhas the formatEP : {qof n},wheren is the

number of organizations in the system, and q is the minimum
number of organizations required for endorsing as well as
committing a transaction. In other words, the endorsement
policy determines the trust requirements of the application
and enables the developer to adjust the amount of trust re-
quired.

In the context of our voting example, consider an election
with four participating parties P1,P2,P3,P4 where each party is
represented by a corresponding organizationOP1 ,OP2 ,OP3 ,OP4 .
Consider the following two possible endorsement policies:
EP1 : {2 of 4} and EP2 : {4 of 4}. EP1 requires that votes are en-
dorsed and committed by at least two out of the four organiza-
tions. EP2 indicates that all four organizations must endorse
and commit the voter’s vote. Furthermore, we identify one
invariant condition:maximally one vote per voter. The appli-
cation is correct if themaximally one vote per voter invariant
is preserved over STApp and committing transactions do not
violate this invariant.

TransactionModel –A transaction is valid as follows:
Definition 3.2. Transaction Validity. Let the application’s
endorsement policy be EP : {qof n}. Let STApp be in a correct
state concerning the invariant conditions. Let the transaction
TSi be I-confluent concerning the invariant conditions. Then,
TSi is valid if and only if it satisfies these two requirements: (1)
Signature validity: TSi is endorsed by at least q organizations
and the client signed the transaction. (2) Invariant conditions
validity: Applying TSi does not violate any invariants.

We define the transaction TSi to be committed as follows:
Definition 3.3. Committed Transaction. Let the applica-
tion’s endorsement policy be EP : {qof n}. Let the transaction
TSi be valid. Then, TSi is successfully committed if and only if
at least q organizations individually process and commit the
transaction successfully.

For the voting example with EP1 : {2 of 4}, a transaction is
valid if it is signed by the client and is endorsed by at least
two organizations. Additionally, the valid transaction must
not violate themaximally one vote per voter invariant. Also,
at least two organizations must commit a valid transaction.

FailureModel –Weconsider the organizations and clients
tobepotentiallyByzantine.Byzantineorganizationsor clients
can fail arbitrarily. We consider an organization to be non-
faulty if and only if the organization processes every transac-
tion according to the OrderlessChain’s protocol. The trans-
actions can be delivered in any order, differing from the sent
order; they may also be duplicated, lost, or corrupted during
transmission. The safety and liveness properties of applica-
tions running on OrderlessChain are defined as follows:
Definition 3.4. Safety.Only valid transactions are success-
fully committed.

Definition 3.5. Liveness. Every valid transaction is eventu-
ally successfully committed.

3



We have two kinds of failures: (1) Signature failure:When
a transaction does not receive the required endorsements
based on the endorsement policy, or the client’s signature is
not valid. (2) Organization failure: Any Byzantine failures of
the organizations, including crash and omission failures and
the organizations’ arbitrary behavior, such as intentionally
jeopardizing the system through tempering with messages,
forging signatures, or software bugs.
Intuitively speaking, consider the two possible endorse-

mentpolicies forourvotingexample.EP1 requires theendorse-
ment and committing of at least two organizations. Therefore,
at most, one of four organizations can be Byzantine, so the
other non-faulty organizations can prevent committing in-
valid transactions and keep the application safe. With more
than one Byzantine organization, the client may collude with
the Byzantine organizations and collect the two required en-
dorsements and commits for the invalid transactions, and
the non-faulty organizations cannot prevent it. However, the
voting application with EP2 is safe for up to three Byzantine
organizations, as the remaining one non-faulty organization
can prevent the successful commit of invalid transactions. For
liveness with EP1, the client must communicate with at least
two organizations. As there are four organizations, liveness
can tolerate two Byzantine failures. However, the liveness
of EP2 cannot tolerate any Byzantine failures, as any faulty
organization can hinder the transaction from being endorsed
or committed by all four organizations.

Formallyspeaking, foranapplicationwith theendorsement
policy EP : {qof n} and with up to f Byzantine organizations,
the application is safe if q≥ f +1. Additionally, the application
is live, if n−q≥ f . We provide proof of the safety and liveness
of OrderlessChain in Section 8. The safety and liveness
condition of OrderlessChain in a Byzantine environment
differs from the conventional 3f +1 requirement, as we do not
require the organizations to coordinate to reach a consensus.
Rather, we use the permissioned property of the system and
the organizations’ known identity to endorse the transactions,
where consequently, the non-faulty organizations prevent
endorsing and committing invalid transactions.
In the case of a network partition, an application with the

endorsement policy of EP : {qof n} can remain available if
the number of organizations in every partition satisfies the
safety and liveness requirements. Hence, OrderlessChain
is available under network partitions according to the CAP
theorem [21], if in every partition there exists at least q or-
ganizations, and once the network partition is resolved, the
state of partitions can be merged based on the techniques
discussed in this paper.

4 Architecture and Protocol
OrderlessChain Architecture – Organizations are re-
sponsible for hosting smart contracts, receiving and execut-
ing transactions, and managing a replica of the application’s

ledger.Everyapplication runningonOrderlessChainmakes
use of an isolated ledger, which contains the application state
STOi . The application’s ledger on every organization consists
of two components: (1) an append-only hash-chain log; (2) a
database. The hash-chain log contains all transactions that
the organization has received since the beginning of time in
a hash-chain data structure. By sequentially executing every
transaction in the hash-chain log, we reach the application
state STOi . For a more efficient approach, an organization ap-
plies each transaction to its database when the transaction is
appended to the log. Therefore, the database represents the
current application state STOi .
The messages are authenticated using digital signatures

based on a standard Public Key Infrastructure (PKI) [35]. Or-
ganizations and clients use PKI to authenticate and sign trans-
actions and verify the integrity of the messages.

Developers create smart contracts,whichareprogramscon-
taining the application’s logic. OrderlessChain supports
executing smart contracts with a Turing-complete logic writ-
ten in the Go language [2]. Each smart contract can contain
any number of functions. Each function encapsulates a task
that the application performs. To execute a smart contract,
clients submit a request to an organization that executes the
smart contract with the provided inputs and returns a result.

Protocol andTransactionLifecycle –OrderlessChain
follows a two-phase execute-commit protocol and transaction
lifecycle. Clients first submit transaction proposals to be ex-
ecuted by organizations. If the first phase succeeds, clients
send the transactions to the organizations to be committed.
Figure 1 demonstrates the complete transaction lifecycle for
an application with endorsement policy EP : {qof n}.

Organization 2
Client

Smart Contract

Database
 Append-
only Log

Organization 1

TP1

TP2

TP3

TP1

TP2

TP3

TP3

TP2

TP1

TP3

TP2

TP1

Organization 2

Organization 1

TS1

TS1

TS2

TS2

TS3

TS3

TS2

TS3

TS1

TS2

TS1

TS3

TS1

TS1


TS2

TS2

RCPT1

RCPT2

Execution Phase Commit Phase

REJ3

RCPT1

RCPT2

REJ3

Smart Contract

Database
 Append-
only Log

Step 2 Step 4

Step 4Step 2

Step 1

Step 1

Step 3

Step 3

Step 5

Figure 1. Transaction lifecycle on OrderlessChain.

Phase 1 / Execution Phase –The client prepares a transaction
proposal TPi containing the client’s identification, the smart
contract’s identifier, the function to be invoked, and the input
parameters. The client broadcasts the proposal to at least q
organizations according to the endorsement policy (Step 1
in Figure 1). Organizations receive the proposal and execute
the smart contract with the provided parameters. The execu-
tion result is a set of I-confluent operations for modifying the
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application’s state, created based on the CRDTmethodology.
These I-confluent operations preserve the application’s in-
variant conditions,whichwe explain in detail in the following
sections. The operations are added to a write-set. Then, the
organization hashes and signs the write-set with its private
key and creates a signature. Finally, the organization delivers
the write-set with the created signature as a response (en-
dorsement) to the client (Step 2 in Figure 1). This signature
ensures that the client or other organizations cannot tam-
per with the operations in the endorsement’s write-set, as
tampering makes the signature invalid.
Phase 2 / Commit Phase – The client waits until it receives

the minimum number of endorsements required by the en-
dorsementpolicy. If thewrite-sets of all endorsements contain
identical operations, the client assembles a transaction TSi.
The identical operations in the endorsements show that orga-
nizations followed the same protocol for executing the smart
contract. Suppose some Byzantine organizations do not exe-
cute the smart contract defined by the developer or based on
the provided input parameters. In that case, the operations
will not match the operations created by non-Byzantine or-
ganizations and will cause the transaction to fail. The client
adds the endorsement’s write-set to the TSi’s write-set. The
client hashes and signs the transaction’s write-set with its
private key to create a signature and includes it in the trans-
action. The client also includes the received endorsements in
the transaction.

The client sends back the transactions to at least q organi-
zations as specified by the endorsement policy (Step 3). These
organizations can potentially be different from those who
initially endorsed the proposal. If an organization has not
previously committed the transaction, it validates and com-
mits each received transaction according to the definitions
above. Before committing a transaction, organizations verify
whether the transaction’sendorsementsandclient’s signature
are valid (signature validation) and whether endorsements
satisfy the endorsementpolicy. Forverifying thevalidityof en-
dorsementsand theclient’s signature, theorganizationhashes
the transaction’s write-set and uses the public keys of endors-
ingorganizations and the client to verify their signatures. This
verification shows that the endorsing organizations created
identical write-sets, and the client did not tamper with the
write-set. If the transaction passes the signature validation,
it is marked as valid. Otherwise, the transaction is invalid.
The organizations update their database with the write-

set of valid transactions, whereas all valid and invalid trans-
actions are appended to the hash-chain log. For appending
the transaction to the log, the organization creates a block
Blockh :<TSi,Hash(Blockh−1)>, which contains the transac-
tion and the hash of the last block Blockh−1 in the log. Then,
theorganizationappends thecreatedblock to the log. Forvalid
transactions, a receiptRCPTi :HashAndSign(Blockh,Valid), that
is signed hash of the block containing the transaction, is sent

to the client (Step 4). If the transaction is invalid, the organiza-
tion sends a rejection REJi :HashAndSign(Blockh,Invalid) to
the client. As the receipt contains the hash of the block, which
isdependenton thehashofpreviousblocks in the log, theorga-
nization cannotmodify the content of the transactionwithout
destroying and invalidating RCPTi of TSi and other transac-
tions. The client waits until it receives the minimum number
of receipts required by the endorsement policy. The client can
archive the transaction’s receipts for bookkeeping purposes.

After sending the client’s receipt, the organization period-
ically gossips the transactions to other organizations (Step 5).
Upon receiving a transaction from another organization, the
organization checks the ledger to determine if the transaction
has already been received from other organizations or the
client. If the transaction has already been processed, the orga-
nization ignores it and avoids committing it again; otherwise,
it is committed following the above-explained procedure. If a
client sends a transaction that the organization has received
from other organizations or a duplicate transaction from the
client itself, it does not commit it again. Instead, a receipt or
rejection is sent to the client.

5 OrderlessChain Applications
By discussing two use cases, we explain the possible use cases
of OrderlessChain and the system’s internal approach for
creating CRDT-based I-confluent applications.

Party1 Map

Keys: Voter1

Register:
Empty

Votern........

Register:
True

Auction Map

Keys: Bidder1 Biddern........

Counter:10 Counter:25Values: Values: ................

(a) Data structure of a participating party. (b) Data structure of an auction.

Figure 2.Application modeling for the voting and auction.

Application Modeling – To implement a use case in a
smart contract, we need tomodel the application as data struc-
tures that match the use case’s description and contain the
application’s data. We discuss modeling two use cases:
Voting Application – One possible solution for modeling

our running voting example in a smart contract is shown
in Figure 2(a): For every party participating in the election,
we require a map containing key-value pairs. The key is the
voter’s identification, and the value is a register that stores
a Boolean value for the vote sent by the voter for this party.

Auction Application –Auction applications are among the
common use cases of blockchains [20]. An auction is a highly
concurrent use case that can benefit from a coordination-free
approach. Consider an auction and a set of bidders {Bidder1,
...,Biddern}. ThebidderBidderi submitsbids.Eachbidcontains
the amount it wishes to add to its previous bid. The bidder
must be able only to increase its last bid. Based on this descrip-
tion, we realize one invariant condition: increase-only bids.
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One possible design is as follows, as shown in Figure 2(b):
Each auction is modeled as a map containing key-value pairs.
Thekey is thebidder’s identification, and thevalue is a counter.
The counter stores the cumulative bids of the bidders. The
counter’s value can only be increased, and the value is in-
creased with every new bid sent by the bidder.
CRDTAbstractions –As explained in Section 2, CRDTs

provide a solution for creating commutative convergent up-
date operations, and we use CRDTs in smart contracts. The
proposedOrderlessChainprotocol is independentofCRDTs
used in smart contracts. CRDTs are also replaceable with al-
ternative techniques that provide commutable operations
to develop new types of applications. However, there exists
a plethora of CRDTs for various data types. To enable the
execution of these CRDTs, their specifications need to be
supported by the smart contract execution environment. In
the current implementation, OrderlessChain supports the
specifications of grow-only counters (G-Counter) [48], CRDT
Maps [28], and multi-value registers (MV-Register) [28]. We
chose these three CRDTs as they satisfy the requirements
of the voting and auction applications. Other use cases may
require further CRDTs. For enabling the support for other
CRDTs, their design requirements, according to the available
literature, must be added to OrderlessChain [4, 44, 48].

Table 1.Modification and read APIs of supported CRDTs.

CRDT Modification APIs Read API
G-Counter AddValue (value,clock) Read ( )
CRDTMap InsertValue (key,value,clock) Read (key)
MV-Register AssignValue (value,clock) Read ( )

The three CRDTs represent the following data structures:
(1) G-Counter: It is a monotonically increasing numeric vari-
able. (2) CRDT Map: This CRDT is built upon a map data
structure. A map is an unordered data structure containing
key-value pairs. The key is an identifier, and the value can be
any object. (3)MV-Register: This is a shared variable capable
of containing multiple values at a time. Every CRDT provides
modification and read APIs as shown in Table 1. Using the
read APIs in the smart contracts causes no side effects and re-
quires no CRDT operation. The developers create operations
in the smart contract containing the modification API calls.
The value must be null for deleting a value with modifica-
tion APIs of CRDTMap andMV-Register. The modification
APIs contain a logical clock used to infer the happened-before
relations. For creating more complex data structures, maps
can be nested, where the value of the key-value pairs can be
either a new CRDTMap, G-Counter, or MV-Register.

These CRDTs are used for voting and auction applications
as follows. Voting application: As previously shown in Fig-
ure 2(a), each party is modeled as a map, and the voter’s votes
are modeled as key-value pairs in the party’s map where the
values are registers. Therefore, we use a CRDTMap to model

the party’s map and the MV-Register as the votes’ register.
Auctionapplication: In themodeledauctionapplicationshown
in Figure 2(b), we use a map for modeling the auction and
increase-only counters for bids. Hence, we use a CRDTMap
to model the auction’s map and G-Counters to model the bids
of each bidder.
For evaluating the effects of an operation, the operation

needs to be applied to the CRDT, which may cause conflicts.
The CRDTs must provide a built-in mechanism for resolving
conflicts of modification operations. We identify the conflict-
ing operations of the three CRDTs and offer a conflict resolu-
tion accordingly. (1)G-Counter:As the operations increase the
counter’s value, the modification operations are inherently
commutative and cause no conflict. (2) CRDTMap: The mod-
ification operations that modify different keys in the map are
commutative and non-conflicting and can be applied concur-
rently. However, the operations thatmodify identical keys are
conflicting. The conflict is resolved based on the happened-
before relations among operations. If the happened-before
relation can be inferred, the operations are applied based on
the relation; however, if the happened-before relation cannot
be inferred, a newmap is created, and the conflicting values
are added to the newmap as new key-value pairs, as shown in
Figure 3. (3)MV-Register:OnMV-Register, everymodification
operation is conflicting, and the value of the register is deter-
mined based on the happened-before relation among clocks.
However, if the happened-before relation cannot be inferred
from the clocks, the register stores all values, as shown in
Figure 4.

Empty

Party1 Map

Voter1

VoteRegister2:
Empty

Party1 Map

Operation1: InsertValue(Voter1, VoteRegister1, Clock1)

Operation2: InsertValue(Voter1, VoteRegister2, Clock2)

Clock1 happened-before Clock2

Empty

Party1 Map

Voter1

Party1 Map

Operation3: InsertValue(Voter1, VoteRegister3, Clock3)

Operation4: InsertValue(Voter1, VoteRegister4, Clock4)

No happened-before relation between Clock3 and Clock4

Clock3

VoteRegister4:
Empty

VoteRegister3:
Empty

Clock4

Figure 3.Applying CRDTMapmodification operations.
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Operation2: AssignValue(False, Clock2)

Clock1 happened-before Clock2

Party1 Map

Operation3: AssignValue(True, Clock3)

Operation4: AssignValue(False, Clock4)

No happened-before relation between Clock3 and Clock4

Voter1

VoteRegister1:
[True, False]

Voter1

VoteRegister1:
Empty

Party1 Map

Voter1

VoteRegister1:
Empty

Party1 Map

Voter1

Figure 4.Applying MV-Register modification operations.
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6 Implementation
We implemented a prototype of OrderlessChain with the
Go language [2] and gRPC [3].We open-sourced the code and
the smart contracts discussed in this paper 1 .
Smart Contracts – Developers use our Smart Contract

Library (SCL) for developing smart contracts and defining the
logic of applications. The smart contract includes functions
that encapsulatedifferent functionalitiesof theapplication.To
enable developers to interact with data stored on the ledger,
SCL offers interfaces for defining operations called CRDT
APIs. Each client keeps track of a Lamport clock [32], which is
passed into the smart contractwithproposals.Theclient incre-
ments the clock with every submitted proposal. Each client’s
Lamport clock is independent of the clock of other clients. Fur-
thermore, eachCRDTobject has aunique identificationon the
ledger. The read API does not require creating any operation,
and SCL only requires the identification of theCRDTobject to
retrieve it. For modifications, in addition to the identification
of theCRDTobject, each operation includes four components:
(1) Operation identifier: The identification of the operation is
unique per CRDT object and is a combination of the client’s
identification and the client’s Lamport clock. (2)Modification
value and type: The value that the operation modifies and the
type of CRDT. (3) Client’s clock: The client’s Lamport clock.
(4) Operation path: Developers can create nested CRDT struc-
tures for creating more complex data structures. The path
specifies the location of the modification, starting from the
root of the CRDT object. In the voting application with four
parties, Figure 5 shows the function in the smart contract for
creating the operations for voting for a party. For example,
the function creates four operations for voting for party P1.
One operation sets the voter’sMV-Register on party P1 to true,
and the other three operations set the voter’s MV-Register
on the other three parties to false. These four operations are
included in the write-set of proposals for submitting a vote.
Applying Transactions – Developers can implement

functions in smart contracts for invoking read APIs and re-
trieving the values of CRDT objects. Subsequently, clients
can submit proposals to an organization Oi for reading the
values. In our voting example, the developer can implement
a function to read the number of votes submitted to a party.
As OrderlessChain is an SEC system, the application state
STOi may diverge from the application states on other organi-
zations. Therefore, reading the values at Oi only reflects the
modifications applied atOi.
To compute the CRDT object’s value in response to read

API calls, the organization should retrieve and apply every
operation in the ledger submitted for the CRDT object. As the
numberofoperations increases, the timerequired forapplying
operations also increases. This increasing overhead is a well-
known problem of CRDTs [8, 30]. Hence, we implemented
an optimization to address this issue. As Section 4 explains,

1https://github.com/orderlesschain/orderlesschain

Figure 5. Voting in the smart contract.

the ledger contains a database beside the hash-chain log. The
database is updated with every valid transaction. It consists
of a conventional key-value database, namely LevelDB [1],
and an in-memory cache. Upon the transaction commit, the
operations are inserted into LevelDB.We do so as retrieving
the operations from LevelDB is more efficient than retrieving
them from the log during a cachemiss. The value of the CRDT
object in the cache is updated with the transaction’s opera-
tions according to Algorithm 1. In response to read API calls,
the organizations return the value of the CRDT object from
the cache. This approach offers read-your-writes consistency
from the client’s point of view [43].

Algorithm 1 demonstrates our approach for applying each
operation to the CRDT object. For every operation, before
applying it, the CRDT object is traversed from its root until it
reaches the location defined by the operation’s path (Line 3).
As the object can be a nested structure, parts of the pathmight
not have been added to the object yet. Therefore, the missing
parts are created and added. Additionally, the location con-
tains the clocks of the previously applied operations. Once the
location for modification is reached (Line 4), the changes are
applied (Line 5). For applying the changes, as we explained
in the CRDT abstractions, the built-in conflict resolution is
applied depending on the type of object and the clocks of
previously applied operations. Additionally, the operation’s
clock is appended to the location’s clocks. The time and space

7
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complexity of Algorithm 1 isO(n), where 𝑛 is the number of
operations being applied.

Algorithm 1:Applying operations to the CRDT.
1 ApplyOperations (CRDTObj,Operations)

input :CRDTObj, a reference to the CRDT object.
input :Operations, the modification operations.

2 foreachOpi inOperations do
3 CRDTObj.Create (Opi .OpPath)
4 Location=CRDTObj.GetModifyLoc (Opi .OpPath)
5 CRDTObj.Apply (Location,Opi .Val,Opi .ValType,Opi .Clock)

In Section 8, we prove the SEC property. However, first, we
demonstrate that the application state STOi is independent of
the order of transactions. We formulate the following lemma:

Lemma 6.1. Independent of the processing order of transac-
tions in the transaction set {TS1,...,TSm} in organization Oi,
application state STOi converges to the same state for all i.

Proof. Thewrite-set of every transaction in {TS1,...,TSm} only
contains CRDTmodification operations. As CRDTs are pro-
vided with the built-in conflict resolution mechanism, apply-
ing the operations in the write-set of operations by using
Algorithm 1 ensures that transactions can be processed in any
order while converging to the same state. Hence, the conver-
gence of STOi is independent of the order of transactions. □

7 Preserving Invariant Conditions
As explained in Section 2, submitting a set of transactions
{TS1,...,TSm} in a coordination-free approach preserves the
invariants {I1,...,Is} if the set of transactions are I-confluent
with regard to the invariants. Organizations can commit a
set of I-confluent transactions without additional validations
while preserving the invariants. Since the CRDT operations
in the write-set of transactions modify the application’s state,
the operations must be I-confluent. As developers define the
logic for creating operations in a smart contract, they must
implement the identified invariants as I-confluent operations.

In the case of our voting application, we realized themax-
imally one vote per voter invariant. To determine that the
invariant can be preserved by creating I-confluent operations,
we reasonas follows:Consider anelectionwith twoparticipat-
ing parties. As explained in Section 6, every transaction TSVote
that submits a vote has two operations in the write-set. One
operation sets the voter’s MV-Register in the elected party’s
map to true. The other operation sets the voter’s MV-Register
for the non-elected parties to false.

As there is no coordination among organizations, the voter
can submit several votes. However, themaximally one vote per
voter invariant requires that we only count one of the votes.
Consider the following transaction set {TSVoter1Vote1 ,TS

Voter1
Vote2 }, sub-

mitted by Voter1, as shown in Figure 6. Each transaction con-
tains two operations. Voter1 submitted two votes for two dif-
ferent parties, where there exists a happened-before relation

VoteRegister1:
False

Party1 Map

Voter1

VoteRegister1:
True

Party2 Map

Voter1

Operation1: {[Party1/Voter1], MV-Register, True, Voter1Clock1}

Operation2: {[Party2/Voter1], MV-Register, False, Voter1Clock1}

Operation3: {[Party1/Voter1], MV-Register, False, Voter1Clock2}

Operation4: {[Party2/Voter1], MV-Register, True, Voter1Clock2}

TSVoter1
Vote1 (Vote of Voter1 for Party1)

TSVoter1
Vote2 (Vote of Voter1 for Party2)

Voter1Clock1 and Voter1Clock2 from Voter1. Hence, Voter1Clock1 happened-before Voter1Clock2

Figure 6. Preserving the invariant for the voting application.

between operations in TSVoter1Vote1 and TSVoter1Vote2 . Therefore, inde-
pendent of the order they are processed, based on the CRDT’s
conflict resolution mechanism, operations in TSVoter1Vote2 over-
write the effects of operations in TSVoter1Vote1 . Hence, we count
only one of the votes submitted by the Voter1. Themaximally
one vote per voter invariant is preserved, and the transactions
are I-confluent with regard to the invariant.
For the auction application, we can similarly reason that

it is I-confluent concerning the increase-only bids invariant.

8 Byzantine Actors
We assume that organizations or clients can be potentially
Byzantine. We discuss four potential attacks by Byzantine
clients: (1) A Byzantine client might send proposals to the
organizations without submitting the transaction to be com-
mitted. This behavior does not leave any lasting side effects on
the system. However, it can be used for distributed denial-of-
service (DDoS) attacks.However, note thatonlyauthenticated
clients can communicate with the organizations. Therefore,
if the authenticated Byzantine clients try to overload the
system, they can be detected, and their permissions can be
revoked. (2) A Byzantine client may send the transactions
to some organizations during the commit phase and avoid
sending them to other organizations. As the organizations
gossip the transactions to other organizations after commit-
ting the transaction, all organizations eventually receive the
transactions. (3) Clients may send the wrong logical clocks
to the organizations with the proposals. If clients send differ-
ent clocks to different organizations with the same proposal,
then the operations in the endorsements do not match, which
prevents creating a valid transaction. (4) Suppose the client
does not increment the clockwith every proposal. In that case,
no happened-before relation between clocks can be inferred,
and the CRDT’s conflict resolution mechanismmanages the
operations accordingly, as explained in Section 5. Therefore,
Byzantine clients cannot jeopardize the system.
To discuss the safety and liveness concerning Byzantine

organizations, we introduce the following theorem:
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Theorem 8.1. Let the endorsement policy for an application
be EP : {qof n} with n≥q>0. Then, for up to f Byzantine or-
ganizations, the application is safe if and only if q≥ f +1. Fur-
thermore, the application is live if and only if n−q≥ f .

Proof. According to our definition of safety and liveness, the
safe and live OrderlessChain must prevent committing in-
valid transactions and eventually commit valid transactions.

Byzantine organizations may attempt to jeopardize the
system by either responding with wrong messages or avoid-
ing responding altogether. Wrong messages include forged
signatures from organizations and clients, transactions with
tampered or corrupted write-set operations, incorrectly ex-
ecuted smart contracts, or duplicated or lost messages. As
the integrity of messages sent by organizations and clients
can be examined, the signatures cannot be forged, and the
organizations can independently prove the validity of organi-
zations’ and clients’ signatures. As the system commits every
transaction only once, and multiple executions of proposals
do not leave any lasting side effects, duplication of messages
has no effect. If the messages are suspected to be lost, they
can be resent. Additionally, if a client’s transaction fails due
to the Byzantine organizations’ wrong messages, the client
can resubmit the proposals to another set of organizations
and resend the transaction. On OrderlessChain, the devel-
opers identify and define the application logic for creating
I-confluent update operations. Therefore, the invariants are
preserved as long as the write-set operations are not tam-
pered with and the smart contract is executed as defined by
the developer. As the write-set of every endorsement must
include identical operations, as long as there exists at least
one non-faulty organization among the q endorsing organi-
zations, which creates the write-set operations that can be
differentiated from the tampered operations or the incorrectly
executed smart contact, creating a valid transaction is impos-
sible, and the application is safe. Hence, the application is safe
if and only if q≥ f +1.

Byzantine organizationsmaynot respond to clients. For the
application to be live, the client must endorse and commit the
transaction on q among n organizations. Therefore, the trans-
action can reach at least q organizations if and only if n−q≥ f .
Therefore, the application is live if and only if n−q≥ f . □

We demonstrated that liveness and safety depend on the
application’s endorsement policy. In other words, the safety
and liveness can be tailored to the application’s requirements.
For example, for the voting application with four parties, the
regulationof a fair electionmaydictate that all parties endorse
every vote. Therefore, we need EP : {4 of 4}. If the regulations
demand the endorsement of at most two parties, we can have
an EP : {2 of 4}.

Furthermore, since theByzantinebehavioroforganizations
can be observed, and the identity of organizations is known
to each other, the organizations have an incentive to behave
honestly, as otherwise they may face the consequences. For

example, a Byzantine party jeopardizing the electionmay face
legal consequences.

The following theorem demonstrates that STApp is SEC.

Theorem 8.2. Let the application be safe and live. Then, the
application’s world state STApp is SEC.

Proof. According to the definition of SEC in Section 2, an SEC
systemmust satisfy two requirements of eventual delivery of
transactions and strong convergence of nodes. In Theorem 8.1,
wedemonstrated that everyvalid transaction is committed for
a safe and live application. Additionally, non-faulty organiza-
tions gossip the transaction to other non-faulty organizations.
Therefore, provided that the application is safe and live, every
non-faulty organization eventually receives a valid transac-
tion. Hence, eventual delivery of transactions is satisfied.
In Lemma 6.1, we proved that independent of the order of

transactions in the transaction set {TS1,...,TSm}, the applica-
tion state STOi at organization Oi converges to the same state
for all i. As the eventual delivery of transactions requirement
for the safe and live application is satisfied, if the transaction
set {TS1,...,TSm} is delivered to the non-faulty organization
Oi , the same set is delivered to every other non-faulty organi-
zation. Therefore, according to Lemma 6.1, all STOi converges
to the same state and the requirement strong convergence of
nodes is satisfied. Hence, the application’s world state STApp
of a safe and live application on OrderlessChain is SEC. □

9 Evaluation
We first evaluate OrderlessChain. Then, we compare it to
Fabric [5] and FabricCRDT [37]. Fabric is one of the most
prominent permissioned blockchains capable of executing
Turing-complete applications similar to OrderlessChain.
FabricCRDT (built as an extension on top of Fabric), to the
best of our knowledge, is the only permissioned blockchain
capable of running CRDT-enabled applications. Like Order-
lessChain, Fabric’s and FabricCRDT’s network consists of
organizations and uses endorsement policies. Unlike Order-
lessChain, the clients send the transactions assembled from
endorsements to an ordering service, creating a total global
order of transactions by batching transactions into blocks
and sending them to the organizations. Before the transaction
commits, Fabric’s organizations perform signature valida-
tion and amulti-version concurrency control validation (MVCC
validation) to ensure that the application’s invariants are pre-
served. FabricCRDT only performs a signature validation and
noMVCC validation and then merges the transaction values
using JSON CRDT techniques [28].
We compare OrderlessChain to a prototype of Fabric

and FabricCRDT, which we implemented based on the Go
language, gRPC, and LevelDB. We do so because the original
Fabric and FabricCRDT offer many security and network-
related features that we do not provide in OrderlessChain.
As these features impose performance penalties, we replaced
the original implementations for the sake of fair comparison.
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The extensive evaluation of Fabric performed by Chacko et
al. [14] demonstrates these performance issues and confirms
the fairness of our approach for using our prototypes of Fab-
ric and FabricCRDT. Furthermore, the CRDT approach in
FabricCRDT does not use the cache we implemented as an
optimization. For fairness, we also implemented such a cache
in FabricCRDT.

Experimental Applications –We developed a synthetic
application for evaluating OrderlessChain. Based on the
examples discussed, we also implemented voting and auction
applications for comparing OrderlessChain to Fabric and
FabricCRDT. Every application consists of one smart contract,
and in total, we developed seven smart contracts. Each smart
contract has onemodify-function for modifying the data on
the ledger and one read-function for retrieving data from the
ledger.
Synthetic Application – For a controlled evaluation of Or-

derlessChain, we implemented a synthetic application. The
application’s smart contract includes two functionsModify(
ClientIdi,Clocki,ObjCount,OpsPerObjCount,CRDTType) and
Read (ObjCount).TheModify functionreceives theclient iden-
tification and clock, the number of CRDT objects to be mod-
ified, the number of operations per each CRDT object modifi-
cation, and the CRDT type. CRDT type is either a G-Counter,
CRDT Map, or MV-Register. The write-set of transaction
includes ObjCount×OpsPerObjCount operations. The Read
function reads a specific number of CRDT objects as specified
byObjCount.
Voting Application –We developed applications based on

the voting example for OrderlessChain, Fabric, and Fab-
ricCRDT. The application’s smart contract for Orderless-
Chain has two functions: Vote(Voteri,Clocki,Partyj,Electionl)
and ReadVoteCount (Partyj,Electionl). For an election with n
parties, the Vote function results in n total operations (one
operation per object) in thewrite-set as explained in Section 6.
ReadVoteCount retrieves the currentnumberofvotesofPartyj .
The smart contracts for Fabric and FabricCRDT also include
Vote and ReadVoteCount functions, which are implemented
based on the best practices for developing smart contracts on
these systems [5, 14, 37].
Auction Application – The auction applications are im-

plemented for OrderlessChain, Fabric, and FabricCRDT.
The application’s smart contract of OrderlessChain has
two functions: Bid (Bidderi,Clocki, BidIncreasei,Auctionj) and
GetHighestBid (Auctionj). The Bid function includes one op-
eration in its write-set for increasing the bidder’s G-Counter.
GetHighestBid reads the current highest bid. The smart con-
tracts for Fabric and FabricCRDT also includes a Bid and a
GetHighestBid function.
Workloads, Control Variables andMetrics – Each ex-

periment is executed on an initially empty ledger. We sub-
mit a workload containing transactions invoking the modify-
and read-functions in the smart contracts, also referred to as

modify- and read-transactions. The workload includes a spe-
cificpercentageofmodify-transactions and read-transactions,
uniformly distributed during the execution of the experiment.
Each organization receives a specific percentage of the load
on the system. We define the transaction arrival rate as trans-
actions per second (tps) of the system as the total number of
transactions per second submitted by all clients to the system.
The other control variables are the number of organizations,
endorsement policies, the Byzantine failures of organizations,
and the number of organizations to which each organization
gossips the transaction, which we refer to as the Gossip Ra-
tio. The gossips are propagated at one-second intervals. For
the endorsement policies of EP : {qof n}, the clients send the
proposals and transactions to exactly q organizations. On
Fabric and FabricCRDT, organizations can contain several
nodes, also known as peers. In our experiments, each orga-
nization of these systems consists of one peer. Additionally,
the blocks created by the Fabric’s and FabricCRDT’s ordering
service have a size of 50 transactions, as based on our inves-
tigation and other studies [14, 37], this block size yields good
performance. Each experiment is executed for 180 seconds.

For thesyntheticapplication,weused1000clients.ObjCount,
OpsPerObjCount, andCRDTType are control variables.We de-
fined1000voters, eightelections, andeightpartiesperelection
for the voting application.We defined 1000 bidders, eight auc-
tions, and a gradually growing number of bids for the auction
application.We chose these values according to the scalability
evaluation of Fabric done by other authors [14]. The input
parameters for modify- and read-transactions are randomly
selected from these predefined values based on a uniform
distribution during the experiment.
Each experiment is executed at least three times, and the

results are averaged. At the end of each experiment, the per-
formance metrics are collected. Wemeasure the transaction
throughput, the average transaction latency, the 1st percentile
transaction latency and the 99th percentile transaction latency.
The transaction throughput is the total numberof successfully
committed transactions divided by the total time taken for
committing these transactions. The transaction latency is the
response time per transaction from sending the proposal until
receiving the commit receipts from organizations, according
to the endorsement policy.

Experimental Setup – Each organization of Orderless-
Chain, Fabric, and FabricCRDT runs on an individual KVM-
based Ubuntu 20.04 virtual machine (VM), and different or-
ganizations do not share VM resources. Each VM uses 9.8 GB
of RAM and four vCPUs. Since the VMs are located within a
single cluster and are connected via LAN, we used Ubuntu’s
NetEm (network emulation) and tc (traffic control) facilities for
adding 100 ms delay, 4 ms jitter, and 100 Mbits rate control
to all links for emulating aWAN.We chose these values by
observing the delays and bandwidth between two Ubuntu
servers in two different cities in Europe and North America,
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Figure 7.Throughput, average, 1st, and 99th percentiles transaction latencies for executed configurations of synthetic application
on OrderlessChain.

provided by two different cloud providers. The ordering ser-
vice of Fabric and FabricCRDT runs on a separateVM.We also
developed a distributed benchmarking tool that orchestrates
a distributed deployment of clients, generates and submits
transactions, and collects performance metrics.

Table 2. Control variables of synthetic application.

Control Variable Default Value Executed Configuration
(1) TS Arrival Rate 3000 tps {1000 tps, ..., 10,000 tps}
(2) Number of Orgs 16 Orgs {8 Orgs, ..., 32 Orgs}
(3) Operations per Obj 1 Op {2 Ops, ..., 16 Ops}
(4) Number of Obj 1 Obj {2 Objs, ..., 16 Objs}
(5) Endorsement Policy {4 of 16} {{2 of 16}, ..., {16 of 16}}
(6) CRDT Type G-Counter {G-Counter, MV-Register, Map}
(7) Workload (Read/Mdfy) R50M50 {R10M90, ..., R90M10}
(8) Gossip Ratio 1 Org {1 Org, ..., 15 Orgs}
(9) Byzantine Orgs 0 Failure {1 Failure, 2 Failures, 3 Failures}

Experimental Results for Synthetic Application on
OrderlessChain – Table 2 displays the control variables,
their default values, and the executed experimental config-
urations for the synthetic application on OrderlessChain.
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Figure 8. Average latency to
throughput for an increasing
number of organizations.

Oneof the control vari-
ables is set to the ex-
ecuted configurations
for each experiment,
and the other control
variables are set to
the default value. The
results of the experi-
ments are shown in
Figure 7. As shown
in Figure 7(a), we ob-
serve that the through-
put increases with an
increasing transaction

arrival rate. However, the latency increases as the load on
the system increases. We studied the effect of increasing the
number of organizations on throughput and latency, as shown
in Figure 7(b). For each experiment, we set the endorsement
policy to EP : {4 of NumerOfOrgs}. We observe that the sys-
tem scales for increasing organizations without affecting the
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throughput and latency. Furthermore, as shown in Figure 8,
we compared the average latency to throughput for an increas-
ing number of organizations and arrival rates and observed
that OrderlessChain scales. Figure 7(c) shows that through-
put and latency are unaffected by the increasing number of
operations. However, in Figure 7(d), the latency increases for
a larger number of objects in the transaction. The reason is
thatwe lock the objects in the cache to avoid concurrent reads
and writes while applying the modify-transactions. With an
increasing number of organizations required by the endorse-
ment policy, we observe that the latency increases as the load
on the organization increases, as shown in Figure 7(e). We
observed that latency and throughput are independent of
CRDT types, demonstrated in Figure 7(f). In Figure 7(g), we
gradually decreased the modify-transactions in the workload
from 90 percent to 10 percent, and we observed that the la-
tency and throughput were not affected. As demonstrated in
Figure 7(h), we did not observe a significant change in latency
and throughput for an increasing gossip ratio either.

Finally, we studied the effects of organizations’ Byzantine
failures. As shown in Figure 9, three randomly selected orga-
nizations behaved arbitrarily for a specific period during the
experiment. The Byzantine organizations either randomly
avoid responding to clients’ proposals or transactions or en-
dorse the proposals incorrectly. The Byzantine organizations
also randomly avoid forwarding the transactions to other
organizations. We included three Byzantine organizations
as, based on the EP : {4 of 16}, the safety and liveness of the
application can tolerate up to three Byzantine failures. We
observed that the throughput decreases with every Byzan-
tine failure. However, the latency is not affected. The reason
for the decreasing throughput is that clients cannot collect
an adequate number of endorsements due to the Byzantine
organization not responding and the signature validation fail-
ure caused by the wrongly endorsed proposals. Since clients
can observe organizations that wrongly endorse or do not re-
spond while other organizations respond with lower latency,
they can avoid Byzantine organizations. To demonstrate this,
we ran experiments where the clients avoided the Byzantine
organization and changed to another randomly selected or-
ganization. As shown in Figure 10, the throughput returns
to its pre-failure value immediately after clients avoid the
Byzantine organizations, as shown by the solid green lines.
Vote and Auction Applications – These experiments

are conducted with eight organizations, the EP : {4 of 8} en-
dorsement policy, and the uniformworkload. We increased
the transaction arrival rate from 500 tps to 2500 tps. For Fab-
ricCRDT, we observed that latency significantly increases for
a higher transaction arrival rate due to its CRDT implementa-
tion, so we limited the transaction latency for FabricCRDT to
240 seconds, after which they are timed out and not consid-
ered for throughput and latency determination. The results
of the experiments are shown in Figure 11 for Orderless-
Chain, Fabric, and FabricCRDT. As shown in Figure 11(a)
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Figure 9. Throughput across experiments with Byzantine
organizations.
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Figure10.Throughput across experimentswith clients avoid-
ing Byzantine organizations.

for the voting application and Figure 11(b) for the auction
application, we observe that OrderlessChain demonstrates
a higher throughput of modify- and read-transactions for
both applications. On Fabric, the failed transactions due to
the MVCC validation explain its low throughput. Although
we used caching for the CRDT approach in FabricCRDT, their
approach still is a bottleneck. As shown in Figure 11(c) and
Figure 11(d) (for the lower values, the average latencies are
written on the plots), OrderlessChain’s latency remains
constant under increasing arrival rates. Fabric’s latency sig-
nificantly increases for higher arrival rates. The reason is that
Fabric’s central ordering service is a bottleneck. The increased
latency causes more transactions to fail due to MVCC valida-
tion, which explains the significant throughput decrease for
Fabric, especially from a 2000 tps to a 2500 tps arrival rate, as
shown in Figure 11(b). FabricCRDT demonstrates irregular
latency patterns as timed-out transactions are not considered.

Discussion –We initiated this work to study whether per-
missioned blockchains need total global order of transactions.
As demonstrated, the answer depends on the applications
running on the permissioned blockchains. Suppose the in-
variant conditions can be modeled as I-confluent invariants.
In that case, coordination is unnecessary, and our approach
can be used to improve throughput and latency compared to
coordination-based approaches significantly. However, coor-
dination to order the transactions is required for applications
with non-I-confluent invariants. For example, specifying a
deadline for the end of an election or an auction and reject-
ing the transactions that arrive after this deadline is a non-I-
confluent invariant and requires coordination to be preserved.
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Figure 11. Experiments with voting and auction applications.

Oneapproach for enablingOrderlessChain topreserve such
invariants is extending our systemwith coordination-based
protocols such as the protocol used by Fabric and using this
protocol when required. For example, the coordination-based
protocol can be enabled when we are close to the end of an
election or auction; otherwise, we use our coordination-free
approach. There exist several I-confluent CRDT-based use
cases [13, 17, 25, 30, 38–40, 52–54], from key-value stores to
multi-user collaborative environments, which can be imple-
mented on OrderlessChain, benefiting from the trust and
scalability our system offers. We implemented additional use
cases on OrderlessChain (not evaluated in this paper) as
proof of concept. We implemented an IoT-based supply chain
use case to monitor the health of temperature-sensitive prod-
ucts during transit.We also implemented a trusted distributed
file storage and a private and distributedmachine learning en-
vironment by extending OrderlessChain with customized
CRDTs [38–40]. The development of these applications on
OrderlessChain was relatively straightforward.

10 RelatedWork
The high computational overhead and low throughput of
Proof-of-Work-based protocols make them infeasible for per-
missioned blockchains [9]. Hence, permissioned blockchains
such as R3Corda [23] and Fabric [5]make use of coordination-
based consensus protocols. R3 Corda uses a combination of
singlenotaries,Raft [42] andBFT-SMaRt [10]. Fabric currently
uses a Raft-based protocol. Although these protocols improve
performance, the required coordination among blockchain
nodes negatively affects performance. Furthermore, the Raft-
based ordering service of Fabric is not BFT. Other studies
proposed BFT ordering services for Fabric [7, 51].

Li et al. [33] proposed preserving application-level con-
sistency by offering global coordination only when the ap-
plication requires strong consistency. Otherwise, their pro-
posed solution uses a faster, eventually consistent method
with less coordination for aweaker consistency.However, this
is designed for a non-Byzantine environment. Kleppmann
and Howard [29] introduced an approach for processing I-
confluent transactions. The authors introduced a BFT eventu-
ally consistent replicated database and proposed an approach
for creating a directed acyclic graph (DAG)-baseddependency
graph of transactions. Non-faulty nodes periodically retrieve
the missing dependent transactions from other non-faulty
organizations. However, their work focuses on peer-to-peer
databases and does not offer an environment for the trusted
execution of decentralized applications.
CRDTs have shown to be a valuable tool for managing

concurrent and conflicting updates in several distributed sys-
tems [11, 34, 41, 47, 55]. Some studies proposed coordination-
based BFT approaches for executing CRDT applications [16,
18, 19, 50, 57]. However, there have only been limited works
studying CRDTs in blockchains. Vegvisir [26] studied in-
tegrating CRDTs with a DAG-structured blockchain; how-
ever, it does not support executing smart contracts. Fabric-
CRDT [37] is a permissioned blockchain using JSON CRDT
techniques. As an extension of Fabric, FabricCRDT also uses
a coordination-based protocol. The main difference between
the CRDT approach used in FabricCRDT and Orderless-
Chain is that for every modification on FabricCRDT, the
entire object stored on the ledger must be retrieved andmodi-
fied in the smart contract and then be sent to organizations
to be merged with the existing objects on the ledger. On Fab-
ricCRDT, the objects gradually become prohibitively large,
negatively affecting the performance, as observed in here.
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11 Conclusions
We presented OrderlessChain, a coordination-free permis-
sioned blockchain capable of running safe and live CRDT-
based I-confluent applications in a Byzantine environment.
Our evaluation shows that a coordination-free permissioned
blockchain performs better than coordination-based ones.

References
[1] 2021. Google – LevelDB. https://github.com/google/leveldb
[2] 2022. Golang, Go Programming Language. https://golang.org/
[3] 2022. gRPC, a High Performance, Open-Source Universal RPC Frame-

work. https://grpc.io/
[4] Mehdi Ahmed-Nacer, Claudia-Lavinia Ignat, Gérald Oster, Hyun-Gul

Roh, and Pascal Urso. 2011. Evaluating CRDTs for Real-Time Docu-
ment Editing. In Proceedings of the 11th ACM Symposium on Document
Engineering (Mountain View, California, USA) (DocEng ’11). ACM, New
York, NY, USA, 103–112. https://doi.org/10.1145/2034691.2034717

[5] Elli Androulaki, Artem Barger, Vita Bortnikov, Christian Cachin, Kon-
stantinos Christidis, Angelo De Caro, David Enyeart, Christopher
Ferris, Gennady Laventman, Yacov Manevich, Srinivasan Muralid-
haran, Chet Murthy, Binh Nguyen, Manish Sethi, Gari Singh, Keith
Smith,AlessandroSorniotti,ChrysoulaStathakopoulou,MarkoVukolić,
Sharon Weed Cocco, and Jason Yellick. 2018. Hyperledger Fabric: A
Distributed Operating System for Permissioned Blockchains. In Pro-
ceedings of the Thirteenth EuroSys Conference (Porto, Portugal) (Eu-
roSys ’18). ACM, New York, NY, USA, Article 30, 15 pages. https:
//doi.org/10.1145/3190508.3190538

[6] Peter Bailis, Alan Fekete, Michael J. Franklin, Ali Ghodsi, Joseph M.
Hellerstein, and Ion Stoica. 2014. Coordination Avoidance in Database
Systems. Proc. VLDB Endow. 8, 3, 185–196. https://doi.org/10.14778/
2735508.2735509

[7] Artem Barger, Yacov Manevich, Hagar Meir, and Yoav Tock. 2021. A
Byzantine Fault-Tolerant Consensus Library for Hyperledger Fabric. In
2021 IEEE International Conference on Blockchain and Cryptocurrency
(ICBC). 1–9. https://doi.org/10.1109/ICBC51069.2021.9461099

[8] Jim Bauwens and Elisa Gonzalez Boix. 2019. Memory Efficient CRDTs
in Dynamic Environments. In Proceedings of the 11th ACM SIGPLAN
InternationalWorkshop on VirtualMachines and Intermediate Languages
(Athens, Greece) (VMIL 2019). ACM, New York, NY, USA, 48–57. https:
//doi.org/10.1145/3358504.3361231

[9] Christian Berger and Hans P. Reiser. 2018. Scaling Byzantine Consen-
sus: A Broad Analysis. In Proceedings of the 2ndWorkshop on Scalable
and Resilient Infrastructures for Distributed Ledgers (Rennes, France)
(SERIAL’18). ACM, New York, NY, USA, 13–18. https://doi.org/10.1145/
3284764.3284767

[10] Alysson Bessani, João Sousa, and Eduardo E.P. Alchieri. 2014. State
Machine Replication for the Masses with BFT-SMART. In 2014 44th
Annual IEEE/IFIP International Conference on Dependable Systems and
Networks. 355–362. https://doi.org/10.1109/DSN.2014.43

[11] Russell Brown, Sean Cribbs, Christopher Meiklejohn, and Sam Elliott.
2014. Riak DTMap: A Composable, Convergent Replicated Dictionary.
In Proceedings of the FirstWorkshop on Principles and Practice of Eventual
Consistency (Amsterdam, The Netherlands) (PaPEC ’14). ACM, New
York, NY, USA, Article 1, 1 pages. https://doi.org/10.1145/2596631.
2596633

[12] Christian Cachin and Marko Vukolic. 2017. Blockchain Consensus
Protocols in theWild. CoRR abs/1707.01873 (2017). arXiv:1707.01873
http://arxiv.org/abs/1707.01873

[13] Santiago J. Castiñeira andAnnette Bieniusa. 2015. CollaborativeOffline
Web Applications Using Conflict-Free Replicated Data Types. In Pro-
ceedings of the First Workshop on Principles and Practice of Consistency
for Distributed Data (Bordeaux, France) (PaPoC ’15). ACM, New York,

NY, USA, Article 5, 4 pages. https://doi.org/10.1145/2745947.2745952
[14] Jeeta Ann Chacko, Ruben Mayer, and Hans-Arno Jacobsen. 2021. Why

DoMy Blockchain Transactions Fail? A Study of Hyperledger Fabric.
In Proceedings of the 2021 International Conference on Management
of Data (Virtual Event, China) (SIGMOD ’21). ACM, 221–234. https:
//doi.org/10.1145/3448016.3452823

[15] Jeeta Ann Chacko, Ruben Mayer, and Hans-Arno Jacobsen. 2023. How
To Optimize My Blockchain? A Multi-Level Recommendation Ap-
proach. In Proceedings of the 2023 International Conference on Man-
agement of Data (Seattle, WA, USA) (SIGMOD ’23). ACM, New York, NY,
USA.

[16] Hua Chai and Wenbing Zhao. 2014. Byzantine Fault Tolerance for
Services with Commutative Operations. In 2014 IEEE International Con-
ference on Services Computing. 219–226. https://doi.org/10.1109/SCC.
2014.37

[17] Badrish Chandramouli, Guna Prasaad, Donald Kossmann, Justin Levan-
doski, James Hunter, and Mike Barnett. 2018. FASTER: A Concur-
rent Key-Value Store with In-Place Updates. In Proceedings of the
2018 International Conference on Management of Data (Houston, TX,
USA) (SIGMOD ’18). ACM, New York, NY, USA, 275–290. https:
//doi.org/10.1145/3183713.3196898

[18] Giuseppe Antonio Di Luna, Emmanuelle Anceaume, and Leonardo
Querzoni. 2020. Byzantine Generalized Lattice Agreement. In 2020 IEEE
International Parallel and Distributed Processing Symposium (IPDPS).
674–683.

[19] Sisi Duan, Michael K. Reiter, and Haibin Zhang. 2017. Secure Causal
Atomic Broadcast, Revisited. In 2017 47thAnnual IEEE/IFIP International
Conference on Dependable Systems and Networks (DSN). 61–72. https:
//doi.org/10.1109/DSN.2017.64

[20] Hisham S. Galal and Amr M. Youssef. 2018. Verifiable Sealed-Bid
Auction on the Ethereum Blockchain. In Financial Cryptography and
Data Security: FC 2018 International Workshops, BITCOIN, VOTING, and
WTSC, Nieuwpoort, Curaçao, March 2, 2018, Revised Selected Papers
(Nieuwpoort, Curaçao). Springer Berlin Heidelberg, Berlin, Heidelberg,
265–278. https://doi.org/10.1007/978-3-662-58820-8_18

[21] Seth Gilbert andNancy Lynch. 2012. Perspectives on the CAPTheorem.
Computer 45, 2 (2012), 30–36. https://doi.org/10.1109/MC.2011.389

[22] Christian Gorenflo, Stephen Lee, Lukasz Golab, and Srinivasan
Keshav. 2020. FastFabric: Scaling Hyperledger Fabric to 20000
Transactions per Second. International Journal of Network
Management 30, 5 (2020). https://doi.org/10.1002/nem.2099
arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1002/nem.2099

[23] Mike Hearn and Richard Gendal Brown. 2016. Corda: A Distributed
Ledger. Corda Technical White Paper (2016).

[24] JunHuang, DebiaoHe,Mohammad S. Obaidat, Pandi Vijayakumar,Min
Luo, and Kim-Kwang Raymond Choo. 2021. The Application of the
Blockchain Technology in Voting Systems: A Review. ACM Comput.
Surv. 54, 3, Article 60 (2021), 28 pages. https://doi.org/10.1145/3439725

[25] Kristof Jannes, Bert Lagaisse, and Wouter Joosen. 2021. OWebSync:
SeamlessSynchronizationofDistributedWebClients. IEEETransactions
on Parallel and Distributed Systems 32, 9 (2021), 2338–2351. https:
//doi.org/10.1109/TPDS.2021.3066276

[26] KolbeinnKarlsson,Weitao Jiang, StephenWicker,DannyAdams,Edwin
Ma, Robbert van Renesse, and HakimWeatherspoon. 2018. Vegvisir: A
Partition-Tolerant Blockchain for the Internet-of-Things. In 2018 IEEE
38th InternationalConference onDistributedComputing Systems (ICDCS).
1150–1158. https://doi.org/10.1109/ICDCS.2018.00114

[27] Soohyeong Kim, Yongseok Kwon, and Sunghyun Cho. 2018. A Survey
of Scalability Solutions on Blockchain. In 2018 International Conference
on Information and Communication Technology Convergence (ICTC).
1204–1207. https://doi.org/10.1109/ICTC.2018.8539529

[28] Martin Kleppmann and Alastair R. Beresford. 2017. A Conflict-Free
Replicated JSONDatatype. IEEE Transactions on Parallel andDistributed
Systems 28, 10 (2017), 2733–2746. https://doi.org/10.1109/TPDS.2017.

14

https://github.com/google/leveldb
https://golang.org/
https://grpc.io/
https://doi.org/10.1145/2034691.2034717
https://doi.org/10.1145/3190508.3190538
https://doi.org/10.1145/3190508.3190538
https://doi.org/10.14778/2735508.2735509
https://doi.org/10.14778/2735508.2735509
https://doi.org/10.1109/ICBC51069.2021.9461099
https://doi.org/10.1145/3358504.3361231
https://doi.org/10.1145/3358504.3361231
https://doi.org/10.1145/3284764.3284767
https://doi.org/10.1145/3284764.3284767
https://doi.org/10.1109/DSN.2014.43
https://doi.org/10.1145/2596631.2596633
https://doi.org/10.1145/2596631.2596633
https://arxiv.org/abs/1707.01873
http://arxiv.org/abs/1707.01873
https://doi.org/10.1145/2745947.2745952
https://doi.org/10.1145/3448016.3452823
https://doi.org/10.1145/3448016.3452823
https://doi.org/10.1109/SCC.2014.37
https://doi.org/10.1109/SCC.2014.37
https://doi.org/10.1145/3183713.3196898
https://doi.org/10.1145/3183713.3196898
https://doi.org/10.1109/DSN.2017.64
https://doi.org/10.1109/DSN.2017.64
https://doi.org/10.1007/978-3-662-58820-8_18
https://doi.org/10.1109/MC.2011.389
https://doi.org/10.1002/nem.2099
https://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1002/nem.2099
https://doi.org/10.1145/3439725
https://doi.org/10.1109/TPDS.2021.3066276
https://doi.org/10.1109/TPDS.2021.3066276
https://doi.org/10.1109/ICDCS.2018.00114
https://doi.org/10.1109/ICTC.2018.8539529
https://doi.org/10.1109/TPDS.2017.2697382


2697382
[29] Martin Kleppmann and Heidi Howard. 2020. Byzantine Eventual Con-

sistency and the Fundamental Limits of Peer-to-Peer Databases. CoRR
abs/2012.00472 (2020). arXiv:2012.00472 https://arxiv.org/abs/2012.
00472

[30] Martin Kleppmann, AdamWiggins, Peter van Hardenberg, and Mark
McGranaghan. 2019. Local-First Software: You Own Your Data, in Spite
of the Cloud. In Proceedings of the 2019 ACM SIGPLAN International
Symposium on New Ideas, New Paradigms, and Reflections on Program-
ming and Software (Athens, Greece) (Onward! 2019). ACM, New York,
NY, USA, 154–178. https://doi.org/10.1145/3359591.3359737

[31] Felix Kohlbrenner, Pezhman Nasirifard, Christian Löbel, and Hans-
Arno Jacobsen. 2019. A Blockchain-Based Payment and Validity Check
System for Vehicle Services. In Proceedings of the 20th International
MiddlewareConferenceDemos and Posters (Davis, CA,USA) (Middleware
’19). ACM, 17–18. https://doi.org/10.1145/3366627.3368107

[32] Leslie Lamport. 1978. Time, Clocks, and the Ordering of Events in a
Distributed System. Commun. ACM 21, 7 (jul 1978), 558–565. https:
//doi.org/10.1145/359545.359563

[33] Cheng Li, Daniel Porto, Allen Clement, Johannes Gehrke, Nuno
Preguiça, andRodrigoRodrigues. 2012.MakingGeo-ReplicatedSystems
Fast as Possible, Consistent When Necessary. In Proceedings of the 10th
USENIX Conference on Operating Systems Design and Implementation
(Hollywood, CA, USA) (OSDI’12). USENIX Association, 265–278.

[34] YunhaoMao, Zongxin Liu, and Hans-Arno Jacobsen. 2022. Reversible
Conflict-free Replicated Data Types (Middleware ’22). ACM, New York,
NY, USA.

[35] Ueli Maurer. 1996. Modelling a Public-key Infrastructure. In Computer
Security — ESORICS 96. Springer Berlin Heidelberg, Berlin, Heidelberg,
325–350.

[36] Satoshi Nakamoto. 2008. Bitcoin: A Peer-to-Peer Electronic Cash Sys-
tem. Decentralized Business Review (2008).

[37] Pezhman Nasirifard, Ruben Mayer, and Hans-Arno Jacobsen. 2019.
FabricCRDT: A Conflict-Free Replicated Datatypes Approach to Per-
missioned Blockchains (Middleware ’19). ACM, New York, NY, USA,
110–122. https://doi.org/10.1145/3361525.3361540

[38] Pezhman Nasirifard, Ruben Mayer, and Hans-Arno Jacobsen. 2022.
OrderlessChain: A CRDT-Enabled Blockchain Without Total Global
Order of Transactions. In 23rd International Middleware Conference
Demos and Posters (Quebec, QC, Canada) (Middleware ’22). ACM. https:
//doi.org/10.1145/3565386.3565486

[39] Pezhman Nasirifard, Ruben Mayer, and Hans-Arno Jacobsen. 2022. Or-
derlessFile: A CRDT-Enabled Permissioned Blockchain for File Storage.
In 23rd International Middleware Conference Demos and Posters (Quebec,
QC, Canada) (Middleware ’22). ACM. https://doi.org/10.1145/3565386.
3565491

[40] Pezhman Nasirifard, Ruben Mayer, and Hans-Arno Jacobsen. 2022.
OrderlessFL: A CRDT-Enabled Permissioned Blockchain for Federated
Learning. In 23rd InternationalMiddlewareConferenceDemosandPosters
(Quebec, QC, Canada) (Middleware ’22). ACM. https://doi.org/10.1145/
3565386.3565487

[41] Petru Nicolaescu, Kevin Jahns, Michael Derntl, and Ralf Klamma. 2015.
Yjs: A Framework for Near Real-Time P2P Shared Editing on Arbi-
trary Data Types. In Engineering the Web in the Big Data Era. Springer
International Publishing, 675–678.

[42] Diego Ongaro and John Ousterhout. 2014. In Search of an Understand-
ableConsensusAlgorithm. In 2014USENIXAnnual Technical Conference
(USENIX ATC 14). USENIX Association, Philadelphia, PA, 305–319.

[43] Oracle. 2021. Read-Your-Writes Consistency. https://bit.ly/3dIAXOp
[44] Nuno M. Preguiça. 2018. Conflict-free Replicated Data Types: An

Overview. CoRR abs/1806.10254 (2018). arXiv:1806.10254 http:
//arxiv.org/abs/1806.10254

[45] Lakshmi Siva Sankar, M. Sindhu, and M. Sethumadhavan. 2017. Survey
of Consensus Protocols on Blockchain Applications. In 2017 4th Interna-
tional Conference on Advanced Computing and Communication Systems
(ICACCS). IEEE, 1–5. https://doi.org/10.1109/ICACCS.2017.8014672

[46] Fabian Schüssler, Pezhman Nasirifard, and Hans-Arno Jacobsen. 2018.
Attack and Vulnerability Simulation Framework for Bitcoin-like
Blockchain Technologies. In Proceedings of the 19th International Mid-
dleware Conference (Posters) (Rennes, France) (Middleware ’18). ACM,
5–6. https://doi.org/10.1145/3284014.3284017

[47] Marc Shapiro, Annette Bieniusa, NunoM. Preguiça, Valter Balegas, and
Christopher Meiklejohn. 2018. Just-Right Consistency: Reconciling
Availability and Safety. CoRR abs/1801.06340 (2018). arXiv:1801.06340
http://arxiv.org/abs/1801.06340

[48] Marc Shapiro, Nuno Preguiça, Carlos Baquero, and Marek Zawirski.
2011. Conflict-Free Replicated Data Types. In Stabilization, Safety,
and Security of Distributed Systems. Springer Berlin Heidelberg, Berlin,
Heidelberg, 386–400.

[49] Ankur Sharma, Felix Martin Schuhknecht, Divya Agrawal, and Jens
Dittrich. 2019. Blurring the Lines between Blockchains and Data-
base Systems: The Case of Hyperledger Fabric. In Proceedings of the
2019 International Conference on Management of Data (Amsterdam,
Netherlands) (SIGMOD ’19). ACM, New York, NY, USA, 105–122. https:
//doi.org/10.1145/3299869.3319883

[50] Ali Shoker, Houssam Yactine, and Carlos Baquero. 2017. As Secure as
Possible Eventual Consistency: Work in Progress. In Proceedings of the
3rd International Workshop on Principles and Practice of Consistency for
Distributed Data (Belgrade, Serbia) (PaPoC ’17). ACM, New York, NY,
USA, Article 5, 5 pages. https://doi.org/10.1145/3064889.3064895

[51] João Sousa, Alysson Bessani, and Marko Vukolic. 2018. A Byzantine
Fault-Tolerant Ordering Service for the Hyperledger Fabric Blockchain
Platform. In 2018 48th Annual IEEE/IFIP International Conference on
Dependable Systems and Networks (DSN). 51–58. https://doi.org/10.
1109/DSN.2018.00018

[52] Vinh Tao, Marc Shapiro, and Vianney Rancurel. 2015. Merging Seman-
tics for Conflict Updates inGeo-Distributed File Systems. In Proceedings
of the 8th ACM International Systems and Storage Conference (Haifa,
Israel) (SYSTOR ’15). ACM, New York, NY, USA, Article 10, 12 pages.
https://doi.org/10.1145/2757667.2757683

[53] Peter van Hardenberg andMartin Kleppmann. 2020. PushPin: Towards
Production-QualityPeer-to-PeerCollaboration. InProceedings of the 7th
Workshop on Principles and Practice of Consistency for Distributed Data
(Heraklion, Greece) (PaPoC ’20). Association for ComputingMachinery,
New York, NY, USA, Article 10, 10 pages. https://doi.org/10.1145/
3380787.3393683

[54] StephaneWeiss, Pascal Urso, and Pascal Molli. 2009. Logoot: A Scalable
Optimistic Replication Algorithm for Collaborative Editing on P2P
Networks. In 2009 29th IEEE International Conference on Distributed
Computing Systems. 404–412. https://doi.org/10.1109/ICDCS.2009.75

[55] Georges Younes, Ali Shoker, Paulo Sérgio Almeida, and Carlos Baquero.
2016. Integration Challenges of Pure Operation-Based CRDTs in Redis.
In FirstWorkshop on ProgrammingModels and Languages for Distributed
Computing (Rome, Italy) (PMLDC’16).ACM,NewYork,NY,USA,Article
7, 4 pages. https://doi.org/10.1145/2957319.2957375

[56] KuanZhang,Xiaohui Liang,RongxingLu, andXueminShen. 2014. Sybil
Attacks and Their Defenses in the Internet of Things. IEEE Internet of
Things Journal 1, 5 (2014), 372–383. https://doi.org/10.1109/JIOT.2014.
2344013

[57] Wenbing Zhao, Mamdouh Babi, William Yang, Xiong Luo, Yueqin Zhu,
Jack Yang, Chaomin Luo, and Mary Yang. 2016. Byzantine Fault Toler-
ance for Collaborative Editing with Commutative Operations. In 2016
IEEE International Conference on Electro Information Technology (EIT).
0246–0251. https://doi.org/10.1109/EIT.2016.7535248

15

https://doi.org/10.1109/TPDS.2017.2697382
https://arxiv.org/abs/2012.00472
https://arxiv.org/abs/2012.00472
https://arxiv.org/abs/2012.00472
https://doi.org/10.1145/3359591.3359737
https://doi.org/10.1145/3366627.3368107
https://doi.org/10.1145/359545.359563
https://doi.org/10.1145/359545.359563
https://doi.org/10.1145/3361525.3361540
https://doi.org/10.1145/3565386.3565486
https://doi.org/10.1145/3565386.3565486
https://doi.org/10.1145/3565386.3565491
https://doi.org/10.1145/3565386.3565491
https://doi.org/10.1145/3565386.3565487
https://doi.org/10.1145/3565386.3565487
https://bit.ly/3dIAXOp
https://arxiv.org/abs/1806.10254
http://arxiv.org/abs/1806.10254
http://arxiv.org/abs/1806.10254
https://doi.org/10.1109/ICACCS.2017.8014672
https://doi.org/10.1145/3284014.3284017
https://arxiv.org/abs/1801.06340
http://arxiv.org/abs/1801.06340
https://doi.org/10.1145/3299869.3319883
https://doi.org/10.1145/3299869.3319883
https://doi.org/10.1145/3064889.3064895
https://doi.org/10.1109/DSN.2018.00018
https://doi.org/10.1109/DSN.2018.00018
https://doi.org/10.1145/2757667.2757683
https://doi.org/10.1145/3380787.3393683
https://doi.org/10.1145/3380787.3393683
https://doi.org/10.1109/ICDCS.2009.75
https://doi.org/10.1145/2957319.2957375
https://doi.org/10.1109/JIOT.2014.2344013
https://doi.org/10.1109/JIOT.2014.2344013
https://doi.org/10.1109/EIT.2016.7535248

	Abstract
	1 Introduction
	2 Background
	3 System Model
	4 Architecture and Protocol
	5 OrderlessChain Applications
	6 Implementation
	7 Preserving Invariant Conditions
	8 Byzantine Actors
	9 Evaluation
	10 Related Work
	11 Conclusions
	References

