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ABSTRACT
Datacenters rapidly evolve by adopting new features such as new
hardware deployment and software patches. Adopting a new fea-
ture requires an accurate evaluation of its impact to minimize the
risk to the multi-million dollar computing infrastructure. However,
a comprehensive performance analysis of a datacenter is extremely
challenging due to its cost and multitenancy. Evaluating the perfor-
mance in a live datacenter is accurate but prohibitive to prevent any
damage to production services. Using conventional load-testing
benchmarks on small-scale testbeds is imprecise as they do not
consider the effect of other co-located jobs.

In this paper, we propose FLARE, a fast, lightweight, and accurate
performance evaluation method using representative datacenter
behaviors. The key idea is to extract a small set of representative
job colocation scenarios from all possible job colocations in a target
datacenter. FLARE systematically characterizes and groups job colo-
cations according to performance and resource metrics, providing
high-level insights into the datacenter’s behaviors. Then, it recon-
structs the colocations on a testbed and allows accurate feature
evaluation with load-testing benchmarks. We evaluate FLARE us-
ing an in-house datacenter and three features: cache sizing, DVFS,
and SMT configurations. FLARE accurately estimates the impact of
features with less than 1% errors by incurring 50× and 10× lower
evaluation costs compared to full datacenter and sampling-based
evaluation, respectively.

CCS CONCEPTS
• Computing methodologies → Simulation types and tech-
niques; • Computer systems organization → Architectures; •
Information systems→ Data centers.
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Figure 1: The accuracy and overheads of the existing data-
center performance evaluation methodologies.
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1 INTRODUCTION
Datacenters advance by continuously adopting new features such
as new hardware, software, and system configurations to improve
performance and efficiency. Performance evaluation is the most crit-
ical step in this evolutionary process because it affects deployment
decisions which can save or cost millions of dollars. For instance,
inaccurate performance estimation of new hardware might lead
to purchasing sub-optimal hardware in datacenter scale, causing
irrecoverable financial damage. Datacenter engineers, therefore, do
their best to accurately estimate the features’ impacts before the
adoption.

However, accurate and efficient performance evaluation of data-
centers is extremely challenging. Figure 1 illustrates the limitations
of previous datacenter evaluation methods. First, we convention-
ally use load-testing benchmarks on small-size testbeds to analyze
the performance of datacenter workloads. The previous datacen-
ter benchmarks [6, 28, 30, 77, 90, 96, 106] help to analyze and to
estimate the feature’s performance impact (e.g., tail latency) on a
single datacenter job. However, the benchmarks do not consider
the interference from other colocated jobs in a datacenter [15, 18],
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leading to inaccurate performance evaluation in a datacenter where
multiple jobs are co-scheduled.

Next, performance evaluation using live datacenters is accurate
but prohibitive due to its high costs and risks. The overheads come
from a datacenter’s large performance variance [50, 95, 104]. To
embrace such variance and obtain accurate results, a feature must
be evaluated using many datacenter machines and jobs despite high
deployment overheads and large-scale service disruption risks. A
recent study [58] proposes a statistical approach to construct a small
canary cluster and reduce live evaluation costs; however, it still
suffers from nontrivial overheads (tens to hundreds of machines)
and the possibility of damaging production jobs.

In this paper, we propose FLARE, a fast, lightweight, and accurate
performance evaluation method using representative datacenter be-
haviors. Themain idea is to reconstruct the job colocation behaviors
of a datacenter onto a small-size testbed, allowing accurate per-
formance evaluation with conventional load-testing benchmarks.
However, as there are an enormous number of job colocations from
tens of thousands of machines and jobs in a datacenter, it is not
affordable to naively reconstruct all job colocations.

To address this challenge, we introduce a systematic way to
characterize and extract representative datacenter job colocations
and a performance evaluation method using those representatives.
Our insight is that a datacenter’s machine behaviors and job co-
locations would have similarities and redundancies, and we should
be able to classify them into a small number of groups which well
represent the overall datacenter characteristics.

To effectively obtain the representative behaviors, we first collect
and analyze a large number of performance and resource metrics
(e.g., IPC, cache miss, CPU utilization) from datacenter jobs and
machines, and translate them into a smaller number of high-level
metrics (e.g., metric indicating CPU intensive + frontend bandwidth
bound + ALU-intensive behavior). This not only reduces the data di-
mension for easier grouping but also identifies the key constituents
of datacenter performance. In our environment, we translate 100+
raw performance/resource metrics into 18 high-level explanations.

Based on the lessons from these metrics, we then classify the
datacenter behaviors into a small number of groups and select
the representatives. By reproducing the job co-location scenarios
of these representatives (i.e., representative scenarios) with load-
testing benchmarks, we can 1) quickly and accurately estimate the
comprehensive performance impact of a feature on a datacenter
without reproducing the whole datacenter behaviors and 2) easily
reason about why a feature makes such an impact, thanks to our
high-level description of each representative scenario.

We emphasize that FLARE is a generic methodology which can
be applied to an arbitrary datacenter environment adopting an
arbitrary feature (e.g., SW/HW upgrades, configuration updates).
For our in-house datacenter consisting of 895 co-location scenarios,
FLARE accurately extracts 18 representatives and accurately evalu-
ates three different features – cache sizing [71], DVFS configuration,
and SMT configuration [94] – with 50× lower overheads and mini-
mal errors (∼1%). We also show that sampling-based evaluation and
conventional load-testing benchmarks suffer from high overheads
and errors.

In summary, the contributions of this paper are as follows:

• Problem identification. We demonstrate that the current
datacenter feature evaluation practices are either too expen-
sive or inaccurate. We also identify the fundamental reason
– the lack of efficient job co-location reproducing idea – to
develop our solution.

• Simple and effective solution. We propose a generic and
easy-to-apply solution to address the issue. FLARE can sum-
marize an arbitrary datacenter environment and deliver ac-
curate feature evaluation results and insights using repre-
sentative scenarios.

• Strong validation results. We successfully reduce the dat-
acenter evaluation overhead by 50× without losing the ac-
curacy. This is much more efficient than sampling-based
evaluation (∼10× overhead reduction), and much more ac-
curate compared to conventional load-testing benchmarks.

The rest of this paper is organized as follows. Section 2 intro-
duces the existing performance evaluation methodologies and their
limitations. Section 3 describes the challenges of fast and accurate
performance evaluation with a case study from our datacenter. We
discuss the details of FLARE in Section 4. Section 5 shows the effec-
tiveness of our method with evaluation results. We discuss related
work in Section 6 and conclude the paper in Section 7.

2 BACKGROUND AND MOTIVATION
In this section, we first introduce recent datacenter-improving stud-
ies and their performance evaluation methods to discuss the need
for FLARE.

Datacenters, or warehouse-scale computers [40, 75], have be-
come the standard platform for hosting modern internet services.
The distinguishing trait of this platform is that they host multi-
ple scale-out jobs on shared resource consisting of thousands of
machines [87, 95]. A large number of studies aim to improve the
performance and efficiency of such a complex computing environ-
ment.
Improvements from features. A group of studies improve data-
center performance by introducing features (i.e., new software, hard-
ware, configurations, or operation policies) to each machine. The
examples include better resource isolation capabilities [60, 92, 93,
99, 104], smarter power management policies [43, 44, 52, 66, 67, 76],
and novel architectural improvements [11, 12, 37]. In fact, any
generic architecture or system improvement (e.g., better prefetch-
ers, optimized libraries) can be considered a feature to improve
datacenters.
Feature evaluation challenges. Table 1 summarizes the evalu-
ation setups of the studies mentioned above. First, we notice that
some studies simply validate their idea with conventional load-
testing benchmarks with individual applications [6, 11, 28, 37, 38, 43,
44, 52, 59, 66, 76–78, 92, 108]. While this practice provides insights
regarding a feature’s impact on a specific job, we cannot naively
expect the same impact for much more complex job-colocation
scenarios of datacenters. In Section 3, we show examples where
load-testing benchmarks deliver highly inaccurate estimations.

Second, we notice that many other studies use either actual
datacenters or environments of similar scale for feature evaluation
[16, 19, 20, 22, 33, 49, 50, 58, 64, 65, 95, 99]. This approach incurs
prohibitively high costs, risks, and latencies, and eventually slows
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Evaluation scale Performance evaluation methodology

Individual application Handcrafted co-location Scheduler-based co-location Datacenter-scale co-location

Single machine

Memory Blades [59]
Kanev et al. [52]

Smoothoperator [43]
Adrenaline [44]

Power Routing [76]
PowerNap [66]

DjiNN and Tonic [37]
CloudSuite [28]

Perfkit Benchmarker [6]
TPC benchmarks [77]

Prophet [11]
Dirigent [108]
Sirius [38]

Tang et al. [92]
Octopus-man [78]

Small evaluation cluster
(≈10∼100 machines)

BigDataBench [96]
SPECvirt [15]

DeathStarBench [30]
Heracles [60]
CPI2 [104]

Datacenter scale
(≈100∼1000 machines)

Bubble-Up [65]
Bubble-Flux [99]
HCloud [21]

Paragon [19]
Quasar [20]
Carbyne [32]
Graphene [33]
Morpheus [49]

Zhang et al. [107]
Baymax [12]
Tarcil [22]

Whare-map [64]

Resource Central [16]
Kambadur et al. [50]

Borg [95]
Tang et al. [93]
Kanev et al. [51]
Ren et al.[83]

Hazelwood et al. [39]
TPU [48]

Ayers et al. [3]
Delimitrou et al. [23]

WSMeter [58]
*Trace analysis and simulation approaches are classified as a single machine-individual application.

Table 1: Performance evaluation setups of state-of-the-art datacenter studies.

down assessing and deploying valuable new features which can
significantly boost datacenter performance and efficiency.

To enable fast evaluation and adoption of features, FLARE aims
to reduce the feature performance evaluation overheads by utilizing
representative datacenter behaviors.

We note that some features drastically change the machine’s
shape (e.g., core count, RAM capacity) and hence the datacenter’s
job co-location landscape. In this case, the representative scenarios
that we extract from the current datacenter would become less
valid after the feature deployment, as the new datacenter will have
quite different job co-location behaviors. Therefore, we limit our
scope to the features which do not change the datacenter machine’s
shape; Section 5.5 discusses how we may handle such cases. We
emphasize that the features without machine shape changes (e.g.,
software upgrades) are much more frequent and FLARE is crucial
for successful datacenter management.
Improvements from datacenter schedulers. Another group
of studies improve datacenter performance using new scheduling
algorithms. Specifically, they control job co-location scenarios and
global resource allocations [19–22, 64, 65, 78] to identify and avoid
undesirable scenarios such as high resource contention and resource
underutilization.
Scheduler evaluation challenges. Since realistic datacenter be-
haviors are necessary to measure the holistic impact of schedulers,
these studies tend to use large-scale job co-location setups which
incur high evaluation overheads. However, as these studies gain
benefits by altering job co-location scenarios, it is difficult to de-
fine and utilize a single set of representative behaviors (i.e., job
co-location scenarios) to reduce the performance evaluation over-
heads. Nonetheless, in Section 5.6, we discuss how FLARE can help

optimize the evaluation of datacenter schedulers. We also empha-
size that performance improvements from the features are much
more frequent (e.g., periodic software upgrades) and FLARE can
drastically improve the productivity of datacenter evolution pro-
cess.

3 CHALLENGES OF DATACENTER
PERFORMANCE EVALUATION

In this section, we demonstrate the challenges of accurate datacen-
ter performance evaluation with a case study from our in-house
environment. In this case study, we evaluate the effect of different
cache size on our datacenter and show that conventional load-
testing benchmarks fail to accurately estimate the feature’s perfor-
mance impact, which emphasizes the need for accurate datacenter
performance evaluation method.

3.1 Pitfalls of (co-location unaware)
conventional load-testing benchmarks

In this case study, we examine how the cache size affects our data-
center (Feature 1 in Table 4) and demonstrate that the performance
impact measured from load-testing benchmarks alone does not
necessarily translate into in-datacenter performance.
Datacenter setup.We design our datacenter following the prior
work [58]. Our datacenter consists of three racks of homogeneous
machines, and they host High Priority (HP) and Low Priority (LP)
jobs listed in Table 3. HP job performance is our primary concern,
and we ignore LP job performance as they run using free quota.
Each job is containerized to ease the deployment in a scale-out
manner. Please refer to Section 5.1 for more details.
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Figure 2: Evaluating the performance impact of cache sizes
(Feature 1) with conventional load-testing benchmarks; MIPS
reduction on the jobs in absolute value

Load-testing benchmark setup. We measure the feature’s im-
pact on each HP service with load-testing benchmark. Similar to
previous works [51, 58], we populate instances1 of each service on
a single machine and measure the feature’s impact on it.

Load-testing benchmarks fail to estimate the in-datacenter per-
formance impacts. Figure 2 shows the performance estimations
from the load-testing benchmarks and the actual impacts observed
from datacenter machines. We use Million Instructions per Second
(MIPS) as a performance metric of interest as our jobs are optimized
to spend time in spin locks minimally, exposing their throughput
as MIPS [58]. The datacenter results are the average of all instances
of each service; error bars denote the standard deviation. The es-
timation of the benchmarks deviates from the actual result in our
datacenter because the benchmarks do not take into account any
interference from other co-located jobs.

3.2 Challenges of realistically reproducing
datacenter behaviors

To improve from conventional load-testing benchmarks, we need
to reconstruct production datacenter behaviors or job colocations.
Then what are the fundamental challenges that prohibit researchers
from achieving this goal?

First, the most straightforward approach is to record every be-
havior of a datacenter and exactly reproduce it with benchmarks.
However, this is practically infeasible considering the scale and
diversity of the behaviors. Exact reproduction would require either
a large number of machines to finish fast or extreme tolerance to
the evaluation latency. Both are not viable options for datacenter
feature assessment because we cannot afford a large number of
machines for testing an experimental feature (especially if the fea-
ture requires purchasing new hardware), nor can we tolerate the
latency to reproduce thousands of job colocation behaviors using
few machines. Even if we use sampling [58] to reduce the number
of machines to consider, it still requires a large number of machines.

Second, we may extract and utilize representative datacenter
behaviors. However, datacenter environments are difficult to ana-
lyze due to their complexity (i.e., job colocation). Figure 3a shows
the machine occupancy characteristics of our datacenter. The dat-
acenter has 895 job colocation scenarios with a wide variety of
HP/LP job mixes and utilization, similar to the observations from
the other datacenters [81, 82, 97]. As a result, the scenarios have

1Instances of a job are identical processes/binaries which run in a distributed manner
to share the loads.

(a) Machine occupancy characteristics. The scenarios are sorted by total
machine occupancy. The occupancy shows step-like pattern as our jobs run
as containers of a fixed size.
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Figure 3: Investigating the performance impact (absolute
MIPS) of Feature 1 on our datacenter environment

vastly different resource demands, and we can expect each scenario
to react differently to a feature.

Due to such complexity of job colocations, we cannot charac-
terize them with simple metrics. Figure 3b shows the performance
impacts of Feature 1 (i.e., cache sizing) on individual job colocation
scenarios, along with MPKI, a highly relevant metric to cache size
(Feature 1). Intuitively, Feature 1 should have a bigger impact on
the scenarios with higher MPKI as it is related to memory systems.
Under this assumption, we may heuristically select the scenarios
covering various MPKI ranges to evaluate the feature. Unfortu-
nately, the impact is not correlated to MPKI or any other single
memory system-related resource metrics, as many other factors
contribute to a job colocation scenario’s performance. As a result,
we cannot simply find representative datacenter behavior or job
colocations based on a few highly relevant metrics, indicating the
need for systematic way to analyze and extract representative data-
center behaviors.

4 FLARE: DATACENTER EVALUATIONWITH
REPRESENTATIVE SCENARIOS

In this section, we describe the details of FLARE. Figure 4 illustrates
our framework and key operations. FLARE consists of Profiler,
Analyzer, and Replayer, and performs the following four steps 1)
data collection and refinement, 2) high-level metric construction, 3)
clustering & representative behavior extraction, and 4) performance
estimation with representative behaviors.

The following sections describe each step and its implementation
in details.

4.1 Definition of datacenter behavior
Before introducing our methodology, we first present the precise
definition of datacenter behavior (or job co-location scenario; we use
these terms interchangeably throughout the paper) as it is our basic
unit for performance evaluation.

Figure 5 illustrates how we define the scenario. Our datacen-
ter consists of homogeneous machines, and each machine hosts
jobs with different durations and resource demands (Section 5.1).
As shown in the example, every new combination of jobs defines a
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Figure 4: Overview of FLARE framework

Figure 5: Definition of job co-location scenario

new scenario and we collect the scenarios from every datacenter
machine. For each job in each scenario, we log the average perfor-
mance and resource metrics to minimize the monitoring overheads.
Note that a user may log extra information to take temporal/phase
behaviors into account. For example, we currently log the average
IPC of 1.4 for Job 1 in Scenario 1, but one may include standard
deviations (e.g., IPC: 1.4±0.5) to enrich the temporal information.

4.2 Data collection and refinement
The first step of FLARE is to collect and refine performance and
resource metrics from a datacenter.
Collection. We gather various performance and resource metrics
from both software monitors (e.g., /proc/ filesystem) and hardware
performance counters (e.g., perf, Intel’s topdown [100]) by imple-
menting a deamon process, Profiler. It is deployed to all servers
and periodically gathers system and microarchitectural statistics by
using perf, stats, and /proc/ filesystem. The collected statistics
along with the commands and configurations of running jobs are
recorded in our relational database for further analysis.

Figure 6 shows a subset of the metrics that we collect. We collect
the metrics in two level – machine level (i.e., sum of the metrics
from all jobs) and individual job level. As we only manage the
performance of High Priority (HP) jobs and neglect Low Priority
(LP) jobs running on free quota, we eventually have two versions of
performance metric (e.g., LLC-APKI-Machine and LLC-APKI-HP).
This two-level collection allows us to accurately model co-location

Figure 6: The performance and resource metrics collected in
our datacenter environment.

behaviors; we monitor the jobs of interest (*-HP) as well as their
running environment (*-Machine).
Refinement. We notice that many of the metrics we collect are
in fact duplicates. For example, we find that memory bandwidth
reports from our monitoring tool is in fact a simple multiplication
of LLC miss count and the payload size. Eliminating such highly
correlated metrics allows us to reduce 100+ metrics to 85 metrics
with weaker correlations. We point to the other studies [51, 69,
87, 95, 101] for collecting the metrics embracing such noises of
datacenter environments.

4.3 High-level metric construction
As the second step, Analyzer constructs high-level metrics from
the collected statistics, which will be the new and more insightful
descriptors of the job co-location scenarios (Figure 4- 2 ).

To reduce the dimensionality of the data, we first normalize each
metric to have zero mean and unit variance, eliminating the biases
from the metrics’ inherent magnitudes. We then apply Principal
Component Analysis (PCA) to represent the information in a lower
dimensional space. We chose this method as it has proved effective
for many architectural studies [24, 25, 47, 74, 80] as well as provides
high-level metrics with better interpretability compared to the other
non-linear techniques [102, 103]. Specifically, PCA reduces the
dimension of the data using the linear combination of the original
dataset’s basic vectors. Therefore, it is easy to understand how
the raw metrics contribute to the construction of the Principal
Components (PC, i.e., high-level metrics). As each PC explains
certain amount of variance in the original dataset (by design), we
can also identify which PCs have more classification power. Lastly,
the PCs are orthogonal to each other; we do not have to worry
about one high-level metric moving along with the others when
analyzing the results. For our environment, we obtain 18 PCs as
illustrated in Figure 7.

While the general dimensionality reduction idea is quite similar
to existing studies, FLARE has few major differences. First, many
studies extract the PCs, identify the contribution of the original
metrics (e.g., LLC miss is the major contributor of the first PC), and
perform analysis in the original metric’s space instead of the PC’s
space. For our environment, we found it nearly impossible to do
so because there are too many original metrics of high importance.
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Figure 7: Determining the optimal number of Principal Com-
ponents (PC). We select 18 PCs to explain 95% of the variance
of the original dataset.

Also, the analysis targets of previous studies require only few PCs
to describe their nature, allowing easy and straightforward analysis.
Our datacenter behaviors are far more complex and we cannot
simply investigate few PCs to get insights.

Therefore, we decide to interpret and label each PC to attribute
a higher-level meaning to it. Figure 8 shows the PCs extracted
from our datacenter along with their interpretations. We note that
both the machine and the HP job metrics play an important role in
forming the PCs.

Thanks to our two-level metric collection (Section 4.2), we ob-
serve some interesting traits unique to co-location environments.
For example, PC10 indicates memory bottleneck in HP jobs com-
bined with non backend-bound (hence non memory-bound) ma-
chine behavior. This implies that the HP jobs occupy a small portion
of the whole machine and thus have a low influence on the overall
machine behavior. The other metrics also depict very interesting
and surprisingly specific combination of HP job and machine char-
acteristics.

In summary, we successfully translate a large number of per-
formance and resource metrics into valuable high-level insights,
which are specialized to describe job co-location scenarios.

4.4 Representative behavior extraction
The third step is to group similar job co-location behaviors using
the high-level metrics, so that we can identify a small number of
representative scenarios; in Figure 4- 3 , similar shapes and colors
indicate similar scenarios. For simplicity, we implement the second
and third step in Analyzer together.

We first normalize all the selected PCs to have zero mean and
unit variance (i.e., perform whitening operation) to make each PC
retain the same amount of information. Next, we perform data-
driven clustering to group the scenarios. The major challenge of
our case is that there are no correct cluster labels for each scenario
(i.e., unsupervised clustering). It is therefore impossible to utilize
advanced techniques such as cross-validation to easily reduce the
bias. Instead, we utilize metrics such as Sum of Squared Errors (SSE)
[85] and Silhouette Score (SS) [86] to evaluate the quality of each
setup. SSE indicates the sum of the distance between each point
and its cluster centers, and SS scores each point by comparing how
similar it is to its cluster (vs. the others), and returns the average
score over all points. We select 18 clusters based on the data shown
in Figure 9. Note that we use K-means clustering to achieve good
results, but alternatives (e.g., hierarchical clustering of [74, 80]) can
also be applied.

As a result, we successfully group 895 different scenarios of
our datacenter into only 18 groups. For each group, we extract a

representative scenario by selecting the scenario nearest to the
group’s centroid (or average) behavior. In Section 5.2, we show that
each representative has distinct characteristics which allow us to
accurately estimate the overall performance.

4.5 Feature performance estimation using the
representative scenarios

The last step is to estimate a feature’s performance impact using
the representative scenarios with Replayer. We first apply the
target feature to our performance evaluation environment and
use Replayer to reproduce the representative scenarios with load-
testing benchmarks. It reconstructs the environment by executing
the jobs with the recorded commands and options.

Each scenario will report different performance results as they
have different resource and performance characteristics. To gen-
erate the single number summary of the impact, we weight the
impacts of the representatives by the group sizes and get the average
(Figure 4- 4 ). The reason behind this weighting is that we are more
likely to observe a scenario from a larger group. In Section 5.3, we
show that this summary accurately estimates the features’ holistic
impacts.

5 EVALUATION
We now provide the results showing the effectiveness of FLARE
and also share the insights from our experiments.

5.1 Experimental setup
Datacenter setup. We carefully reproduce the machine setups,
job characteristics, and user behaviors of a real-world datacenter
based on the design of our industry partner [58]. Our environment
consists of three racks of homogeneous machines. We show how
we handle heterogeneous machine configuration in Section 5.5. The
details of machine specifications are provided in Table 2. Each rack
has eight machines, and we dedicate one rack for reproducing the
datacenter behavior and two racks for modeling the clients. One
of the client machines acts as the job submission system which
launches the jobs using Docker containers [70]. We ensure that
the client and scheduler do not become the bottleneck of the job
execution.
Job submission system. The simulated users submit HP and LP
jobs to datacenter machines as containers. This reproduces the
resource isolation abilities of typical datacenters. To model the
scale-out nature of datacenter jobs, each container (i.e., job instance)
consumes only up to 4 vCPUs. The user requesting more computing
power must launch multiple instances (i.e., copies) of a job. This
accurately reflects the resource management policies of our target
datacenter.

Machine Setup

CPU Intel Xeon E5-2650 v4 (2 sockets, 24 vCPUs per socket)
DRAM 256GB DDR4 2400MHz, Four channels per socket
Disk Intel 730 Series SSD (SATA 6Gb/s)

Network Intel X710 10Gbps Ethernet

Table 2: Datacenter machine specifications.
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Figure 8: High-level metrics (principal components) of our datacenter. The plus sign (+) indicates that a rawmetric has a positive
weight on a PC, and the minus sign (-) indicates that the metric has a negative weight. We omit the metrics with small weights.
For each PC, we highlight the major contributing raw metrics which guide us to interpret the meanings.

Figure 9: Investigating Sum of Squared Error (SSE) and Sil-
houette Score (SS) for various cluster counts. Lower SSE and
higher SS indicates better clustering quality. The general
guideline is to pick a point where the return (i.e., clustering
quality) starts to diminish. We choose 18 clusters to strike
the balance between the quality and cost.

The scheduler greedily runs a job in the datacenter machine with
the least resource utilization for load-balancing purposes. As we do
not overcommit the resources, saturation of the machines would
result in a denial of scheduling requests. The length of each job
is randomly determined at the submission time. Each job runs for
at least 30 minutes to produce stable behaviors; server jobs (e.g.,
memcached) handle multiple user requests during its uptime, and
the other jobs simply run the designated task (e.g., mapreduce [17])
for the given durations. The variation in the jobs’ length and the
users’ request rates produce diverse resource behaviors (e.g., un-
derutilization or saturation of machines).
Job characteristics.We use CloudSuite benchmarks [28] and SPEC
CPU2006 [14] to reproduce datacenter job behaviors. Table 3 shows

the details of the job configurations. Note that the metrics are the
allocations per an instance (i.e., a 4 vCPU container). For HP jobs,
we tune the working sets so that they match those of the our target
datacenter. For LP jobs, as we observe both compute- and memory-
intensive ones from the production environment, we select a subset
of benchmarks from SPEC CPU2006 to reproduce similar behaviors.

We note that the selection of benchmarks may change depending
on a datacenter’s characteristics. We emphasize that FLARE does

High Priority (HP) jobs
Data Analytics (DA) Apache Hadoop with Mahout

4 maps, 4 reduces, run TrainNB phase
1 vCPU & 4GB DRAM per mapper/meducer

Data Caching (DC) memcached
4 threads, 4GB working set, target QPS 100K

Data Serving (DS) Apache Cassandra
20 threads, 16GB DRAM

Graph Analytics (GA) Apache Spark
4 vCPU & 4GB DRAM for executor

In-memory Analytics (IA) Apache Spark
4 vCPU & 4GB DRAM for executor

Media Streaming (MS) Nginx
4 threads, 50 connections, dataset scaled

Web Search (WSC) Apache Solr
12GB DRAM. Tomcat manages # threads

Web Serving (WSV) MySQL, memcached, Nginx, PHP
Default mySQL, Nginx settings with 2GB memory
2 threads & 2GB DRAM for memcached
5 threads for PHP

Low Priority (LP) jobs
400.perlbench, 458.sjeng, 462.libquantum, 483.xalancbmk, 471.omnetpp, 429.mcf

Four copies run in a container to consume 4 vCPUs.

Table 3: Configurations of datacenter job instances.
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Figure 10: Clustering the datacenter system behaviors into a small number of groups. The radar plots show each group center’s
18 PC values. The shaded regions indicate the ±1 standard deviation of the group. The dotted lines show ±1 standard deviation
of the whole dataset. For each cluster, we also provide the weight in %.
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Figure 11: Performance impact (MIPS reduction) estimation
from each representative scenario.

not limit benchmark or job types. Ideally, if we can thoroughly
characterize the performance and resource behaviors of every job
in the datacenter, we may utilize high-precision load generators
such as iBench [18] to accurately reproduce the job behaviors.
Defining the performance. First, when calculating the perfor-
mance, we only consider those of the HP jobs. LPBatch jobs run on
free quota and we do not manage their productivity.

Since we have multiple different HP jobs, we define a summa-
rizing performance metric to allow easier aggregation of per-job
performance. Specifically, we use an instruction throughput-based
performance metric similar to prior work [58], which is defined as
follows:

𝑃𝑒𝑟 𝑓 𝑜𝑟𝑚𝑎𝑛𝑐𝑒 = 𝐽𝑜𝑏 𝑀𝐼𝑃𝑆 / 𝐽𝑜𝑏′𝑠 𝐼𝑛ℎ𝑒𝑟𝑒𝑛𝑡 𝑀𝐼𝑃𝑆

A job’s inherent MIPS is the MIPS measured when the job runs
alone on an empty machine. This allows us to prevent the jobs with
inherently high MIPS from having higher importance. We chose
this parameter mainly because our industry partner uses a similar
metric, and many other studies show high correlation between

the application-level throughput and the instruction throughput
[57, 92, 104]. We emphasize that FLARE is not bound to any specific
performance metric. Many alternatives [27] can be utilized, and the
users with better definitions may use their own terminology.
Datacenter improving features. We consider three different fea-
tures to introduce performance changes. Table 4 shows the sum-
mary of the three features – cache sizing (Feature 1), DVFS policy
(Feature 2), and SMT (Feature 3) – along with the baseline setup. For
easier evaluation, we manipulate resource constraints via system
setups to emulate hardware changes (Feature 1) and/or utilize the
features which may reduce the machine’s capability (Feature 2 and
3). It is therefore natural to observer performance degradation upon
applying a feature.

5.2 Analysis on the representative behaviors
First, we show the characteristics of the groups generated from
FLARE to check if our approach delivers useful insights. Figure 10
is the radar plot showing the characteristics of the 18 representative
groups. We observe that the groups have distinct characteristics
described in the high-level metric (i.e., PC) space. Note that some
clusters look alike but actually have major differences in one or

Setup Descriptions
Baseline 30MB LLC/socket, 1.2 - 2.9GHz clock, Hyperthreading enabled
Feature 1 12MB LLC/socket, 1.2 - 2.9GHz clock, Hyperthreading enabled
Feature 2 30MB LLC/socket, 1.2 - 1.8GHz clock, Hyperthreading enabled
Feature 3 30MB LLC/socket, 1.2 - 2.9GHz clock, Hyperthreading disabled

Table 4: Summary of the datacenter-improving features.
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Figure 12: Evaluating the performance estimation accuracy of FLARE.

more PCs. For example, Cluster 0 and Cluster 1 look similar but
have major differences in PCs 0, 3, 6, 7 and 16.

Interestingly, there exist many clusters with similar weights
around 10%. This indicates that our datacenter does not have a spe-
cific dominant characteristic. Instead, it is a collection of a wide
variety of behaviors having similar importance. This emphasizes
that a feature must be evaluated based on diverse datacenter be-
haviors for an accurate performance projection.

Figure 11 shows the performance impact of the three features
measured from each group’s representative scenarios. We note that
the groups respond differently to a same feature due to their unique
resource and performance characteristics.

Using the radar plots, we can also reason about why a specific
scenario has certain performance impacts. For example, Cluster
8 has the biggest impact from Feature 1, which is to reduce the
LLC capacity. Naturally, we can assume that Cluster 8 consists
of scenarios with high LLC pressures. We find out that the key
characteristics of Cluster 8 are high PC 12 value and low PC 7
value. According to our interpretation (Figure 8), PC 12 promotes
the tendency to have more LLC misses, and negative PC 7 also
promotes the LLC misses. Therefore, we can conclude that Cluster
8 is a group which would have greater sensitivity to LLC-related
features.

As such, our representative scenarios successfully cover the
diverse spectrum of datacenter behaviors and also allows us to per-
form deeper analysis without blindly reproducing a large number
of scenarios.

5.3 Feature evaluation accuracy
All-job impact. First, we investigate how well FLARE estimates
a feature’s overall performance impact on the HP jobs. Figure 12a
shows the performance impact measured from the whole datacenter
(i.e., the true impact), a random sampling method, and FLARE.
For the sampling, we randomly pick 18 job co-location scenarios
(i.e., the same evaluation overheads as FLARE) and estimate the
performance from them.We perform 1,000 sampling trials and show
the resulting distribution with violin plots and box plots.

While sampling is generally an effective technique to embrace
the variance, FLARE provides much more reliable estimations based
on carefully selected representative scenarios. Our estimation errors

are constantly low (<1% in absolute numbers) while sampling can
cause errors up to 4%.

Another major benefit of FLARE is that we can always utilize the
clusters’ characteristics to reason about how we achieve such per-
formance numbers (e.g., Section 5.2). In contrast, random sampling
cannot provide any insights regarding its estimations.
Per-job impact. Next, we check how FLARE estimates the per-
job performance impacts. Similar to the methodology introduced
in Section 4.5, we may use the individual job performance in the
representative scenarios to estimate a feature’s impact on a specific
job.

However, in this case, a representative scenario may not include
the job of interest while its group actually has numerous instances of
the job. In such a case, we check the next nearest (i.e., representative)
scenario to the cluster center until we find the target job. The rest of
the process is identical to the all-job performance estimation case,
except that we weight the impacts by the number of job instances
in that group (i.e., the likelihood to observe the job).

Figure 12b shows the performance estimation from the datacen-
ter, sampling, and FLARE. This time, we use the 95% confidence
interval for the sampling method. We do not provide the conven-
tional load testing results as they have poor accuracy for Feature 1
(Figure 2).

Unlike the previous case, Sampling shows quite good perfor-
mance for some selected workloads and features. We have two
explanations for this behavior. First, certain jobs are robust to the
resource contention and thus have inherently small variance. For
the previous all-job performance case, since we add up the job
performances for each scenario, the performance variances are
much larger. Sampling from small-variance populations allows it
to accurately estimate the impacts. Second, the per-job sampling
population sizes are much smaller than that of the all-job case. For
example, the sampling population size for the all-job impact estima-
tion case is 895 (assuming every scenario has at least one HP job),
whereas the population size for a per-job impact estimation case is
usually less than half of that (i.e., many scenarios do not have the
job of interest). Since the population size becomes smaller for the
per-job case, we are more likely to get better quality samples.

In addition, we observe that FLARE occasionally makes inaccu-
rate estimations. In fact, this is natural considering that we generate
the clusters based on the general job and machine characteristics,
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Figure 13: Comparing the evaluation costs of FLARE and
random sampling.

not the per-job performance characteristics. We believe including
the per-job metrics in our method would greatly improve the esti-
mation accuracy for the job. However, excessively adding per-job
metrics would increase the dimension of the feature space and
may deteriorate the clustering quality. We therefore do not use
any per-job metrics in deriving the representative scenarios, and
recommend to include such metrics only when necessary.

5.4 Evaluation costs and accuracy
Lastly, we investigate the tradeoff between the evaluation costs
and performance estimation fidelity. For FLARE, the evaluation
cost is proportional to the number of representative scenarios (i.e.,
clusters). We observe that increasing the number of clusters does
not improve the estimation quality, unless the number becomes
very large. We therefore assume fixed cost and fidelity for FLARE.

In contrast, sampling can make better predictions as we spend
more evaluation costs. Figure 13 shows the expected max perfor-
mance estimation error for sampling (i.e., 95% confidence interval)
and FLARE. Surprisingly, even with 10× the evaluation costs of
FLARE, sampling cannot achieve similar quality results due to the
large performance variance inherent in datacenter job co-location
scenarios.

This shows that FLARE is a systematic and efficient approach
to evaluate datacenter environments. We successfully evaluate the
characteristics of 895 scenarios with only 18 representative behav-
iors, and achieve 50× reduction in the evaluation overheads.

5.5 How to handle heterogenous configurations
Throughout the paper, we use FLARE to evaluate a datacenter with
homogeneous machines, assuming that a feature would not change
the machine’s shape (e.g., core count and RAM capacity) and the
corresponding job co-location scenarios. However, many real-world
datacenters have heterogeneous machines and some features do
change the machine’s shape as well (e.g., new CPU). We therefore
discuss how FLARE should be utilized in such environments. Table 5
shows the two machine types that we consider. We have added the
Small type in addition to the default that we have used throughout
the paper.

First, we try using the representative scenarios derived from the
default machine for small machine evaluation. If the scenarios are

Resource Default Small
CPU Intel Xeon E5-2650 v4 Intel Xeon E5-2640 v3

(2 sockets, 24 vCPUs/socket) (2 sockets, 16 vCPUs/socket)
DRAM 256GB DDR4 2400MHz 128GB DDR4 2133MHz
Disk Intel 730 SSD Samsung 850 SSD

Network Intel X710 10Gb Intel 82599ES 10Gb

Table 5: Two Datacenter Configurations
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Figure 14: Utilizing FLARE to handle a new machine shape.

truly representative and compatible, they should be able to tell the
performance difference across different machine shapes just as they
do for the other features.

However, we find that it is difficult to exactly reproduce a specific
job co-location scenario on different shapes of machines. Figure 14a
shows such an example. In this particular scenario, we have two 4
vCPU DA instances and one 4 vCPU DC, DS, GA, WSC, WSV, and
LP instances. While this translates to ∼70% utilization on the default
machine, it becomes a full saturation scenario for the small machine.
We may re-scale the job instance sizes (4 vCPU) to preserve the
scenario’s machine utilization, but this would alter the job’ nature.
In other words, it is impossible to reproduce the identical scenarios
on different shapes of machines.

Nonetheless, thanks to its systematic method and generic appli-
cability, we confirm that FLARE still provides a new set of represen-
tative scenarios if we apply it to the new machine shape. As shown
in Figure 14b, we successfully estimate a feature’s impact once the
new representatives are derived from the new shape datacenter.

We therefore recommend to generate and utilize the represen-
tative scenarios for each machine shape. When comparing the ma-
chines with different shapes, there would be no single representa-
tive set which works across heterogeneous machines. However, if
a user does not mind comparing the performance from different
execution scenarios (e.g., embrace that the workload co-locations
would differ by the machine shape and we have no control over it),
he/she may scale and utilize the representative scenarios from one
machine shape to evaluate other shapes, as discussed above.

We also emphasize that this per-machine type representative sce-
nario approach is a sensible solution with reasonable overheads. In
real datacenters, machine shape-changing features are infrequently
introduced (e.g., once every year) but the existing machines last a
few years until their retirements experiencing numerous feature
upgrades (e.g., software updates). In other words, it is worth in-
vesting some efforts to extract representative scenarios for each
machine shape as they will be utilized for 5-10 years.

5.6 How to handle scheduler changes
Changes in datacenter scheduler can make the representative sce-
narios from FLARE less valid as they tweak the job co-location
scenarios. However, unlike the case where the machine’s shape is
changing (Section 5.5), the new schedulers do not generate whole
new unseen scenarios. Instead, they promote more desirable scenar-
ios (e.g., high utilization with less resource contention) and prohibit
less desirable ones. Therefore, if we can get quick estimates of what
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kind of job co-location scenarios would appear more (or less) for
a new scheduler, we can use that information to derive new rep-
resentative scenarios starting from Step 3 of Section 4 and 4. As
the major overhead of FLARE comes from Step 1 (i.e., collecting
enough job co-location scenarios), we can effectively handle new
datacenter schedulers with minimal overheads.

6 RELATEDWORK
Performance analysis and evaluation is a classic topic in the com-
puter systems and architecture field. Accordingly, significant efforts
have been put to reduce the analysis and evaluation overheads. We
discuss the relationship between previous work and FLARE
Leveraging similarity in observations. One simple and effective
optimization technique in performance evaluation is to skip the
evaluation of redundant or similar data points. The idea has been
extensively applied to reduce the simulation turnaround latency.
Initial proposals [88, 98] successfully handled single-threaded ap-
plications, and later studies [1, 2, 9, 10, 34, 36, 56, 57] have extracted
similarities from different scopes such as multithreaded applica-
tions, tasks and basic blocks, and pipeline behaviors.

FLARE also leverages the similarities in datacenter behaviors to
reduce performance evaluation overheads. Our main contribution
is to find the optimal representation of datacenter behaviors to
maximize the reduction opportunities while preserving the original
datacenter characteristics.
Acceleration by abstraction.Another group of studies gain evalu-
ation speedup by abstracting away unnecessary details and focusing
on the first-order performance constituents. Datacenter-scale simu-
lators [54, 68, 91, 105] usually adopt abstract models (e.g., queues)
to minimize the analysis loads. For FLARE, we abstract 100+ raw
performance/resource metrics into a few high-level performance
metrics to minimize analysis overheads. Also, our approach could
be applied to the proposed abstract model to further optimize their
evaluation overhead.
Characterizing applications. Application characterization stud-
ies have similar goals to the two categories discussed above. They
first select the key metrics describing application behaviors and
perform similarity analysis to eliminate redundancies. Many studies
[41, 42, 73, 74, 79, 80] successfully characterize popular benchmark
suites such as SPEC CPU [14] and MiBench [35] as well as find
redundancies in input datasets [25, 26]. Some studies acknowledge
the importance of co-locations [15, 18] but their major contribution
is to accurately generate interference effects not to extract and
reproduce production datacenter’s behaviors.

FLARE has similar goals to these studies but differs in terms of
the scope and the detailed methodology. Specifically, while previ-
ous studies focus on deduplicating particular benchmark suites,
FLARE proposes a generic methodology to systematically extract
the key metrics accurately describing job co-location scenarios of
an arbitrary datacenter. To the best of our knowledge, we are the
first to perform such an analysis on datacenters considering job
co-location scenarios and resource sharing behaviors. Compared to
the existing single application analyses, we also tackle a problem
with greater amount of complexity.

Applying machine learning techniques.Machine learning tech-
niques help reduce analysis and evaluation overheads by automat-
ically identifying the key performance constituents. First, some
studies [45, 46] predict performance using simple machine learning
models trained on a large number of system behaviors instead of
complex simulators. A state-of-the-art model further advances the
technique to automatically detect datacenter performance issues
[31]. Recent studies refine key performance-determining metrics
[101, 103] from a large number raw observations using non-linear
models. FLARE also adopts two well-validated [41, 80] and highly
effective machine learning techniques – Principal Component Anal-
ysis (PCA) and K-means clustering – to systematically extract high-
level performance metrics and group similar behaviors.
Datacenter analysis.Major industry players and researchers have
analyzed datacenter behaviors to guide the development of new
features [3, 5, 8, 23, 39, 48, 51, 55, 83]. Various techniques have been
proposed to inspect large-scale distributed systems at application,
library, and middleware levels [4, 29, 84, 89]. The analysis results
successfully triggered the development of novel features [13, 48,
53, 63]. However, these analysis studies focus only on delivering
lessons from large-scale environments, while FLARE provides an
efficient performance evaluation method for datacenters.
Datacenter benchmarks. Datacenter benchmarking studies [6,
15, 18, 28, 30, 65, 72, 77, 96] successfully characterize and reproduce
the nature of scale-out jobs running on datacenters and facilitate
feature evaluation using more realistic scenarios. They thoroughly
discuss the major differences from conventional jobs [7, 14] and
have triggered successful development of novel system architec-
tures which are highly optimized for datacenter jobs [61, 62].

While these studies provide valuable insights regarding individ-
ual datacenter jobs’ traits, we discover that they do not thoroughly
discuss how the jobs should be co-located to accurately estimate a
feature’s holistic impact on a datacenter. Some studies [15, 18, 30]
acknowledge the importance of job co-location and model resource
sharing behaviors in the benchmarks; however, their main contribu-
tion is to precisely generate the interferences or consider resource
sharing effects, rather than defining how the representative co-
location scenarios should be extracted from an arbitrary datacenter
(i.e., FLARE’s goal). In fact, we believe these benchmarks can help
FLARE to reproduce specific resource sharing behaviors once we
identify the representative job co-location scenarios. They are there-
fore orthogonal to our work.

7 CONCLUSION
This paper proposed FLARE, a Fast and Accurate Datacenter Evalu-
ation methodology using representative system behaviors. We first
characterized various datacenter system behaviors using systemat-
ically derived high-level metrics. We then extracted representative
system behaviors, which effectively summarize the whole traits of
the datacenter. We reproduced the selected behaviors with care-
fully designed load-testing benchmarks and accurately evaluated
the performance impact of new features with minimal overheads.
Our evaluation using an in-house datacenter and three different
features showed that FLARE is 50× and 10×+ more efficient com-
pared to full datacenter evaluation and sampling-based evaluation,
while providing high accuracy (∼1% errors).
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